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Preface
Envirolnfo 2014 — ICT for Energy Efficiency
28" International Conference on Informatics
for Environmental Protection

Jorge Marx Gémez', Michael Sonnenschein’, Ute Vogel’,
Andreas Winter', Barbara Rapp’, Nils Giesen'

1. Introduction to the Envirolnfo 2014

The Envirolnfo 2014 is the 28th edition of the long standing and established international and
interdisciplinary conference series on leading environmental information and communication
technologies. Combining and shaping international activities in the field of applied informatics and
environmental informatics in making the world a better place for living, the Envirolnfo conference
series aims at presenting and discussing the latest state-of-the-art development on ICT and
environmental related fields.

Under the supervision of the Carl von Ossietzky University Oldenburg, the 28th Envirolnfo
conference discusses the special topics of ICT for energy efficiency as main conference theme as
well as the whole range of cross-cutting topics in ICT and environmental sciences. As the
Envirolnfo conference series strengthens the interdisciplinary activities in the fields of sustainable
development, participants from industry, higher education and research institutes have been invited
to exchange ideas and solutions for current and future problems.

The Envirolnfo 2014 is held at the University of Oldenburg and organized by the Department of
Computing Science chaired by Jorge Marx GAmez, Michael Sonnenschein, Ute Vogel, Andreas
Winter, Barbara Rapp, and Nils Giesen.

General conference topics are:

e Water Management

e  Sustainability Reporting

e Environmental Management Information Systems (EMIS)
e GIS: Tools and Applications

e Carbon Footprinting

e Sustainability: Dimensions and Indicators

e Tools for Modelling and Simulation of Environmental Systems
e Climate Change and Scarce Resources

e Environmental Protection and Health

e Material Flow Management and LCAs

o Biodiversity

e Decision Support

o High Performance Computing and Big Data

e Mobility and Sensors

e Educational Programs in Environmental Informatics

! University of Oldenburg, Department of Computing Science, D-26111 Oldenburg, Germany
<forename>.<surname>@uni-oldenburg.de
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Special Topics of the Envirolnfo 2014 are:
e Renewable Energy
e Smart Grids
e Resource and Energy Efficiency
e Green IT and Energy Aware Software Development
e Green Business Process Management
e Cloud Computing

122 contributions have been submitted to the Envirolnfo conference tracks — after a thorough
reviewing 90 of them have been evolved to a full paper for the conference proceedings at hand.

In the scope of the Envirolnfo 2014 four workshops are organized by independent workshop chairs.
Topics are:

e Usability and user oriented process models for EMIS (Chair: VVolker Wohlgemuth),

e Lower Saxony Research Group ,,Smart Nord” (Chair: Michael Sonnenschein),

o Energy Aware Software Development (Chairs: Andreas Winter, Christian Bunse, Stefan
Naumann),

e Sustainable Mobility (Chair: Benjamin Wagner vom Berg)

Altogether 18 short papers of workshop contributions can be found in these proceedings.

2. The Conference Site

The University of Oldenburg traces its roots back to 1793, when Duke Peter Friedrich Ludwig of
Oldenburg created the first training college for teachers. The University of Oldenburg was finally
founded in 1973 and named after Peace Nobel Laureate Carl von Ossietzky in 1991.

Today 182 Professors and 1036 research assistants teach 12019 students in Educational and Social
Sciences, in Computing Science, Business Administration, Economics and Law, in Linguistics and
Cultural Studies, in Humanities and Social Sciences, and in Mathematics and Science.

30 years before, the University of Oldenburg recognized Energy Research for an environmentally
friendly, safe and affordable energy provision as a great challenge for our society: The photovoltaic
array at the University of Oldenburg‘s “Energielabor” has been installed in the 80th and is now
among the oldest arrays still in operation in Germany. Today, diverse research groups from
different scientific disciplines support the energy research at the University of Oldenburg. They
have joined forces in the research consortium ENERiIO — Energy Research in Oldenburg, which
finds a very fruitful atmosphere at the university in teaching and research. In ENERIO, the energy-
related research is additionally supported by the following institutions:

e ForWind, the joint Center for Wind Energy Research of the Universities of Oldenburg,
Hannover and Bremen conducts fundamental research in wind energy and provides
scientific support for industrial projects.

e The institute NEXT ENERGY, which has been founded in 2007 by EWE AG in
conjunction with the University of Oldenburg and the State of Lower Saxony, focuses on
material research for photovoltaics, fuel cells and energy storage, system development and
system integration.

e A very important part in the IT-related energy research plays the Energy R&D division of
OFFIS, an associated institute of the University of Oldenburg. Its research in this
application domain focuses on system analysis and distributed optimization, architecture
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engineering and interoperability, smart resource integration, and simulation and automation
of complex energy systems.

Computing science in Oldenburg was established in 1985. Currently, the Department of Computing
Science incorporates 18 professors doing research in two main subjects on safety critical and
embedded systems and on energy efficiency in information and communication technology.

3. The Host City of Oldenburg

Oldenburg (in Oldenburg) is located in the north-western part of Germany, about 50 km west of
Bremen and 130 km east of Groningen (NL) in the state of Lower Saxony. Oldenburg was first
mentioned in 1108 and has developed to an urban municipality and modern University City with
more than 161.000 inhabitants, today. Oldenburg was awarded “City of Science” in 2009.

Oldenburg is a city of contrasts where classicism meets modernism, a cosmopolitan flair
complements historical architecture, urban variety is balanced by a natural landscape, imaginative
catering goes hand in hand with assorted retail outlets, and a rich culture harmonizes with scientific
innovation. For all these reasons Oldenburg is the city with the highest number of home comers,
who return to their hometown even after being away for many years.

4. Conference Highlights

More than 100 talks on exciting subjects are the foundation of the conference. Plenary
presentations (invited talks) are given by:

e Prof. (em.) Dr. M. Jischa, Honorary President of the German Chapter Club of Rome:
“Technology drives civilisation dynamics — but do we have a target?”

e Dr. Jorg Hermsmeier, EWE Aktiengesellschaft — Head of Department Research &
Development: “Energy for tomorrow”

e Dr. Chris Preist, University of Bristol, Reader in Sustainability and Computer Systems:
“Understanding and Reducing the Energy Impact of Digital Services”

e Dr. Sascha Roth, Project Director Group Sustainability Reporting at Volkswagen AG:
“Volkswagen Group Sustainability Reporting”

e Prof. Dr. Niko Paech, University of Oldenburg, Department of Business Administration,
Economics, and Law: “Post growth economics: Challenges and future outlook”

At the Envirolnfo2014, business representatives and scientists have the opportunity to join our
special event ‘“Business-Science-Speed-Dating” (BSSD). Assisted by a moderator, the BSSD
brings business representatives and scientists from different parts of the world and from various
scientific fields together and helps to explore the possibilities of innovative joint projects in fruitful
discussions.

For the twelfths time, the TC “Environmental Informatics” of the German Informatics Society (GI)
awards a prize for an excellent student’s contribution in the field of Environmental Informatics and
to present their work at the conference. Such work takes the form of projects undertaken either as
part of a course or for a degree (excluding PhD) at an academic university or a university of applied
sciences.

The conference chairs are greatly indebted to

o all participants for their contribution to our conference,
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o all active members of the program committee for their assessment of about 140 submission
to the conference and to the workshops,

e the members of the organizing committee, not to forget the secretaries and the many
helping students from the University of Oldenburg,

e the University of Oldenburg for allowing us to use the lecture hall and its technical
equipment free of charge during the conference,

¢ and most especially our sponsors for their generous financial support of the conference.

We wish all participants interesting presentations and discussions and fruitful exchanges of ideas!

Oldenburg, September, 1% 2014

Jorge Marx Gomez, Michael Sonnenschein, Ute Vogel,
Andreas Winter, Barbara Rapp, Nils Giesen



Table of Contents

Sessions

Sustainability Reporting

1

8

10

Brenda Scholtz, Andre Calitz, Jorge Marx Gomez and Franziska Fischer
Voluntary and Mandatory Company Sustainability Reporting: A Comparison of
Approaches

Andreas Solsbach, Ralf Isenmann, Jorge Marx Gomez and Frank Teuteberg
Inter-organisational Sustainability Reporting — A harmonized XRBL approach based
on GRI G4 XBRL and further Guidelines

Jantje Halberstadt and Matthew Johnson
Sustainability Management for Start-ups and Micro-Enterprises: Development of a
Sustainability Quick-Check and Reporting Scheme

Nils Giesen
ICT-based Sustainability Planning and Management Support for SME

Albert Hankel, Lisa Oud, Maiko Saan and Patricia Lago

17

25

A Maturity Model for Green ICT: The Case of the SURF Green ICT Maturity Model 33

Frank Medel-Gonzdlez, Sebastian Van Vliet, Olaf Roeder and Jorge Marz Gomez
Upgrading Reporting, Communication and Benchmarking Tools of IT-for-Green

Project 41

Meike Cordts, Karsten Uphoff and Barbara Rapp

Sustainability training for SMEs 49
Renewable Energy

Sonke Mdller, Torge Steensen, Olaf Biischer and Michael Jandewerth

Preparation of a Biomass Potential Map 55

Nils André Treiber and Oliver Kramer

Wind Power Prediction with Cross-Correlation Weighted Nearest Neighbors 63

Tatiane Carneiro and Paulo Carvalho

Different horizons of the application of Weibull distribution for Wind resource as-

sessment: a case study for the Brazilian Northeast region 69



11

12

13

14

Najd Ouhagjou, Wolfgang Loibl, Stefan Fenz and A Min Tjoa
Multi-Actor Urban Energy Planning Support: Building refurbishment & Building-
integrated Solar PV

Enno Wieben, Thomas Kumm, Elke Hohn, Matthias Rohr and Michael Stadler

77

The 5% Approach as Building Block of an Energy System dominated by Renewables 85

Nils Koldrack

Calculation of the current land use for renewable energy in Germany

Wioletta Sokolowska, Jakub Opalka, Tymoteusz Hossa and Witold Abramowicz
The quality of weather information for forecasting of intermittent renewable gener-
ation

93

101

Environmental Protection and Health

15

16

17

18

Kristina Voigt, Hagen Scherb and Pawel Bartoszcuk
The Impact on Human Health and the Environment of Different Types of German
and Polish Power Plants: A First Scoring Approach in Germany

Hagen Scherb, Kristina Voigt and Ralf Kusmierz
Nuclear Energy: Danger Only in Case of Accidents?

Walter J. Armbruster and Margaret M. MacDonell
Informatics to Support International Food Safety

Margaret MacDonell, Michelle Raymond, Rachael Burganowski, Andrea Vetrone,
Sydney Alonzo

Considering Environmental Health Risks of Energy Options: Hydraulic Fracturing
and Nuclear Power

111

119

127

135

Material Flow Management and LCA

19

20

21

22

Mohammad Ahmadi Achachlouei and Lorenz M. Hilty
Modelling Rebound Effects in System Dynamics

Frans Debets and Manuel Osmers
Groen Gas - Sustainable Supply Chain Manager

Andreas Moeller
An Equation-Based Approach to Transition Specifications in Material Flow
Networks

Clemens Dipmeier, Oliver Kusche, Tanja Brockmann, Stephan Rdssig, Andreas
Ciroth and Tobias Lode
Towards a Complete Tool Chain for Eco-Balancing Governmental Buildings

143

155

165

173

Climate Change and Scarce Resources

23

Martin Scheinert, Hardy Pundt and Andrea Heilmann
Climate Change Adaptation and Interactive Participation of Stakeholders - first
Results of the Project "KLIMPASS AKTIV”

181



24 Nadine Kolley, Romy Morana, Stefan Schridde and Stefan Ebelt

Portal for the collection of electrical devices with a suspected planned limited useful

life 189
25 David Gerardo Navarro-Ferrer, Tatiana Delgado, Gustavo Martin and Efrén Jaimez

An approach of a data-driven Spatial Decision Support System to manage the ef-

fects of the Climate Change on agriculture 197
26 Daniel Nukpezah, Henry Ayikai Okine and Benjamin Ofori

Electronic waste risk assessment and management in Ghana 205
Sustainability: Dimensions and Indicators
27 Miada Naana and Jorge Marx Gomez

Improving of a Target System for a strategic Eco-Controlling 213
28 Maryam Razavian, Giuseppe Procaccianti and Damian Andrew Tamburri

Four-Dimensional Sustainable E-Services 221
29 Shahira El Alfy and Wael Kortam

Exploring Environmental Sustainability Performance in the Cellular Telecommuni-

cation Industry in Egypt 229
30 Tabassom H. Farzad and Horst Junker

Sustainable target cube - A Synthesis of Sustainability and Information System 241
Tools for Modelling and Simulation of Environmentals Systems
31 Chi-Yu Li and Frank Molkenthin

Time Series Scenario Composition Framework in Supporting Environmental Simu-

lation Tasks 247
32 Victor Epitropou, Konstantinos Karatzas, Jaakko Kukkonen and Ari Karppinen

A method for the constrained interpolation of RLE-compressible chemical weather

heatmaps 255
33 Gerhard Dinnebeil and Bojan Bozié

Implementation of a Semantic Language for Environmental Phenomena Processing

in Time Series 263
34 Brenda Scholtz and Mazine Esterhuyse

The Analysis and Design of a Sustainable E-learning System for Business Intelli-

gence Development 271

Biodiversity

35 Ute Vogel, Renke Liihken and Ellen Kiel

A Tool for Simulating the Spread of Invasive Mosquitoes 279
36 loannis N. Athanasiadis, Ferdinando Villa, Georgina Examiliotou, Yorgos Iliopou-

los and Yorgos Mertzanis

Towards a semantic framework for wildlife modeling 287



Water Management

37 Kunwar Vikramjeet Notay, Clara Mendoza-Lera, Laura L. Federlein and Frank

Molkenthin

A coupled subsurface-flow and metabolism model to study the effects of solute

fluxes in the hyporheic zone 293
38 Kamil Nesetril and Jan Sembera

Groundwater data management system 301
39 Jan Studzinski and Marek Kurowski

Water network pumps control reducing the energy costs 307
40 Dinh Duy Chinh, Nguyen Thi Thanh Thuan, Pham Thanh Van, Tong Ngoc Thanh

and Vu Van Manh

Study on the applicability of IFAS model in flood analysis (Pilot at Bang Giang

river basin in Cao Bang Province) 317
41 Adriana Gaudiani, Emilo Luque, Pablo Garcia, Mariano Re, Marcelo Naiouf and

Armando De Giusti

Computational method for prediction enhancement of a river flood simulation 325
42 Trinh Hoa Thu, Nguyen Nhu Trung, Le Hong Minh and Vu Van Manh

Application of hydrogeological modelling methods in forecasting seawater intrusion

of Pleistocene aquifer in Thai Binh area 333
Smart Grids
43 Thomas Preisler, Gregor Balthasar, Tim Dethlefs and Wolfgang Renz

Scalable Integration of 4GL-Models and Algorithms for massive Smart Grid Simu-

lations and Applications 341
44 Tim Dethlefs, Dirk Beewen, Thomas Preisler and Wolfgang Renz

A consumer-orientated Architecture for distributed Demand-Side-Optimization 349
45 Norman Ihle, Serge Runge, Nico Grundmeier, Claas Meyer-Barlag and H.-Jirgen

Appelrath

An IT-architecture to support energy efficiency and the usage of flexible loads at a

container terminal 357
46 Christian Hinrichs and Michael Sonnenschein

Evaluation Guidelines for Asynchronous Distributed Heuristics in Smart Grid Ap-

plications 365
47 Christine Rosinger, Mathias Uslar and Jirgen Sauer

Using Information Security as a Facet of Trustworthiness for Self-Organizing Agents

in Energy Coalition Formation Processes 373
48 Weronika Radziszewska and Zbigniew Nahorski

Modeling of power consumption in a small microgrids 381



Environmental Management Information Systems (EMIS)

49 Grant R. Howard, Sam Lubbe, Magda Huisman and Rembrandt Klopper
Green IS Management Framework Verification: Explicating the Enabling Capabil-
ities of Green IS 389

50 Hendrik Hilpert and Matthias Schumann
What constitutes EMIS for sustainability reporting? A classification approach,
using a systematic literature review 397

51 Masive Zita, Clayton Burger and Brenda Scholtz
The Use of Social Media as an Enabler to Create Environmental Awareness of Staff
in Higher Education 405

52 Matthew Johnson, Tobias Viere, Stefan Schaltegger and Jantje Halberstadt
Application of Software and Web-based Tools for Sustainability Management in
Small and Medium-Sized Enterprises 413

53 Abiot Sinamo Boltena, Barbara Rapp, Andreas Solsbach and Jorge Marx Gomez
Towards Green ERP Systems: The selection driven perspective 421

54 Lucia Helena Xavier, David Lee, Dietmar Offenhuber, Carlo Ratti, Alexsandro Di-
niz and Rodrigo Medeiros

Environmental Information System for Waste Electrical Electronic Equipment
(WEEE) Managent: Case Study of Pernambuco (Brazil) 429

Green IT and Energy Aware Software Development

55 Marion Gottschalk, Jan Jelschen and Andreas Winter
Saving Energy on Mobile Devices by Refactoring 437

56 Stefan Janacek and Wolfgang Nebel
Expansion of Data Center’s Energetic Degrees of Freedom to Employ Green Energy
Sources 445

57 Veronika Strokova, Sergey Sapegin and Andreas Winter
Cloud Computing for Mobile Devices - Reducing Energy Consumption 453

58 Ammar Memari, Jan Vornberger, Jorge Marz Gdomez and Wolfgang Nebel
A Data Center Simulation Framework Based on an Ontological Foundation 461

59 Patricia Lago
A Master Program on Engineering Energy-Aware Software 469

60 Ralph Hintemann, Klaus Fichter and Daniel Schlitt
Adaptive computing and server virtualization in German data centers - Potentials
for increasing energy efficiency today and in 2020 477



GIS: Techniques and Applications

61

62

63

64

65

66

67

68

69

70

71

72

Peter Kohlhepp and Jens Buchgeister
Geo-referenced Imaging and Co-Simulation for Continuous Monitoring of Built En-

vironment 485

Friedhelm Hosenfeld, Ludger Gliesmann and Andreas Rinker

Mapping Service Environmental Noise Schleswig-Holstein 493

Daniel Liickehe, Oliver Kramer and Manfred Weisensee

An Evolutionary Approach to Geo-Planning of Renewable Energies 501

Andreas Abecker, Riccardo Albertoni, Carsten Heidmann, Monica De Martino and

Roman Wossner

Using Interlinked Thesauri for INSPIRE-Compliant Metadata Management 509

Andreas Abecker, Torsten Brauer, Babis Magoutas, Gregoris Mentzas, Nikos Papa-

georgiou and Michael Quenzer

A Sensor and Semantic Data Warehouse for Integrated Water Resource Manage-

ment 517

Dennis Ziegenhagen, Jorn Kohlus and Rainer Roosmann

Orchestration of Geospatial Processes with RichWPS — a Practical Demonstration 525
High Performance Computing and Big Data

Jorn Fretheit, Ramona Goerner, Jost Becker and Frank Fuchs-Kittowski

Collaborative Environmental Data Management Framework for Microsoft Excel 533

Jochen Wittmann, Kai Himstedt, Steven Kohler and Dietmar P.F. Méller

Simulation and Optimization as Modular Tasks within a Framework on High-

Performance-Computing-Platforms 541

Richard Lutz, Parinaz Ameri, Thomas Latzko and Jérg Meyer

Management of Meteorological Mass Data with MongoDB 549
Resource and Energy Efficiency

Zied Ghrairi, Marc Allan Redecker, André Decker, Karl A. Hribernik and Klaus-

Dieter Thoben

An expert system-based approach for energy-efficient processing of natural raw

materials 557

Francis Molua Mwambo and Christine Fiuirst

A framework for assessing the energy efficiency of non-mechanised agricultural sys-

tems in developing countries 565

Hasti Borgheipour, Nargess Kargari and Tabassom Hashemi Farzad

CO2 Emission from Vegetable Oil plants using IPCC Guideline 2006: Iran’s Expe-

rience 573



73

74

75

76

7

78

79

80

81

82

83

84

Niko Schonau, Tobias Schwartz, Timo Jakobi, Nico Castelli and Gunnar Stevens

Findings of an Action Research on implementing an Integrated Energy Management

in a German SME 581

Nico Castelli, Gunnar Stevens, Timo Jakobi and Niko Schonau

Switch off the light in the living room, please! —Making eco-feedback meaningful

through room context information 589

Andreea Tribel, Jan Geffken and Oliver Opel

Like! You saved #energy today. Fostering Energy Efficiency in Buildings — The im-

plementation of social media patterns as symbols in Building Management Systems'

Graphical User Interfaces using Peirce’s semeiosis as a communication concept 597
Cloud Computing

Matthias Splieth, Frederik Kramer and Klaus Turowski

Classification of Techniques for Energy Efficient Load Distribution Algorithms in

Clouds — A Systematic Literature Review 605

Luis Ferreira, Nuno Lopes, Goran Putnik, Arménio Lopes and Manuela Cunha

Monitoring Dashboard for Cloud Sustainable Greenhouses 613

Andreas Filler, Eva Kern and Stefan Naumann

Supporting Sustainable Development in Rural Areas by Encouraging Local Coop-

eration and Neighborhood Effects using ICT 621
Decision Support

Asmaa Mourhir, Tajjeeddine Rachidi and Mohammed Karim

Design and Implementation of an Environmental Decision Support System: tools,

attributes and challenges 629

Peter Wetz, Tuan-Dat Trinh, Ba-Lam Do, Amin Anjomshoaa, Elmar Kiesling and

A Min Tjoa

Towards an Environmental Information System for Semantic Stream Data 637

Ernst Schifer and Ulrich Scheele

Collaboration in spatial planning. Assessing the suitability and application poten-

tial of information and communication technologies 645
Carbon Footprint

Markus Will, Jorg Ldssig, Daniel Tasche and Jens Heider

Regional Carbon Footprinting for Municipalities and Cities 653

Alexander Borgerding and Gunnar Schomaker

Extending Energetic Potentials of Data Centers by Resource Optimization to Im-

prove Carbon Footprint 661

Georg Kanitschar, Andreas Gassner and Paul H. Brunner

Combining the analysis of resource demand and Ecological Footprint 669



Green BPM

85

86

87

Saskia Greiner, Henning Albers and Jorge Marr Gémez
Evaluation of complex system structures in maintenance processes at offshore wind
farms

Timo Jakobi, Nico Castelli, Alexander Nolte, Gunnar Stevens and Niko Schénau
Towards Collaborative Green Business Process Management

Stefanie Betz
Sustainability Aware Business Process Management using XML-Nets

675

683

691

Mobility and Sensors

88

89

90

Nuria Castell, Hai-Ying Liu, Mike Kobernus, Arne J. Berre, Josef Noll, Erol Ca-
gatay and Reidun Gangdal

Mobile technologies and personalized environmental information for supporting sus-
tainable mobility in Oslo: The Citi-Sense-MOB approach

Richard Lutz
3D Visualisation of continuous, multidimensional, meteorological Satellite Data

Marcin Stachura and Barttomiej Fajdek
Planning of a water distribution network sensors location for a leakage isolation

699

707

715

Workshops

Workshop Lower Saxony Research Group "Smart Nord"

91

92

93

94

Gerald Lohmann, M. Reza Rahimi Tabar, Patrick Milan, Mehrnaz Anvari, Matthias
Wiichter, Elke Lorenz, Detlev Heinemann and Joachim Peinke
Flickering Events in Wind and Solar Power

Saren Christian Meyer and Michael Hans Breitner
Electricity Associations as Marked-based Steering Mechanism and Alternative to
Fixed Feed-in Tariffs

Stefanie Schlegel, Christine Rosinger and Mathias Uslar
Aligning IT Architecture Analysis and Security Standards for Smart Grids

Sabrina-Cynthia Schnabel, H.-Jiirgen Appelrath, Sebastian Lehnhoff and Martin
Troschel

A Risk Management for Agent-based Control of Ancillary Service Provision from
Distributed Energy Resources in Smart Grids

723

729

735

741



Workshop Energy Aware Software Development

95

96

97

98

Felixz Willnecker, Andreas Brunnert and Helmut Kremar
Model-based Energy Consumption Prediction for Mobile Applications 747

Mazimilian Schirmer, Sven Bertel and Jonas Pencke
Contexto: Leveraging Energy Awareness in the Development of Context-Aware
Applications 753

Christian Bunse
On the Impact of User Feedback on Energy Consumption 759

Johannes Meier, Marie-Christin Ostendorp, Jan Jelschen and Andreas Winter
Certifying Energy Efficiency of Android Applications 765

Workshop Usability and user oriented process models for EMIS

99

100

101

102

103

104

Feliz Hemke, Herbert A. Meyer, Knut Hihne, Maximilian Schneider and Volker
Wohlgemuth
Usability-Quiz: Die Begriffswelt der Usability durch ein Lernspiel vermitteln 771

Feliz Hemke, Volker Wohlgemuth, Mazimilian Schneider and Maurice Stanszus
Durchfiihrung einer Eyetracking-Studie zur Optimierung der Usability einer nach-
haltigen Produktsuche T

Despina Anastasiadou, Kostas Koulinas, Fotis Kiourtsis and Ioannis N. Athanasiadis
Complementary software solutions for efficient timber logging and trade manage-
ment 783

Stefan Barthel, Karsten Zischner and Gunnar Minz
GSBL: Giving Germany’s Most Comprehensive Chemical Substances Data Pool a
Convincing Face 789

Nabil Allam and Tariq Mahmoud
A Data Classification to support Collaboration in an Enterprise Network 795

Andi H. Widok and Volker Wohlgemuth
Verbesserung der Nutzerfreundlichkeit einer Simulationssoftware fiir die integrierte
Betrachtung verschiedener Nachhaltigkeitsperspektiven in Produktionssystemen 801

Workshop Sustainable Mobility

105

106

107

Florian Prummer
GIS-Based Emission Analysis Using Car-Borne Sensor Data 809

Alexander Sandau and Daniel Stamer
Telemetric Transportation Mode Validation 815

Mathias Uslar and Jorn Trefke
Applying the Smart Grid Architecture Model SGAM to the EV Domain 821



108  Martin Loidl
How GIS can help to promote safe cycling 827

Index of Authors 833



Proceedings of the 28th Envirolnfo 2014 Conference, Oldenburg, Germany September 10-12, 2014

Voluntary and Mandatory Company Sustainability
Reporting: A Comparison of Approaches

B.M. Scholtz', A.P. Calitz?, J. Marx Gomez® and F. Fischer*

Abstract

This paper investigates the adoption of an Enterprise Architecture (EA) for improving the effectiveness
of sustainability reporting through facilitating business-IT alignment and the incorporation of
sustainability management and reporting into the strategy of a company. The paper highlights
significant differences between voluntary and mandatory reporting of companies in South Africa with
regards to integrating sustainability practices into their organization. In particular, the approach these
companies take with regards to the use of EA for the support of strategic sustainability thinking is
investigated. A survey of 28 South African companies was conducted to determine the integration of
sustainability and environmental information and reporting into a company’s EA. The results reveal an
imbalance in the reporting focus. Economic reporting is still the most dominant type of reporting
compared with environmental and social reporting, whilst companies reporting voluntarily seem to be
more progressed in terms of integrating environmental information into their EA.

1. Introduction

Companies play a key role in sustainable development since their daily operations have a direct
impact on the environment and society. Sustainable development is defined as developments that
gratify the needs of the current generation without jeopardising future generations’ ability to
satisfy their own needs [1]. In order to monitor and communicate the sustainability measures a
widely used instrument, the sustainability report is used. The Global Reporting Initiative (GRI)
states that a sustainability report “helps organizations to set goals, measure performance and
manage change in order to make their operations more sustainable” [2]. The sustainability report
should include positive and negative information on the company’s impact regarding economic,
environmental and social matters. An increasing number of companies worldwide are reporting on
their sustainability performance. According to the KPMG [3] report, 95% of the top 250 companies
of the Fortune Global 500 list are publishing sustainability reports.

Although several companies are voluntarily reporting on sustainability, there is an increasing trend
of mandatory reporting. Governments worldwide are increasingly obligating their companies to
publish sustainability reports and this is supported by the corporate world [4]. The 2013 CEO Study
on Sustainability of the United Nations Global Compact indicates that companies would welcome
the intervention of governments to align sustainability on national as well as international levels. In
South Africa, this is the present situation since companies listed on the Johannesburg Stock
Exchange (JSE) are legally obligated to report on their sustainability performance and “..the main
drivers of sustainability reporting are corporate governance requirement, the Johannesburg Stock
Exchange ... and the Socially Responsible Investment Index (SRI Index)” [5]. As a result, South
Africa is referred to as having a leading role in sustainability reporting in Africa.
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In order for companies to achieve their environmental sustainability objectives effectively,
sustainable thinking needs to be established and companies must align these objectives with their
organizational objectives [7, 10]. Sustainability reporting should “fit into a broader process for
setting organizational strategy, implementing action plans, and assessing outcomes” [11]. The
IRAS report [12] shows that whilst the number of organizations doing sustainability reporting is
increasing, and several specialised software tools for sustainability reporting are available, they are
not widely used by companies or are not used to their full potential. Some companies still rely on
simple office software, whilst other companies which are using more advanced software and
systems often do not align these with the main tools and processes of the company [7]. In order to
overcome these misalignment problems, it is important to connect sustainability to the different
levels of an organization (strategic, operational and technological), in order to follow a serious
sustainability approach [10]. This can be achieved by the adoption of Enterprise Architecture (EA)
in an organization which supports decision making and facilitates IT-business alignment [13, 14].

Several studies have addressed problems and solutions for sustainability reporting [15, 16].
However, research related to the differences in approaches between mandatorily and voluntarily
reporting organizations is limited. This paper addresses this gap and investigates organizations in
South Africa who are either reporting voluntary or mandatory. In addition the use of EA to support
sustainability reporting is explored. The paper is structured as follows. Section 2 explores the
differences between voluntary and mandatory reporting. The third section discusses the relevance
of EA in connection to a company’s sustainability management. In Section 4, the research
methodology followed in this study is explained. The analysis of the results is presented in Section
5 and conclusions and recommendations are finally presented (Section 6).

2. Voluntary and mandatory sustainability reporting

Voluntary reporting implies that organizations source and publish data on their sustainability
performance of their own accord. Supporters of the voluntary reporting approach argue that
mandatory reporting is too inflexible and complex due to the variety of standards and that one size
does not fit all companies (Table 1). Voluntary reporting is found to be more flexible; however
organisations often have insufficient resources available and do not adhere to the required reporting
standards. Other disadvantages of mandatory reporting cited are the high administration costs and
the lack of innovation and creativity [17].

Advantages Disadvantages
Voluntary Flexibility Insufficient resources
Reporting Proximity Under-enforcement
Compliance Conflicts of interest
Collective interest of industry Inadequate sanctions
Mandatory | Standardization and comparability High admin costs
Reporting Transparency and credibility to stakeholders Lack of innovation and creativity
Changing the corporate culture One size does not fit all
Legal certainty Inflexibility
Cost savings Complexity

Table 1: Advantages and disadvantages of voluntary and mandatory sustainability reporting.

The mandatory reporting concept provides regulations on the sustainability reporting process itself
as well as on the transparency and comparability of the reports. Supporters of mandatory reporting
are, amongst others, non-governmental organizations (NGOs), which doubt that all companies
report correctly when applying a voluntary reporting concept. This argument is supported by
incidents of green washing such as the controversy Nestlé was involved in with its candy bar
“KitKat” and the problematic topic of palm oil use [18]. On the other hand mandatory reporting has
several advantages such as increased credibility to stakeholders, standardization and comparability.
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The arguments are mainly based on the results of the research study carried out with the
collaboration of the United Nations Environment Programme (UNEP), GRI, KPMG and other
organizations [5].

One popular and globally accepted voluntary reporting standard is the GRI guideline [2]. In
Sweden, state-owned companies are required to report on sustainability according to the GRI [19].
In South Africa, companies listed at the JSE are required to report using the King Il Act, which
also suggests using the GRI guideline. The GRI guideline is based on a multi-stakeholder process,
meaning that the standard is reviewed in collaboration with different stakeholders (such as the
reporting companies, the employees, NGOs and investors). One of the advantages of the GRI is
that it is applicable to different kinds and sizes of organizations [2]. Due to the guideline’s nature as
a voluntary framework, it can invalidate the disadvantages of mandatory reporting and the line
between both reporting forms can become blurred.

An UNCTAD review found that 87 % of 75 companies surveyed made some sustainability
disclosure and concluded that South Africa has a leading role in sustainability reporting [5]. This
leading role in reporting could be attributed to the standards and laws which were adopted in South
Africa, as the importance of responsibility and transparency increased (Table 2). As a result the
“measurement and reporting on specifically social transformation issues (for example, black
economic empowerment and employment equity) has become entrenched in legislation” [5].

Mandatory Standards Voluntary Standards

1998: Employment Equity Act 1994: King Report on Corporate Governance

%F?g'?/l;; e Public Finance Management Act 2002: State-Owned Enterprise Shareholder Compacts

2003: Municipal Finance Management Act | 2003: Industry Specific Black Economic Empowerment
Charters

2003: National Black Economic 2004: Johannesburg Stock Exchange (JSE) Socially

Empowerment Act Responsible Investment Index (SRI Index)

2008: Companies Act 2007: Carbon Disclosure Project: Participation SA

2009: The Consumer Protection Bill
Table 2: Mandatory and voluntary standards of South Africa

One of these standards is the King Report on Corporate Governance (the King Report). The aim of
the King Report is to promote “...the highest standards of corporate governance in South Africa”
[20]. Through the King Report, reporting principles were determined and the accordance to the
GRI guideline proposed [17]. In 2004 the JSE Socially Responsible Investment (SRI) index was
established with the aim “... to measure leading JSE-listed companies against a series of
reasonable social, environmental and governance metrics” [12]. Even though the King Report is
non-legislative, it gets enforced through the JSE listing requirement and establishes the mandatory
character for JSE-listed companies; the act alone therefore represents a voluntary standard. Thus,
through the King Report, listed companies are required to report and through the SRI index,
encouraged to make the reports public [5]. The third version of the King Code of Governance for
South Africa (King 1) addresses new issues such as IT Governance, Business rescue and
Fundamental transactions [20]. JSE-listed companies need to follow the “apply or explain”
approach, which means companies have to state whether the principles of King Il are applied or
they have to explain why not. The Institute of Directors Southern Africa [21] states that “the ‘apply
or explain’ regime shows an appreciation for the fact that it is often not a case of whether to
comply or not, but rather to consider how the principles and recommendations can be applied”.
Sustainability reporting aims at integrating all areas of performance on the three topic areas; this
can be achieved by integrating sustainability into the EA of a company.
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3. Integration of sustainability through Enterprise Architecture

Enterprise Architecture (EA) is used to manage the day-to-day business of companies and their
future development. According to The Open Group EA can be defined as “... a coherent whole of
principles, methods, and models that are used in the design and realisation of an enterprise’s
structure, business processes, information systems, and infrastructure” [22]. The definition
anticipates the complexity of EA. Because of the fast development of IT within the world’s rapid
technological advancement and an increase of complexity due to larger applications, software
architecture was introduced. However, along with this progress, the alignment of business and IT
arose as a problem. As a solution, companies needed to align the ““... human, organizational,
informational, and technological aspects of systems” [23]. Business strategy and IT must be
aligned to facilitate the most effective use of technology and tools available [10, 24]. This
alignment can be achieved through the implementation of an EA [13, 24]. To support the
application of EA, frameworks such as the Open Group Architecture Framework (TOGAF) were
developed [22]. According to TOGAF, an EA contains the following four components:

e Business Architecture: business strategy, governance and key business processes;

e Data Architecture: structure of an organization’s logical and physical data assets;

e Applications Architecture: blueprint for the individual application systems, their interactions,
and their relationships to the core business processes of the organization; and

e Technology Architecture: logical software and hardware capabilities that are required to
support the deployment of business, data, and application services.

Internal drivers for the establishment of an EA are the aforementioned support for the strategic
alignment and the linkage of business and IT. Moreover, external drivers can be derived from the
requirement “... to have a thorough insight into their structure and operations” due to legislation
[25]. Sustainability reporting is one example of what gets demanded by stakeholders, such as
governments (external driver), and gives companies the opportunity to gain a competitive
advantage and to improve organisational performance (internal driver).

However, even though more companies are reporting on sustainability, the approach is not
embedded into all organizational processes and information generation can be difficult. Often there
is also a missing alignment on a strategic level and/or at a technological level [26]. Studies have
also revealed a lack of alignment of IT and the company’s strategy [14, 24]. As a result
sustainability reporting is often a silo application, being a “... self~contained and isolated
application ..., which only provide[s] functionality to a specific business process” [23]. To follow a
consistent sustainability approach, sustainability aspects need to be integrated at all levels of the
company (strategic, operational and technological). This alignment can be achieved by the adoption
of the framework proposed by Scholtz et al. [26] which aims at the integration of sustainability into
the EA. At a strategic level sustainability needs to be included in the goals and strategy of the
company [10]. These goals need to be transferred onto the operational level and integrated into the
company’s processes. The data architecture generates the information needed for the sustainability
reporting. The strategic and operational levels are supported through technology, which provides
the technological solutions, for example collecting the data in order to create a report [26]. The
integration of sustainability into the EA ensures that sustainability matters are considered on all
levels of the business and enables companies to follow a more serious sustainability approach.

4. Research questions and methodology

The research study investigates the sustainability reporting process and the use of EA for
supporting this process. A survey of 28 companies in South Africa was undertaken in order to
perform a comparison of approaches to EA and sustainability reporting between mandatory
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reporting organizations (JSE-listed) and organizations which report voluntarily (non-listed). The
research instrument used was an on-line questionnaire. The primary research question of this paper
is: “What are the differences between voluntary and mandatory reporting companies in South
Africa regarding sustainability reporting in general and the integration of environmental
information into the enterprise architecture?”. The following secondary research questions are
therefore addressed in this study and were included in the questionnaire:

1) Do voluntary and mandatory reporting companies have a different focus regarding the
reporting of economic, environmental and social matters?

2) What are the differences regarding the software used by companies for sustainability reporting?

3) Are companies integrating environmental information into the EA?

4) Are companies including the improvement of environmental concerns to their EA?

5. Analysis of results

5.1. Participant profile

The JSE-listed companies which participated are referred to as mandatorily reporting organizations
due to the binding listing requirements of the JSE. The 28 participating companies consist of 17
listed (out of the 444 currently JSE listed companies) and 11 non-listed (voluntary reporting)
companies. The companies are classified according to three types of industry: service, banking and
finance, and manufacturing (Table 3). The companies ranged in size from companies with between
101 to 500 employees and companies with over 500 employees at the time of the survey.

Company Industry Listing Status Number of Companies (n)
Q.V,z Banking and Finance Listed 3
F,M,N, O, W, AA Manufacturing Listed 6
G K, LPTUY,AB Service Listed 8
Total Listed 17
I, S, X Banking and Finance Non-listed 3
AH Manufacturing Non-listed 2
B,C,D,E JR Service Non-listed 6
Total Non-listed 11

Table 3: Profile of the participating companies (n = 28).

5.2. Analysis of Survey Results

The results showed that in practice participating organizations are not as balanced as they should be
regarding the three areas of sustainability (Figure 1). The results showed that economic reporting
was the most dominant in both sets of companies, listed (94%) and not listed (82%). Social
reporting is the second most popular reporting field with 82% of the listed and 73% of the non-
listed companies agreeing that they reported on social issues. This supports the focus on social
reporting aspects noted in South Africa [27]. Of the listed companies 65% agree that they perform
environmental reporting. As expected, this reporting field is less popular amongst the non-listed
companies, where less than half (36%) agreed that they practice environmental reporting. The
mandatory reporting organizations surveyed thus have a higher focus on environmental reporting
than voluntary reporting companies. This can be due to the demands of shareholders and investors
who want all potential risks due to issues such as climate change to be taken into account [7].
Another reason could be due to the higher number of participants from the manufacturing industry,
in which environmental aspects are of more importance due to the severe impact on the
environment compared to other sectors.
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Figure 1: Focus regarding the triple bottom line of sustainability reporting (n = 28).

The results related to the guidelines used by participating organizations (Figure 2) highlight that the
GRI is more commonly used by listed companies (47%) as compared with non-listed organizations
(18%). In non-listed organizations the implementation of 1SO 14001 and Environmental
Management Systems (EMS) are the two most popular used guidelines with 45% and 36%
respectively. However, listed companies are using the ISO 14001 standard (53%) and EMS (30%)
as well. The results show that MS Excel is the most commonly used software tool for
environmental reporting in non-listed companies (Figure 3) Even though the most popular tool
amongst listed companies is internal information systems (65%), MS Excel is still commonly used
(53%) as well as web-based reporting tools (53%). This result confirms previous studies [7; 31]
reporting that companies are still not making sufficient use of available technology and are using
spreadsheets to create sustainability reports.

40% 40%

kS 24% 47%

5 35% 30% m Disagree

1SO 14001 53%
Neutral
o GRI 2% 18%

§ 3 EMS 28% 36% Agree

= 1S0O 14001 10% 45%
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Figure 2: Guidelines and methods used for sustainability reporting (n = 28).
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Figure 3: Tools used to manage and monitor sustainability reporting (n = 28).

According to findings of a market review by KPMG [15], the use of solutions such as MS Excel
are mainly used in the early stages of sustainability reporting. However, with this application being
limited “in the field of maintainability and integrity of the data when organizations change and
extend their sustainability reporting” [15], companies move on to using sustainability reporting
software. The survey results therefore suggest that the non-listed companies are at the early phase
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of sustainability reporting. Even though non-listed companies seem to be lacking behind in terms
of environmental reporting, the results indicate that they are more advanced in integrating the
environmental information into their EA, since almost two-thirds (63%) of the non-listed
companies are integrating the environmental data into their EA (Table 2). However, only 24% of
listed companies agreed that they integrate their environmental information into the EA. The
majority of non-listed companies (72%) view the improvement of environmental concerns as a goal
of EA, and only 24% of listed companies agree. This could indicate that environmental concerns
play a minor role in the future development of the EA of listed companies or it could be because
these companies see EA and environmental concerns as separate issues that are not related.

Non-Listed Companies Listed Companies
Disagree 10% 47%
Neutral 27% 29%
Agree 63% 24%
Total 100% 100%

Table 2: Enterprise architecture with environmental information (n = 28).

Agree

2%
34%

Neutral Listed Companies

10%
T T 18% T T 1
0%  20%  40%  60%  80%

Disagree 42% = Non-listed Companies

Figure 3: Improvement of environmental concerns as a goal of EA (n = 28).

6. Conclusions and Recommendations

The analysis of the survey results revealed that mandatory reporting companies seem to be more
advanced in terms of sustainability reporting in general. However, the integration of environmental
information into the EA appears to further developed than in companies that follow a voluntary
reporting approach. A higher percentage of listed companies than unlisted companies stated that
they report on all three sustainability aspects. With regards to the tools the companies are using to
manage and monitor sustainability, most companies are still relying on MS Excel, web-based
reporting tools and internal information systems. One limitation of the study was that the reasons
for why non-listed companies had a low percentage of environmental reporting but an advanced
integration of environmental information into the EA could not be determined. This could be a
useful area for future research. Although the number of companies surveyed was relatively small,
the paper still provides a valuable contribution in terms of a deeper understanding of the status of
South African companies with regards to environmental reporting and EA and a deeper insight into
the drivers of voluntary and mandatory reporting companies are provided.
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Inter-organizational Sustainability Reporting —
A harmonized XRBL approach based on GRI G4
XBRL and further Guidelines
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Abstract

The ongoing development and the alterations of sustainability reporting, like the change towards
internet-based reporting which allows stakeholder orientation and integration of supply chain
disclosure, will lead to an increased generation of sustainability reports (or corporate social
responsibility reporting). By April 2012, 53% of the S&P 500 companies provide corporate
sustainability reports and 63% are based on the Global Reporting Initiative (GRI) guidelines, 5%
are referencing towards GRI so that only 32% are non-GRI reports. This is a huge increase of
sustainability reporting compared to 19%-20% in 2011. [1] A proposed Directive of the Council of
the European Communities [2] regarding the disclosure of nonfinancial and diversity information
by certain large companies and groups, what will be realized by sustainability reports, will
possible lead to mandatory reporting instead of voluntary reporting. Larger companies and groups
will force their suppliers to report impacts of their processes and products in the supply chain due
to supply chain disclosure. Therefore, companies are forced to reduce efforts in the process of
generating a sustainability report, increase the value and accessibility of reports by machine
readable reports. The paper will present the approach of inter-organizational sustainability
reporting to enrich the current GRI G4 XBRL [3] version towards an inter-organisational
reporting. Further guidelines for harmonizing such as United Nations Global Compact [4],
Organization for Economic Cooperation and Development Guidelines for Multinational
Enterprises [5], Eco Management and Audit Scheme |11 [6] and European Federation of Financial
Analysts Societies [7] to overcome the necessity to use bridge documents will be shown. Further,
ideas how to integrate the inter-organisational sustainability reporting approach will be discussed.

1. Sustainability Reporting Trends

The ongoing development and the alterations of sustainability reporting, like the change towards
internet-based reporting which allows stakeholder orientation and integration of supply chain
disclosure, will lead to an increased generation of sustainability reports (or corporate social
responsibility reporting). By April 2012, 53% of the S&P 500 companies provide corporate
sustainability reports and 63% are based on the Global Reporting Initiative guidelines, 5% are
referencing towards GRI so that only 32% are non-GRI reports. This is a huge increase of
sustainability reporting compared to 19%-20% in 2011. [1]

A proposed Directive of the Council of the European Communities [2] regarding the disclosure of
nonfinancial and diversity information by certain large companies and groups, what will be realized
by sustainability reports, will possible lead to mandatory reporting instead of voluntary reporting.
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Larger companies and groups will force their suppliers to report impacts of their processes and
products in the supply chain due to supply chain disclosure. Therefore, companies are forced to
reduce efforts in the process of generating a sustainability report, increase the value and
accessibility of reports by machine readable reports using formats to exchange data which can be
automatically used such as eXtensible Business Reporting Language (XBRL). XBRL offers several
benefits due to its origin from eXtensible Markup Language (XML) it separate data from structural
information, can be adopted by tags and other options towards any kind of required structure which
will support enlarged structured of reports of companies due to change of boarders by including
information of supply chains into the reporting. One other main benefit is the wide acceptance of
XBRL. Due to its origin from the financial communication, company reports are generated in a
XBRL format and are shared with public and other stakeholder groups.

The paper presents an inter-organizational sustainability reporting approach to enrich the current
GRI G4 XBRL [3] version towards an inter-organisational reporting. It provides an harmonized
approach including GRI G$ XBRL and further other guidelines, like United Nations Global
Compact (UNGC) [4], Organization for Economic Cooperation and Development (OECD)
Guidelines for Multinational Enterprises [5], Eco Management and Audit Scheme (EMAS) |11 [6]
and European Federation of Financial Analysts Societies (EFFAS) [7] to overcome the necessity to
use bridge documents. The approach is shown in Figure 1.

Global Reporting Initiative G4 XBRL

Extension

Organization for
Economic Cooperation Eco Management and Eurc?pean.Federation of
and Development Audit Scheme Il Financial Analysts
Guidelines for ! me Societies
Multinational Enterprises

United Nations Global
Compact

Extension

Figure 1: Elements of a harmonized XBRL approach for inter-organizational sustainability
reporting

The further guidelines analysed to include elements into a harmonized XBRL approach are chosen
due to different reasons: (1) principle oriented guideline such as UNGC from a non-governmental
organization (bridge document to GRI exists), (2) principle oriented guideline such as OEC
guidelines for Multinational Enterprises from a governmental organization (bridge document
exists), (3) an environmental declaration such as EMAS Ill (to show how environmental
declaration could be included), and the indicator oriented approach from the European Federation
of Financial Analysts Societies for corporate responsibility reporting to include how approaches
with different background can be included for later on an integrated reporting as outlook.

The aim is to overcome the current gap that bridge documents have to be used to indicate
automatically missing content if a company has a sustainability report following GRI to prepare the
report for a further guideline e.g. UNGC. The idea is to support the process of the generation of the
sustainability report and to reduce efforts for companies and organisation using XBRL derived
from XML which allows several techniques to verify documents concerning content.

10



Proceedings of the 28th Envirolnfo 2014 Conference, Oldenburg, Germany September 10-12, 2014

2. Inter-organizational sustainability reporting

Current developments and trends, such as publishing not only information and impacts of one’s
own activities but integrating for example the emissions of the processes of all suppliers along the
chain, will extend current reporting. The impact on sustainability of a company is the sum of all its
activities and is influenced by the activities of all its suppliers. The suppliers are also taken into
account in order to prevent companies from outsourcing not sustainable activities like productions
with a high usage of natural resources or child labor. This situation asks for a reporting from two
perspectives: the network and the member perspective. This kind of reporting is state-of-the-art in
financial reporting. It will be transferred to the sustainability reporting domain with the inter-
organizational approach (borrowed from Kasperzak [8]Fehler! Verweisquelle konnte nicht
gefunden werden.).

The GRI guidelines G3 and G3.1 do not allow to report impacts of suppliers if the reporting
company has no influence on the supplying company. Therefore the boundaries of sustainability
reporting are discussed by several authors such as Lundie and Lenzen [9] or Bey [10]. The
approach of Lundie and Lenzen reveals how sustainability reporting can be seen without
boundaries and compares the impact of a company with the national economy Fehler!
Verweisquelle konnte nicht gefunden werden.. Bey demands that setting boundaries of
sustainability reporting will be one main research question concerning acceptance of sustainability
reporting. The boundaries of sustainability reporting are not only discussed by researchers, Nestlé
AG stated out in their non-financial report “Der Nestlé-Bericht zur gemeinsamen Wertschopfung”
of 2007 (roughly: Nestlé report about the creation of combined added value) [11] that Nestlé AG
aims to include their suppliers and not wholly-owned subsidiaries in their ongoing reporting
activities, but that they currently are not included in the sustainability reports due to missing
guideline support. At that time, the quasi-standard for sustainability reports, GRI G3.1, covered
only wholly-owned subsidiaries or any other company on which the reporting company has an
influence. Joint reports could be quite useful for companies that are located in an industrial park
and want to show how their joint activities of waste or energy management reduces their and the
overall environmental impact. The scope of sustainability reporting including companies based on
existing business processes and information exchanges without having a direct influence on them.
The current state of sustainability reporting encloses only the reporting company and wholly-
owned subsidiaries. The inter-organizational approach requires extending current guidelines by
indicators and other aspects to specify the scope and kind of network. In addition, the approach has
to handle the case of joining and leaving the network during the reporting phase. Therefore, current
guidelines have to be extended. This must be handled appropriately, since the leaving of companies
must not result in a breakup of the network. The inter-organizational sustainability reporting still
requires several reporting cycles; with activities and next steps disclosed in a report, the outcome
towards social, economic and environmental aspects will be obvious.

2.1.Approach

The inter-organizational sustainability reporting approach includes a procedural method shown in
Fig. 2. Schaefer’s method [12] for life cycling of strategic company networks is applied to inter-
organizational sustainability reporting: decision phase divided into two phases: prephase (2) and
preparation phase (3) and a return option from the prephase and cooperation phase towards
initiation phase to adjust to changes in the prephase and prevent the phase-out of the company
network. The new phases are needed to handle the complexity of sustainability reporting. The
phase are used to prepare structure and content of the sustainability report, the return option allows
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to handle joining and leaving in the network without a phase-out due to that the main outcomes of
sustainability reporting and the dialog with stakeholders require several reporting cycles. Further,
the approach of inter-organizational sustainability reporting includes an adopted reporting
framework based (document engineering) to handle a joint report from a company network.

(1) Initiation phase

(2) Prephase

( (3) Preparation phase

(4) Cooperation phase

(5) Disbandment phase

Figure 2: Inter-organizational sustainability reporting procedural method (extends [12])

2.2.Added Values

The approach of inter-organizational sustainability reporting supports a company’s sustainability
communication and enhanced the added values of sustainability reporting. Benefits are for example
(1) competitive advantages (internally and externally) by reason of improved use of natural
resources (e.g. usage of secondary raw materials, overview of material and energy inserts) to
reduce costs; (2) increased reputation and transparency of reporting by covering-up outsourcing of
material- and energy-intensive processes due to disclosure of supply chains (or in the network); (3)
inclusion of external impacts (tri-partite reporting) without having an influence on each company;
and (4) reduction of risks for the reporting company due to inclusion of sustainable activities of
suppliers (preventing child labor or corruption).

3. Harmonized XBRL approach for inter-organizational sustainability
reporting

3.1.GRI G4 XBRL

The Global Reporting Initiative has recently published the fourth version of their sustainability
reporting guidelines called G4 Fehler! Verweisquelle konnte nicht gefunden werden.. The GRI
G4 guideline is divided into two parts: (1) Reporting Principles and Standard Disclosure and (2)
Implementation Manual. The first part discusses the content of sustainability reports when using
the GRI G4 guideline and the second part shows how to preprocess information for including it in
the report. The first part also documents very well, how much know how as well as information is
needed when preparing a sustainability report. As further support the GRI published the reporting
framework based on XBRL to increase the value as machine readable exchange format. [13] The
GRI G4 XBRL guidelines include general standard disclosures (in total 58 disclosures), specific
standard disclosures (in total 92 disclosures), and attachments if necessary.

The GRI guidelines are currently a quasi-standard for sustainability reporting and fulfill the
requirements towards and extensible indicator-based guideline for an inter-organizational
sustainability reporting in following criteria:

e Extensibility of the guideline (criteria, contact with guideline publisher necessary...)

e Transparency (criteria and weighting are described in the guideline)

e Acceptance of the guideline

e Coordination and communication efforts necessary for choice, weighting and reporting of
criteria etc.
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e Boundaries of reporting (minimize efforts and allowing adopting boundaries towards supply
chains or a company network)

The GRI provides following documents (see Figure 3) for their GRI 4 XBRL guideline [14] using

XBRL 2.1 [15] and Dimensions 1.0[16] specification:

e Entry point schema (defining and importing namespaces, namespace prefixes, and linkbases)

o Label linkbase (labelling of concepts e.g. in US English and further languages if necessary)

o Reference linkbase (reference towards the specific version, section etc. of the GRI 4 guideline
of reportable concept)

o Definition linkbase (dimensions, domains and role types for hypercube)

e Presentation linkbase (extended link roles for general and specific standard disclosures)

Entry
point Entry point
schema
Presentation Definition & Detrion’
Linkbase Linkbase Linkbases

Concepts
schema

Label [IReference [l Label [ Reference [N
Linkbase Linkbase Linkbase Linkbase Linkbases

Figure 3: GRI G4 XRBL structure [14, p. 10]

3.2.Enrichment of GRI G4 XBRL content by further guidelines for inter-
organizational sustainability reporting

To support the inter-organizational sustainability reporting guidelines have to support in particular
following requirements:

e Support extensibility possibilities of the guideline with further indicators and principles
required for a joint report of a network of reporting companies

e Support transparency to support network and member view of reporting companies

e Acceptance of the standard to decrease communication and coordination activities (therefore an
indicator-based approach of guidelines is preferred)

e Decreased Coordination and communications efforts (e.g. indicators and statements are well
described, no contact with external organizations or national contact point are required, and
boarders of reporting can be adjusted towards network requirements)

e Support of adjustment of boarders of reporting (e.g. principle of materiality to include support
chains, and value chains)

Therefore, several guidelines (Organisation for Economic Co-operation and Development (OECD)
guidelines for Multinational Enterprises [5], United Nations Global Compact [17], GRI guidelines
(G3, G3.1, G4, and High Five!) [18]-[21], KPIs for Environmental, Social & Governance Issues
[7], International Network for Environmental Management Sustainability Reporting Guide [22]),
environmental declaration such as Eco-Management and Audit Scheme 111 [6], and International
Organization for Standardization (ISO) norm 1SO 26000:2010 — Guidance on social responsibility
[23] were analysed how they support an inter-organizational sustainability report. As result, the
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GRI G4 guidelines with the XBRL were selected as basis guideline for the inter-organizational
sustainability reporting approach due to:

e GRI G4 guidelines are indicator-based and allow extension such as sector supplements
published for GRI G3.1 supporting the requirement of extensibility; indicator-based approach
supports ratings and benchmarks due to that indicators are described in detail

o All disclosures are well described in the framework to decrease misunderstanding, by using the
extension of XBRL the exchange of information can be annotated reducing misunderstanding
in necessary communication activities in an company network

e The GRI guidelines are well known in the community and companies, organizations, and
researcher were involved in the creating of the guidelines to increase acceptance; use of XBRL
as accepted standard for business communication increase the acceptance in the field of
environmental communication; European Union declares GRI as de-facto-standard by an
declaration in the Greenbook for tripartite communication [24]

e Use of XBRL and an indicator-based guideline such as GRI G4 decrease communication
processes due to call backs from companies requiring support in understanding the guidelines

The mentioned guidelines were analysed in the same kind of way and related approaches [25]and
as result of the selection of GRI G4 as basis the guidelines and environmental declaration was
chosen as shown in Figure 1. GRI G4 with the help of the disclosures allow the linkage of GRI G4
indicators and the principles of United Nations Global Compact (UNGC), exemplary G4-10 and
G4-11 are linked with principle three of UNGC concerning labour issues. [3], [17], [20] The known
linkages of GRI G4 and UNGC allows with existing bridge documents of GRI G3.1 and UNGC to
estimate how much information is missing to have not only a full sustainability report following
GRI G4 but also a report following UNGC. That estimation will allow to switch if necessary a
reporting guideline. The linkage to OECD guidelines exists also in the G4 guidelines [3], [20],
which support the use of the OECD guidelines for the enrichment of the GRI G4 XBRL. The
OECD guidelines focus on extensibility by giving eleven topics as starting points for reporting by
the support of national contact points of the member states which can be sued for extension of the
GRI G4 guidelines. The OECD support the principle of disclosure of information but the required
coordination with national contact points without having detailed indicators reveals that OECD
guideline cannot be used as basis of our approach. [26] The Eco Management and Audit Scheme
(EMAS) Il1, environmental declaration, shows how an established environmental management can
be used for gathering environmental data as part of the sustainability reporting process. EMAS lII
requires an environmental management system and in the inter-organizational sustainability
reporting approach data could be accessed via the environmental management system for the
report. [6] The guidelines concerning KPIs for Environmental, Social & Governance Issues (ESG)
are divided into two parts: (1) conceptual framework, and (2) KPIs by subsector. The conceptual
framework includes preconditions for ESG reporting such as that the reporting should be based on
a structured reporting which is fulfilled by GRI G4, for external reporting it should follow the
DVFA Principles for Effective Financial Communication principles (relevance, transparency,
continuity and recentness) [27, p. 11p], and reporting cycle (ones a year). Therefore, GRI G4
XBRL considerably supports the approach of inter-organizational sustainability reporting.

3.3.Proposal of a harmonized reporting framework based on GRI G4 and further
guidelines using XBRL

A harmonized reporting framework using GRI G4 XBRL as basis will benefit by the open
taxonomy of GRI which allows extensions to enrich the GRI standard and specific disclosures with
required concepts and further elements such as:
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e Reference from a concept such as EN1 indicator towards a company specific EN1 indicator for
each reporting company (allowing network and members view)

e Use of a calculation linkbase to calculate e.g. the EN1 indicator on bases off all EN1
indicators’ of reporting companies or alternatives

e Managing joining and leaving of companies to calculate correctly indicators by calculation
linkbase or alternatives (exemplary, company A is a participating member in 2013 but in 2014
they leave; then in a comparison of 2013 and 2014 the data of company A should be excluded
in the comparison or on the other hand if a company Z joins in 2014 their data should not be
used for comparison of 2013 and 2014)

e The changing participating members requires the use of typed dimension to allow unknown
members be integrated in the ongoing reporting process

e To support validation of different guidelines we currently analyse XBRL for using taxonomy
extension for each guideline (resulting in five extension: one for each guideline and one for the
inter-organizational sustainability reporting approach to include necessary elements for a
network of companies which have not to be linked by a supply chain or value chain)

The research is currently focusing on the potential of XBRL and functionality to support the inter-
organizational sustainability reporting approach. First results show that XRBL allows such an
extension by the current supported functionality but the research is currently in the step to create a
first version of such an XBRL document supporting GRI G4, the mentioned guidelines,
environmental declaration, and the inter-organizational approach and has to be further specified.

4. Conclusions and Outlook

Consolidated, the paper describes the inter-organizational sustainability approach and current state-
of-the-art in the field of XBRL. Also the carbon disclosure project focuses on supporting a
reporting taxonomy to improve the way of reporting. Therefore, the approach to select a
sustainability reporting guideline in XBRL as basis of these works looks promising and future
papers a detailed semantic analysis of the guidelines will illustrate how such an approach can be
realized. The approach could be a benefit for other environmental developments supported by IT
such as the ongoing development of corporate environmental management information systems
such as in the IT-for-Green project. [28]
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Sustainability Management for Start-ups and Micro-
Enterprises: Development of a Sustainability
Quick-Check and Reporting Scheme

Jantje Halberstadt! and Matthew Johnson?

Abstract

For enterprises of all sizes, sustainability is becoming increasingly important. Accordingly, there
has been a noticeable increase in academic literature in the field of sustainability management and
related tools and approaches. While the academic and practical contributions are growing in this
field, it appears that literature has overlooked certain type of enterprise, namely the micro-
enterprises, including normal startup companies. Nonetheless, mounting evidence places emphasis
for the inclusion of startups and micro-enterprises in the sustainability debate. Therefore, the aim
of this paper is not only to close the theoretical gap on appropriate sustainability measures for
startups and micro-enterprises, but also to propose a conceptual framework for an IT-supported
analysis and reporting tool for sustainability in micro-enterprises and startups. Based on previous
research on sustainability management tools in SMEs as well as sustainability software
applications, the paper proposes the contents and layout of a web-based tool for startups.

Keywords: Sustainability Management; Start-ups; Micro-Enterprises; Software; Web-based tools.

1. Introduction

For enterprises of all sizes, sustainability is becoming increasingly important. Accordingly, a
noticeable increase in academic literature has emerged regarding effective management approaches
and tools for business sustainability, also known as sustainability management [27]. While much of
the focus of sustainability management research is placed on large enterprises, a shift has occurred
to include small and medium-sized enterprises (SMEs) as well as social and sustainability
entrepreneurs [12, 26].

Accordingly, there has also been an increase in scientific contributions for the development and
implementation of IT-based environmental and social management applications in companies of all
sizes (see [17] for an overview of various applications of IT-solutions for large companies and
SMESs). However, most academic publications dealing with software and web-based applications
are usually focused on particular aspects of sustainability, such as energy and resource efficiency
[e.g. 1] or sustainability reporting [28]. A company-wide, holistic approach embracing all aspects
of business sustainability has been practically observed in large companies [19], but not examined
in the academic literature.

With few exceptions [e.g. 33], previous research has not proposed company-level tools for
sustainability management in micro-enterprises and particularly start-ups. While some research
does exist on sustainable business models and plans [e.g. 3], these models are more focused on
sustainable innovations versus the core business itself. Such business models are difficult for most
start-ups to implement because they mainly revolve around new business units than the core

! Leuphana University Lineburg, 21335 Lineburg, Germany, jantje.halberstadt@leuphana.de, Centre for Sustainability
Management

2 Leuphana University Liineburg, 21335 Liineburg, Germany, johnson@uni.leuphana.de, Centre for Sustainability
Management
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message of a new company. These business models also do not provide tools for a comprehensive
sustainability evaluation and reporting system [21].

Furthermore, IT-solutions have not considered the early stages of business creation from the actual
start-up of a company to its further development as a micro-enterprise. In fact, it appears that
literature has overlooked certain category of businesses in the sustainability management context.
According to the European Commission this category includes micro-enterprises with less than 10
employees and no more than 2 million Euro annual revenue.

However, mounting evidence suggests that start-ups and micro-enterprises should be considered in
light of sustainable development for several reasons. First, sustainability is relevant for all
companies in every industry of every economy [24]. Secondly, sustainability will never be
achieved if the smallest companies do not get involved [10]. Not only do micro-enterprises
constitute a majority of all registered businesses, e.g. 2.8 million enterprises (ca. 80%) in Germany
fall into the micro-enterprise range, they also feed many products and services into the larger
companies as suppliers and service-vendors. Thirdly, while it could be argued that individual
micro-enterprises transmit a puny, insignificant burden on the environment, it is their collective
impact and spill-over into larger enterprises that raises major concerns.

Fourthly, besides the direct burdens placed on society and the environment, indirect effects can be
attributed to the exemplary roles that entrepreneurs and owner-managers of small businesses hold
in economies and societies that desperately look for heroes to right the wrongs of environmental
degradation and intra-generational injustices through sustainability-driven goals and measures.
When considering the good examples set by social entrepreneurs, such as Muhammad Yunus, and
ecopreneurs, such as Klaus Hipp, new business founders need not just inspirational stories, but
effective operational means and devices to steer their business endeavors into future-oriented
sustainability enterprises [26].

Last but not least, start-ups generally do not remain small but rather are growth-oriented [8; 16;
32]. As the size of the enterprise increases, so too does the relevance and motivations for
sustainability management [29]. In addition to well-known management problems of fast-growing
enterprises [12; 18], small business managers must be informed about the increasing environmental
and social demands that rise with increasing size. For example, in the future it is plausible that
medium-sized enterprises starting with 100 employees will be mandated by corporate law to state
their environmental and social impacts through annual sustainability reports [14; 31]. Those owner-
managers that have addressed with sustainability issues from the beginning might achieve a
competitive advantage over those that decide to wait it out. The challenges of sustainability
management in start-ups and fast growing companies should be integrated so to avoid a lengthy,
costly period of playing catch-up.

Thus, the questions are raised: why should a start-up or micro-sized enterprise wait to reach a
certain size in order to measure, manage and report on its sustainability activities? How could such
a sustainability management program be conceptualized? What benefits would it bring the
enterprise? Lastly, how might IT-solutions provide simple yet effective means to accomplishing
these goals?

The aim of this paper is, therefore, not only to close the theoretical gap on appropriate
sustainability measures for start-ups and micro-enterprises, but also to propose a conceptual
framework for an IT-supported application that allows a company to easily assess and report its
sustainability activities. This conceptual model will hopefully set the foundation for further
practical developments. Based on previous research on sustainability management tools in SMEs
[13] and private households, this conceptual paper proposes the contents and step-wise process of
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an IT-support tool for both start-ups and micro-enterprises. This tool, as we call the “Sustainability
Quick-Check” (SQC) model, will be explained in the next section.

2. IT-supported Sustainability Quick-Check

Many of the existing processes for the preparation of sustainability assessments and reports are
complex and contain a variety of indicators and metrics. In turn, this provides no clear path or
structure for intuitive handling. One possible reason may be attribute to the fact that software
applications were intended to be sold with additional consulting services. The aim of this paper is
to develop a manageable and straightforward tool with a clear structure and based on
understandable steps for a start-up and micro-enterprise.

The development of the SQC model is broken down into three complementary and sequential
stages. In the first stage, a systematic analysis of the existing sustainability management tools and
software and tools were examined. Based on Johnson (2013), it is established that not all
management tools are applicable even in small and medium-sized enterprises (SMEs) with 10 or
more employees [13]. The most applicable tools for small businesses are those that correspond with
well-established management practices, such as a quality management system, training and
education on sustainability management, risk analysis, supply chain management and even an
environmental management system.

In the second stage of analysis, several SME-friendly software and web-based applications, such as
Avanti GreenSoftware (www.avanti-greensoftware.com/de/), CR-Kompass (www.crkompass.de/),
KIM-Software from Sustainum (www.sustainum.de/index.html), N-Kompass (www.n-
kompass.de/) and 360 Report (www.360report.org/de/) were closely examined. These software not
only offer user-friendly, cost effective ways to analyze and report on sustainability management in
SMEs, combined they provide a good overview of what criteria and indicators should be
considered for sustainability management in small businesses. While these various applications
offer great insights applicable topics and indicators for SMES, it is still uncertain if these software
packages and web-applications will be adopted by very small enterprises and start-up companies.

In the third stage, a grid was developed that allows a structured overview of sustainability topics
and corresponding indicators for start-ups and micro-enterprises. The idea behind this structure was
to combine the results from both the first and second stage of analysis with the ideas from business
model canvas [19]. Suitable sustainability key performance indicators and metrics were classified
into various SQC-categories, such as production, supply chain management, sales and marketing
and administration and supporting business functions (including strategy and human resources),
and further broken down into key activities, key resources and key partners from both
environmental and social perspectives. Table 1 below depicts example of possible categories, fields
and aspects for the SQC model.

Basic Structure of the Sustainability

Sustainability Quick Check (SQC) Ecological Aspects Social Aspects
SQcC-Category Assessment field ‘ﬁ@

Production of Key Activities Energy and m/ Adherence to working hours

(i.A.a. G4-EN3/ EN8) workplace safety

Product / Service consumption in production | and und guarantee of
,& (i.A.a. G4-LA5 und LA6)

19



Sustainability Management for Start-ups and Micro-Enterprises: Development of a Sustainability

Key Resources

Use of non-toxic and
recycling materials and
packaging

(i.A.a. G4-EN1 und EN28)

Use of fair trade materials,
incl. free from forced and
child labor

Key Partners

@

Selection of regional,
sustainable production
partners, i.a. avoidance of
long transport routes
(i.A.a. G4-EN17 und EC9)

Support of the
disadvantaged, e.g.
collaboration with disabled
persons

Supply Chain
Management, incl.
Logistics and

Key Activities

Shortening transport routes

Supply chain code of conduct
and enforcement (audits);
Supplier Training

Procurement

Key Resources Environmentally conscious Purchasing requirements for
procurement (guidelines) fair products
for sustainable and
environmentally safe
materials (i.A.a. G4-EN2)

Key Partners Selection of regional, Supplier selection and
environmentally friendly negotiations for fair and safe
partners working practices

Market incl. Key Activities Market analysis and Fair Marketing; Ensure
Sales and promotion of transparency of social
Marketing environmentally friendly standards in own production

products and services

and supply chain

Key Resources

FSC- or PEFC-certified
printed ads; paperless-
advertising

Partnerships with NGOs
(e.g. Cause-Related
Marketing)

Key Partners

Selection of
environmentally conscious
buyers and distribution
points

Socially conscious buyers

Firm Structure,
Administration and
Human Resources

Key Activities

Training and support on the
ecological performance of
employees

Pay attention to equality in
the workplace; Guidelines for
recruitment (G4-LA1)

Key Resources

Energy efficient
Administration building
(i.A.a. G4-EN3)

Employees with fair wages
(i.A.a. G4-EC5)

Key Partners

Employee participation in
environmental activities

Employee participation in
firm-internal decisions as well
as firm-external community
engagement projects
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The SQC model is based on some of the components of the aforementioned software, the value
chain according to Porter [22]. and the business model canvas by Osterwalder et al. [20]. The value
chain is the presentation and analysis of the primary (e.g. logistics, production or operations, sales
and marketing) and secondary activities (e.g. administration, human resources, research and
development) that support the primary activities, and together they bring value to a company’s
products and services [20; 22]. Similarly, this value chain has been used to assess environmental
and social sustainability aspects along all these business activities [25]. Therefore, the value chain
served as the basis for our selection of the four SQC categories, including production, supply chain,
market and internal firm structure. Primary activities can be located in the first, second and their
categories. For example, inbound and outbound logistics are combined with supply chain
management and procurement into one category. The supporting activities provide an indirect but
still supporting role in the production of products and/or services, and these are mostly located in
the fourth category.

The business model canvas is a method of visualization of business models [19]. Business models
describe the basic principles by which organizations create value, with the distinctions made
between three aspects: the product-market combination, the configuration of value chains and main
revenue mechanisms. For the SQC, the configuration of value chains is considered to be
particularly important, since this the area where sustainability-related decision are made. Also, this
part of the business model fits well with Porter’'s value chain [22]. A brief description of the
product-market combination should precede the initial analysis, but it is actually not a part of the
SQC since it is tailored for all kinds of startups and micro-enterpriges.environmental and

social aspects of companies are already a part the business model, and they will be described
separately in the product-market combination.

The business model canvas depicts a total of nine areas of a business model. The fields deemed
particularly relevant for the SQC are the key activities, key resources and key partners. Key
activities are those actions that are particularly important for a particular area of a business (in this
case for each category, such as production of products and services). Key resources can be both
physical and intellectual, human or financial resources. In addition, a sustainability management
tool that carries information about desired sustainable processes, such as guidelines for
environmentally conscious procurement and supply chains, can also be considered a key resource.
Key partners considers essential partnerships into order to fulfill the key activities. Examples of
partners are buyer-supplier relationships, and also strategic alliances with competitors and
additional support organizations. This area ensure that sustainability issues are at the heart of
cooperation, but partners must also be audited and consulted for conformity to an enterprises’
sustainability goals.

These aspects should be monitored within each of the SQC categories to ensure that sustainability-
related targets are meet, and that he enterprise has the proper resources and partnerships to fulfill
these actions. The analyzed sustainability reports can then account on the three pillars of
sustainability: economic, environmental and social aspects. Since the development and description
of business models and the development of business plans — economic criteria are already involved
with every environmental and social aspect of the SQC. Therefore, the economic aspects are not
given an own column in the model.

By associating environmental and social areas of action in the SQC categories, each key area can
be seen as an individual aspect that provides the basis for an overall combinative effort for

sustainability in a start-up or micro-enterprise. These aspects are also related to core indicators
found in the GRI reporting scheme. These indicators can thus be assessed within the framework of
a software application as bullet points to cover or as questions that must be answered within a

21



Sustainability Management for Start-ups and Micro-Enterprises: Development of a Sustainability

project to establish sustainability criteria within a very small business. These core in
selected were mostly confirmed through an overview of the new G4-criteria [9].

3. Discussion and Further Developments

From this paper, the results provide both academic and practical implications. From an a
standpoint, the paper provides numerous points of departure for further interdisciplinary re
In the context of startup-related research, for instance, the IT-supported tool can be used i
for sustainability-centered business plans. From a practical perspective, this conceptual
encourage consultants of startups and software developers to include sustainability criter
creation of new software and further services. Based on this conceptual framework
sustainability quick-checks and reports can be created as complementary parts of busin
and marketing-related activities.
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|CT-based Sustainability Planning and Management
Support for SME

Nils Giesen'

Abstract

This contribution will give an insight on a methodical framework for ICT-Driven sustainability
planning and management support with a focus on the needs and requirements of small and
medium enterprises. In particular, the opportunities, influences and importance of modern SMEs
are taken into account [1]. In those environments, sustainable planning processes and management
support combined with a controlled economical, ecological but also social acting [9] are of
increasing importance for all participating associations. A balanced and legitimated commitment
plays an important role for environmental as well as for social orientations of those companies
([2]). In order to enable companies to act entrepreneurial in a way, that following generations can
satisfy their own needs in the same dimensions as current generations, those companies need to be
provided with assistance in management of processes, aggregation of information and conduction
and communication of activities (s.f. [14], [5] and [15]) . In all of these activities ICT-based
systems play an important role and can be of essential significance (e.g. [11], [12] or [4]), not only
for disastrous and unwanted events (e.g. [10]), but also in order to manage different events with
focus on sustainability.

1. Introduction

Even if sustainability nowadays is regarded by small and medium enterprises as a key competitive
factor, individual measures are being implemented primarily due to customer wishes. In addition,
most rules of conduct are not held or defined but mostly they be lived informally and unstructured
[3]. By assisting and guiding SME towards a more sustainable development, different ICT-
Methods and components can be combined to a powerful methodical framework. The major task of
such a framework should be assisting in continuous activities and processes, realising the
applicability of strategic instruments for sustainable development. The design and usage of
(components of) the framework should not be an end in itself, rather it should be used to archive
the self-set environmental and sustainable targets and politics of each SME Therefor a structured
catalogue of suitable methods has been established [8].

With this contribution a detailed insight into the methodological and generic structure of the
mentioned framework will be provided. Within the steady expansion of the framework several
application scenarios have already been identified and validated by the implementation of
corresponding prototypes. Here, the focus was always on the strategic aspects of decision support.
A first prototype implemented aimed to support the planning phase of regional projects, under
influence and considering sustainable development and mutual interactions of activities [7]. A
further application was given in a corporate oriented support system for management control of
SME, focused mainly on inside usage and implementation [13]. One of the underlying
methodology was used to support decision making in the field of simulation and analysis of
material flows ([6]). Furthermore the contribution will reflect the results of those different
implementations in order to carry out an assessment of the individual elements of the framework to
improve the usability for upcoming use-cases and scenarios.

! Department of Computing Science, Business Information Systems — Very Large Business Applications, Carl von
Ossietzky University of Oldenburg, 26129 Oldenburg, Germany — nils.giesen@uni-oldenburg.de
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It is not intended to be create competitive situations, rather the (support of) elementary points as
strategic management and internal goals should be prioritized than the additive activities of
environmental certifications or sustainability reporting.

2. Sustainability for SME

Small and medium sized companies are not always able or willingly to implement a complete large
scale (external driven) environmental policy or management and audit system. In addition, hosting
and maintaining of complex environmental management information systems would blow up the
existing financial framework for ICT-related investments. Nevertheless should they be able to
measure their own sustainability related impact and development in order to obtain a reliable base
for future decisions. This sets up the demand for a light-weighted, flexible and adaptable approach
for a sustainability oriented decision support framework, based on existing ICT-Methods and
components.

2.1. Sustainability Planning

Planning under the main principle of sustainability has to follow two major aspects in the planning
activities: (open) communication and comprehensible and documented processes. While existing
guidelines to planning and especially project planning activities are mainly focusing on support
while already conducting the considered subject, sustainable planning needs an earlier and more
strategic viewpoint on all upcoming activities to be conducted seriously.

In addition, there should be differentiated between sustainability planning and the planning of a
project for a sustainable development. While the latter has already a focus on sustainability from
itself and the initial activities, sustainability planning aims on guiding all planning decisions of any
activities under the main principle of sustainability. An example for a better understanding could be
the distinction between the planning for the constructions of a new harbour against the planning of
a low emission industrial area. While both approaches have heavy influences on their surrounding
environments and society as well as a heavy economic impact, an initial balancing between this
criteria and the contemplated target course may heavily differ between these ideas.

For all possible planning activities, some common aspects can be summarized, to describe the
initial outline as well as the targeted results. These aspects are relating on the activities as well as
on the surroundings, in order to cover these activities in the sustainable development. Further
existing frame conditions (“what should happen for whom and why”) for the activity, temporal and
spatial dependencies have to be included in the planning processes. These information give one
part of the required base information. The second part is a clearly communicated set of
requirements and indicators to rate the activity. Each individual indicator should be clearly
connected to one of the overall fields of a sustainable development, to cover economic, ecologic
and social aspects as well. Any given support can now use these information to lead to a,
sustainable influenced, decision for the planning. The approach described in this contribution
favours an ICT-driven approach using a multiple-criteria decision analysis (MCDA) for the
planning process. A simplified overview of all mentioned aspects can be seen in figure 1.
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Figure 1: planning aspects from different phases of the sustainable planning process
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Besides the sustainable planning of a given activity, an overall sustainability management should
be considered of high importance for small and medium sized enterprises. While existing
frameworks and management schemes are not only very complex, the often targeted at and for the
demands of enterprises and require substantial input from different fields (e.g. required
information, labour time, personal, licence costs, internal and external survey...) and are not
suitable for small and medium enterprises. Instead of implementing new systems (technical or
methodical), the existing potential should be used to “implement” a sustainability management
with the use of well-known and controllable methods and systems of the SME. A guided selection
of different strategic instruments can be used inside an activity flow for sustainability management.

An excerpt of possible instruments and application spectrum listed in [8] can be seen in table 1.

instrument characteristics Usable for criteriaof... |32
analytical implementation | communication | ecological | social | economical 3

ABC-Analysis X X X X

Reporting X X X X X

EMIS X X X X X

Environ. Accounting X X X X

Cross-Impact X X X X

Analysis

DSS X X X X X X

Risk-Analysis X X X X

Social networks X X X X X X

Supply chain X X X X X X

management

Suggestion scheme X X X X X

Wiki X X X X X X X

Workflow X X X X

management system

Table 1: analytical, implementation and communication aspects of existing instruments for a

sustainability management
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2.3.ICT-driven Approach for decision support

To conduct the planning process in a comparable and comprehensible way, a generic methodology
is needed. The used PRECC methodology is taking into account the concept of having different
independent groups of stakeholders taking part in the decision process as well as an focus in ICT-
driven or ICT-supported methodologies [6].

Such an ICT-driven approach for decision support can be divided in five activity phases, which
should be conducted sequentially and furthermore in an iterative manner. Figure 2 gives an
overview of the five phases of PRECC:

Planning

eof the activity including
different variations and
alternatives,

Communication Rating
o of the results. eusing indicator sets and
values,
Comparison Evaluation
¢of the evaluation and making ¢of indicators for all variations
a decision and using e.g. ICT-driven tools,

Figure 2: iterative approach of the PRECC principle

The planning phase as initial phase of PRECC covers the basic foundations of all following phases.
By defining the activity with the aspects in figure 1 an ICT-driven implementation can be set up
following the planning phase. The second phase, rating, can be implemented open in a way, where
different rating schemes and different weighted sets can be used by different stakeholders, showing
the importance and impact of different indicators and values. The evaluation phase provides a view
into the results of different MCDA-based approaches and provide a first ranking and possible
action fields for the planned activity. The iterative approach of PRECC is closed by a comparison
and a communication phase. While the first is mainly targeted for all involved decision manager,
the second one is aimed at all involved stakeholder. The results of the comparison and
communication phases should be used to start the iteration process and influence the planning of
further activities.
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3. Methodical Framework

Figure 3 gives an insight on the methodical framework which was used to develop the software

systems:
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Figure 3: Sustainablity Planning and Management Support Framework

The framework includes three major areas: Instruments, Functionality and Administration. Each
Area has subitems to be used either from existing software or from easy to adapt and mantain
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external providers. The mixture of ICT-based and methology based elements aims to reduce the
overall amount for an implementation. This will allow an integration to the existing corporate
information system landscape over the interfaces, making all available information usable.
Combinend single-sign-on/user administration functionality also aides in this process. Further
external processing can be used for industry wide comparison (e.g. categorization/grading) if
stakeholder demands are existing.

4. Prototypes

The methodical framework was used to and extended by two different prototypes, who will be
described shortly in the following chapter. More details and access to the prototypes can be given
on request by the authors.

4.1.ProPlaNet

ProPlaNet is an example for a web based software system which includes a project planning tool,
the public interest, using a multi-criteria-decision-analysis (MCDA\) to support the decision making
process, for the rating of regional projects — Under consideration of the credo of a sustainable
development.

The fundamental aspects of the approach are measuring sustainability (indicator based), the current
state and development of a region, the effects of projects and comparison of project alternatives
with a focus on quality management for data integration and user management as well as e-
participation for the overall process.

ProPlaNet was one of the first derivations of the framework, proving the general possibility of
technical implementation and been applied to several use cases for regional impact projects.
Realized use-cases have been tested from large-scale activities (e.g. identifying renaturation areas
for mangrove woods) over regional-scale (impacts of different highway lines) to small-scale
activities (e.g. building renovation / room use scenarios) — depending on the available data sources.
One impact for the framework from ProPlaNet was the goal to reduce the dependency from
external data sources for planning activities.

4.2.Sinister

Sinister is a prototype to develop a strategic instrument for developing a sustainable enterprise and
aims at small and medium sized enterprises (s.f. [13]). Under consideration of the core areas of
supporting strategic decisions, including sustainable supply chains and to raise the efficiency of
production processes this prototype supports with ICT-based tools for visual analysis, reporting,
decision support, data and system integration and geographic analysis and information systems.
Sinister is a proof-of-concept for a light-weighted stand-alone software solution with interfaces to
external and internal data sources. Possible scenarios include the integration of external data (e.g.
via web service from of federal statistical offices) and internal data (e.g. from an ERP-system) to
combine these information to identify new production or market possibilities. While the technical
implementation was successful, the usability and process running need to be improved.
Nevertheless, the results could be used to further improve the framework.

5. Outlook and Conclusions

By providing a framework with low “resource” and complexity requirements, a major benefit for
SME could be provided. By applying one of the prototypes or a further implementation of the
framework, the companies benefit from direct visible and usable information and decision support
for all sustainability related issues. They can combine internal and external data and adapt to a
sustainable development without investing critical resources (personal, time, money...) to large-
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scale software or management installations without knowing what output could be used. Further
development on the framework will be conducted as well as a more detailed information of the
framework and its details itself will be published.
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A Maturity Model for Green ICT:
The case of the SURF Green ICT Maturity Model

Albert Hankel*, Lisa Oud?, Maiko Saan?, Patricia Lago?®

Abstract

This paper discusses the development and evaluation of a maturity model for Green ICT. We
describe how the model was developed with the input of a number of Green ICT experts before it
was released to the general public. The model consists of three domains with attributes on Green
ICT that encompass both Greening of ICT as well as Greening by ICT. The quality of the model
and its accuracy to capture the full scope of Green ICT has been evaluated through an online
survey. We evaluated the quality of the model on relevancy of attributes, whether the attributes
were well defined and whether the domains were complete. Twenty participants contributed
meaningfully. Two attributes were considered to be irrelevant and six new attributes were
suggested. With these results the quality of the maturity model can be improved. Our next step is
to test the usefulness of the model by seeing how it is used in practice. We hope this paper inspires
more work on testing the quality and usefulness of models and frameworks on Green ICT.

1. Introduction and motivation

There is a clear need to transform our society into one that is environmentally sustainable. One of
the factors in this transformation is avoiding too much global warming, which is associated with
the amount of C@particles in the air. To avoid a higher than¥arming, we need to reduce our
Greenhouse Gas (GHG) emissions to zero before 2050 and maybe even earlier.

The field of Green ICT is associated with minimizing the negative environmental impacts of ICT
and optimizing the positive impacts of ICT. However, most Green ICT activities are often only
focused on reducing the negative impacts of ICT. Even within these activities there is a narrow
focus: data centers receive disproportionate attention because these are such large energy
consumers; yet, data centers are only responsible for 20% of the total ICT footprint with end user
devices being responsible for the largest part (60%) [1]. In addition, from a lifecycle perspective,
most efforts in Green ICT reduce the impact of the use phase and its associated energy
consumption, but for many ICT devices and components, the largest part of their footprint is in
production [2].

The main reason for this narrow focus is that such Green ICT actions are the most visible and most
easy to take. In addition, optimizing the positive impacts of ICT often leads to disassociated
benefits and split incentives, between organizations and within organizations: a common case is
that ICT departments must make the investments while others, such as Facilities departments, reap
the benefits, both from an economic and environmental perspective. To overcome the narrow focus
on both the solution space and collaboration options, organizations need to have insight into how
Green ICT actions affect a wider scope of environmental impact and a way to understand their
progress in opening up the narrow focus.

This paper describes and evaluates the SURF Green ICT Maturity Model (SGIMM) that has been
designed for the purpose of giving organizations insights in and understanding of the total
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environmental impact of Green ICT. We will describe how the model was created with the input of

a number of Green ICT experts before it was released to the general public. The quality of the
model and its accuracy to capture the full scope of Green ICT has been evaluated through an online
survey.

2. Methods used to create the maturity model

SURF, the Dutch higher education and research partnership for ICT, decided to develop a maturity
modd on Green ICT after interviewing a number of Dutch higher education and research
institutions. In these interviews the institutions expressed a clear need for some way to know how
well they are doing in terms of Green ICT. SURF wanted to develop a maturity model based on
expert views and opinions and validate this through a survey spread amongst practitioners. The
SGIMM was developed by SURF and a number of Green ICT experts, both from the Dutch higher
education and research community as well as outside it. Responsibility for ICT in organizations
part of this community is typically delegated to an ICT department. The SGIMM was therefore
designed from the ICT department’s perspective

The outline of the model was created in a workshop with nine Green ICT experts. During this
workshop domains were set and attributes were discussed (see section 3 for a detailed description
of the maturity model). Based on this input we designed a first draft model that was evaluated by
the expert group in an elaborate survey. The draft that followed on the feedback from the survey
was tested in a pilot with a higher education institution, the Hogeschool van Arnhem en Nijmegen.
The results were discussed again with the expert group leading to a maturity model that was
published after this discussibn

3. Description of the SURF Green ICT Maturity Model

The concept of the maturity model is based on the Capability Maturity Model, representing a
framework with five maturity levels for quality and process improvements. The five levels are (1)
initial, (2) repeatable, (3) defined, (4) managed and (5) optimizing. At the lowest level, the initial
level, the organization does not provide a stable environment for the activity. At this level the
process is ad hoc. However, at the highest level, which is the optimizing level, the entire
organization is focused on continuous process improvement [3].

The SGIMM conceptually consists of four domains covering negative and positive impacts and
aspects of ICT. Each domain consists of attributes that have a definition and a description of a level
five maturity. Three domains and attributes are summarized in Table 1.

The three domains mentioned in Table 1 are generically applicable to any organization. The fourth
domain is sector specific and covers ‘Greening of primary processes with ICT’. For the higher
education sector, the primary processes would relate to education and research. This domain is not
yet included in the currently published model.

The SGIMM is designed to give organizations insights into the maturity of Green ICT of the
organization. It is set-up as a self-assessment and enables organizations to have an internal
dialogue, to gain agreement on the status quo and to define actions for improvement. By letting
several individuals within an organization score the attributes and discussing theses scores with the
participants (average, minimum, maximum scores, etc.), an organization can identify weak and
strong Green ICT aspects. SURF published a manual that guides users through this process of self-
assessment together with the model itself.

3 http://www.surf.nl/en/knowledge-and-innovation/knovwdesbase/2014/surf-green-ict-maturity-model.html
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Green ICT in the
organization

Greening of ICT

Greening of
operations with ICT

Green ICT Strategy

Computing
Infrastructure

Travel Reductions with
ICT

ICT Governance

Network Infrastructure

Space Reductions with
ICT

Green ICT Storage Infrastructure | Energy Reductions

Procurement with ICT

E-waste policy Housing Paper Reductions with
ICT

Green ICT End User ICT Other Reductions with

Architecture Principles | Equipment ICT

Information ICT Services Environmental

Management Awareness and
Decision Support

Community Green Software

Collaboration

Development

September 10-12, 2014

Green ICT Supply
Chain Management

Table 1. The domains and attributes of the SURF Green ICT Maturity Model.

4. Evaluation of the SURF Green ICT Maturity Model

While the SGIMM was grounded in the opinions of the Green ICT experts and should therefore
theoretically be of sufficient quality, this needed to be validated by practitioners. In order to
validate the model, we designed an online surirewhich questions were asked on the quality of

the model. These questions were based on Wand and Wang [4], who identified four generic
dimensions to evaluate Intrinsic Data Quality using the most cited quality dimensions in their
literature study: (1) complete, (2) unambiguous, (3) meaningful and (4) correct. They defined
complete as a set of data that includes all necessary values; unambiguous (accuracy and precision)
as representing the correct data; meaningful was defined as being able to use data in a useable way;
and correct as containing the right information. To apply these dimensions to the questions we
wanted to ask we chose to ask about the relevancy of attributes (meaningfulness), whether they
were well-defined (correct and unambiguous) and whether a domain was complete or missing an
attribute (complete).

The survey was set-up online and spread mainly amongst people from the Dutch higher education
sector. It was also promoted outside of the sector and internationally (mainly UK higher education)
for comparison purposes, but this was only a small part of the response. Because the entire survey
was time consuming participants could choose one or more domains (Table 1) to answer questions
about. Motivation was required for most answers. In addition we collected information on each
participant on where they were from (country, sector) and whether they were familiar with Green
ICT, their maturity.

We did a trial run with the survey amongst the Green ICT experts who helped us with the maturity
model. Their feedback, such as to add an ‘| don't know’ option to each question, was incorporated
in the published version of the survey which was available for four weeks during February 2014.

4 The survey content is available upon request at the authors.
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5. Results of the evaluation
In total, 68 participants started the survey but only 20 of them contributed meaningfully. 80% of
the participants were working in the Netherlands. The response for each domain was as follows:

- Green ICT in the organization 8
- Greening of ICT 13
- Greening of operations with ICT 8

Because the response was so low, it was hard to draw any quantitative-based, representative
conclusions. Nevertheless, we found some interesting results.

First, we used the self-rated maturity on Green ICT of participants and of their organizations as a
weighting factor to calculate relevancy scores. As can be seen in Figure 1, more than half of the
participants rated themselves mature, whereas they rated their organization of lower maturity than
themselves. We assumed opinions of mature participants and/or working for mature organizations
are more important than opinions of immature participants and/or working for immature
organizations. The maturity levels were converted to a 1-5 scale and each participant’s relevancy
score on an attribute was weighted by their fraction of the sum of maturity levels of all participants
who scored that attribute.

Personal maturity on Green ICT Organizational maturity on Green ICT
0%

10% 10%

20%
H Very mature ¥ Very mature
M Mature M Mature

“ Neutral “ Neutral

o
35% M Immature o Tmmature

Very immature Very immature

40% 25%

Figure 1. Personal and organizational maturity of the survey participants.

By weighting the average relevancy of attributes we amplified differences between attributes that
were difficult to see otherwise. Participants had to agree or disagree with the relevancy of an
attribute on a Likert scale of 1 to 5, where a score of 5 was the highest relevancy option. A neutral
position towards relevancy was indicated by a score of 3. We considered an attribute relevant if its
weighted average relevancy is 3 or higher. Figure 2 shows the results for all attributes of the model.
Almost all attributes are considered relevant except two, being: ‘Information Management’ and
‘Other reductions with ICT".

We also asked participants to motivate their score. If we just zoom in on the two low-scoring
attributes we see for ‘Information Management’ that the participants were triggered by the use of
the wordredundancy in the attribute description: they do not believe information management can
be used to reduce excessive redundancy in ICT resources. For ‘Other reductions with ICT’ it seems
that this attribute does not appeal to participants because it is too broadly defined: it is described as
a catchall, covering everything not mentioned by the other five attributes in the domain ‘Greening
of operations with ICT".

The second quality aspect we were interested in was whether attributes were well defined. In the
survey this was a yes/no question where participants had to motivate if they disagreed. The results
are shown in Table 2.

36



Proceedings of the 28th Envirolnfo 2014 Conference, Oldenburg, Germany September 10-12, 2014

Weighted Average Relevancy

Figure 2. Weighted average relevancy scores for all attributes of the maturity model.

" Attribute Participants Agreement IDK: Participant Agreement
does not know excluding IDK

Green ICT in the organization
Green ICT Strategy 8 6 1 85,71%
ICT Governance 8 6 0 75,00%
Green ICT Procurement 8 6 1 85,71%
E-waste Policy 8 5 1 71,43%
Green ICT Architecture Principles 8 4 1 57,14%
Information management 8 2 3 40,00%
Community collaboration 8 4 2 66,67%
Green ICT Supply Chain Management 8 4 3 80,00%
Greening of ICT
Computing infrastructure 13 10 2 90,91%
Network infrastructure 13 10 1 83,33%
Storage infrastructure 13 7 4 77,78%
Housing 13 10 1 83,33%
End user ICT equipment 13 9 1 75,00%
ICT-services 13 7 2 63,64%
Green software development 13 8 1 66,67%
Greening of operations with ICT
Travel reductions with ICT 8 4 1 57,14%
Space reductions with ICT 8 7 1 100,00%
Energy reductions with ICT 8 7 0 87,50%
Paper reductions with ICT 8 7 1 100,00%
Other reductions with ICT 8 6 1 85,71%
Env. awareness and decision support 8 7 0 87,50%
Green ICT Strategy 8 6 1 85,71%

Table 2. This table shows whether participants agreed with the definition of attributes.

A strict definition of being well defined would be that all participants agreed with the definit
an attribute. This would translate into a 100% score in the last column of Table 2 ¢
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observation that only two attributes are well defined. If we look into the motivation participants
gave us, we see a clear difference between high scores (above 80%) and low scores. In general the
high scores have small comments for improvement often adding something local from their own
experience. The low scores show comments relating to the need for more examples (too abstract),
ambiguousness and scoping and focus issues.

The final aspect of the survey concerned completeness of the maturity model. We asked
participants whether they were missing an attribute in a domain. In each domain two participants
made suggestions. These were: Maintenance management; People and culture; Mind-set and
experience of staff, Sustainable offices; Savings in productions and logistics; Improving work
inefficiencies with ICT. As participants were often only evaluating one domain, some suggestions
do overlap with each other or attributes were already present in the model. Second, for the domains
‘Green ICT in the organization’ and ‘Greening of ICT’ a high percentage of participants answered

“I don’'t know”; three out of eight and five out of thirteen respectively. It seems that this question
was difficult to answer.

While it is difficult to draw any definitive conclusions from this survey, overall it seems that the
maturity model is covering most aspects of Green ICT within the three domains. The results
suggest that two attributes can be removed and six suggestions for new attributes are offered. Most
descriptions of the attributes need small revisions, whereas some need more work, based on the
feedback from the participants.

6. Related work

Many models, frameworks and tools on assessing the environmental impact of ICT have been
released over the past years from both research and practice. In addition, there are general impact
assessment tools that can also be applied to ICT, such as life cycle analysis or green house gasses
audits (see Ecofys et al. [5] for an overview of general tools applied to ICT).

Most of the specific models and tools focus on energy efficiency and reducing the negative impacts
of ICT, such as those developed by the Green’@nd the OpenDCME modeMhile these are

mogly focused on data centres, others such as those developed by Gartner [6] and Molla et al. [7]
capture the entirety of ICT but are still only limited to the direct impacts in scope or are very
general/abstract. A few tools have been developed that also include the positive impacts of ICT,
such as those by UK HM Government [8], deMonsabert et al. [9] and Donnellan et al. [10]. Still
those mostly focus on the negative impacts, too. From a system perspective or the total global
footprint of human society this seems strange since the negative impacts are responsible for 2% of
that footprint, while the positive impacts have the potential to reduce the global footprint by 16%
[1].

As far as we can derive from research literature and practice, there is a lack of works on assessing
the quality of the tools, if and how they are being used and whether they achieve their intended
effects. While such questions might be trivial for other assessment topics, as it will quickly follow
from use, this is not the case for the environmental impact of ICT. Environmental sustainability is
typically multi-dimensional and prone to local optimizations and it is therefore complex to assess
progress.

5 www.thegreengrid.org
& www.opendcme.org
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Model

Problem description

Goal

Target
audience

Comparison with
SGIMM

Data Center

Organizations have

Help to improve the

Organization

Both are maturity

Maturity Model
[8l

footprint and as an enabler
for the business and
behaviour changes
required to meet the
significant Greening
Government targets.

demonstrate the
progress being made
with embedding Green
ICT into its business
processes and practices.

Energy Effi- problems managing data energy efficiency who manage models. Limited scope

ciency Maturity | centers due to complexity management in data data centers. — only data centers.

Model [11] and rapid evolution. centers.

ICT Capability ICT is responsible for a Manage sustainable ICT | Organization Both are maturity

Maturity major percentage of the within an organization to | who would like models. Focus is more

Framework organizational footprint. reduce the organizational | to reduce their on strategic level

[10] footprint. ICT footprint. (similar to [6]).

SustainaBits Challenges to define and Provide a reliable and Organizations Not a maturity model

[9] achieve sustainability industry accepted within the IT but a broad set of

goals. framework to guide sector. criteria. Focus is on

organizations within the comparison between
IT sector to a sustainable IT organizations.
future.

UK HM ICT has a key role both as This model provides the All UK public Very similar to SGIMM,

Government a contributor to the means for UK sector bodies. but targeted at

Green ICT government's carbon government to governmental

organizations. Seems
based on practice
alone (vs. research).

Green IT
Readiness
Framework [7]

Pressure on organizations
to implement sustainable
business practices. Critical
capability of organizations
to measure their G-
readiness.

Help organizations to
evaluate their maturity on
Green ICT based on
their Green IT readiness.

Researcher to
establish cause-
and-effect
relationship
models. Practi-
tioners to use as
a decision tool.

Focus on Greening of
ICT. Uses five
components (similar to
SGIMM domains) that
can be scored 1-7.
Based mainly on
literature.

Gartner Green
and
Sustainable IT
Infrastructure
and Operations
Maturity Model

(6]

Many organizations do not
necessarily acknowledge
sustainable development
priorities explicitly. This
model focuses on these
priorities from an IT 1&0
perspective.

The model is intended to
help identify where your
organization is on the
maturity curve, and how
to get to where you want
to be.

ClOs

High level descriptions
(aimed at strategic &
tactical level), few
examples, little
attention for enabling
aspects.

Table 3. A comparison of Green ICT models and frameworks.

7. Conclusion

In this paper we have explained how we have developed a Green ICT maturity model that goes
beyond the energy efficiency of ICT. To evaluate the quality of the model, we defined three quality
aspects: relevancy of attributes, well-defined attribute descriptions and completeness of the
domains. We created a survey where participants had to evaluate these aspects. Twenty participants
contributed meaningfully to the survey.

From the participants’ response, it seems that the maturity model is covering most aspects of Green
ICT within the three domains. Two attributes were considered not relevant and six suggestions
were made for new attributes. Most descriptions of the attributes need small revisions, whereas
some need more work, based on the feedback from the participants. While it is difficult to draw any
definitive conclusions from this survey, with these results the maturity model can still be improved.

8. Discussion

The results of the survey are indicative on the quality of the model, but they are not conclusive. We
will continue to find ways to assess the quality, because we think it is important to ground this in
science and in practice. This is not only useful for the model itself, but conclusions can also be used
in other models. Similarly, we want to learn from other work as well and we think it would be good
to see more work on quality assessment of Green ICT models.
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One of the quality aspects we did not look at is whether the model is actually used and how it is
used. Our next step is therefore to continue the evaluation of SGIMM through following its use in
practice. We want to see how organizations use the model as a baseline, what they do with the
results and if anything has changed in the organization after a period of time.

While the survey results can be used to improve the maturity model, the response was too low to
draw any quantitative conclusions that can be generalized to meaningful statements for other Green
ICT models or statements on attitudes towards Green ICT. For example, it would be interesting to
find out what aspect of Green ICT is found most relevant in the Dutch Higher Education sector
compared to those in the UK. The high dropout of participants (20 out of 68 completed the survey)
indicates that it was difficult to complete the survey, probably because of its length and depth. It
would be interesting to do a shorter survey to find out more about what aspect of Green ICT is
considered important, based on topics such as the attributes in the SGIMM.

We hope the way we approached the development and evaluation of the SGIMM will attract
follow-up for research on other Green ICT models and frameworks, as we believe it is necessary to
ground these models in practice and to evaluate these scientifically. In the end, the goal of such
models is that they are used in practice and that will only happen if they are of sufficient quality.
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Upgrading Reporting, Communication and
Benchmarking Tools of IT-for-Green Project
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Abstract

Corporate sustainability and sustainability management have become key issues in modern
organizations to achieve a more balanced and sustainable development. The IT development has
increasing increased drastically in recent years and in the same way how IT can support the
environmental and sustainability behaviours in business processes it can be part of the solutions to
improve the sustainability performance in organizations. In the last years different projects had
been working in this area, to guide and provide tools for decision makers and stakeholders. IT-for-
Green is one of this projects that propose a new generation of CEMIS that permit to incorporate
the strategic sustainability integration. Another solution, the System of Sustainability Performance
Evaluation supports social, economic and environmental indicators related directly with
organization’s performance distributed over key areas. This paper explores the possibility to
upgrade and integrate those two systems that actually run in different technologies and pattern
designs using web services to facilitate application integration reducing application’s
heterogeneity. A first GET_INDICATORS web service definition and implementation was made,
taking advantage of one of the facilities of IT-for-Green as an open platform.

1. Introduction

The recent growth in corporate sustainability made organizations consider this area as a key
success factor that must be managed. IT plays an important role in sustainability management,
specifically in sustainability performance evaluation. Although IT has environmental impacts
during its lifecycle, as a positive part, IT supports eco-controlling and efficiency in organizations.

The last fifteen years have raised the idea of how IT can support the environmental and
sustainability behaviour in business processes. Different concepts have been popularized through
the academic and business world, e.g. Green Information Systems (IS), Green IS & IT, Green
computing, Green IT and IT-for-Green. All are related to first-order effects (negative
environmental impact of IT) and second-order effects (positive impact of IT in business processes).
IT-for-Green is one of the newest concepts of the second-order effects and refers to the positive
impact of using IT on business and economic processes. This perspective considers IT as part of
the solutions to eco-sustainability. Thus using IT to make enterprises greener refers to IT-for-Green

[1].

Established tools for the strengthening of IT support are Corporate Environmental Management
Information Systems (CEMIS), but those are not sufficient yet to achieve the strategic
sustainability integration [2, 3]. For that reason, the project IT-for-Green started in 2011. IT-for-
Green will cover the complete product life cycle from input to transformation to output. It proposes
a new generation of more strategic CEMIS, which should be able to support the company’'s
decision makers in all stages of product life cycle. Organizations need to track in a continuous way
their sustainability goals and the goals of all their branches. The sustainability indicators are a good
tool to compare sustainability business performance in different branches, setting an internal

! Universidad Central "Marta Abreu" de Las Villas, Cubankmedel@uclv.edu.culndustrial Engineering Department
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sustainability benchmarking. Managers prefer the condensed information for a quick understanding
of the whole business picture, identifying setbacks and progress related to the overall performance.
The main objective of this paper is to propose an upgrade to the IT-for-Green project, specifically

to the component, which is related to sustainability reporting and dialogue (called Module 3).

Communication and reporting are key elements of an organization’s sustainability management.
For that reason the idea of System of Sustainability Performance Evaluation (SySPE) developed for
Cuban organizations, can be included as a future extension as a collection of web services for the
IT-for-Green project to strengthen and upgrade the reporting functionalities and to contribute to the
internal benchmarking of organizations.

SySPE is a tool to support the storage, retrieval management and integration of different
sustainability indicators. SySPE helps to calculate the Corporate Index of Sustainability

Performance (CISP), this index helps managers to discover which is the overall compliant of
sustainability business goals and include the perception of different stakeholders. The application
allows the graphical representation of CISP and visualizes the improvement potentials of indicators
to redirect the business managers’ efforts.

All these functionalities can help to track business sustainability behaviour continuously and to
reduce environmental business impacts. The paper exposes the different technologies used for the
integration and how to effectively integrate two systems that actually run with different design
patterns through a web service definition and implementation, taking advantage of one of the
facilities of IT-for-Green as an open platform.

2. IT Support for corporate environmental management and sustainability

The business has great responsibility in the process of transition to a more sustainable development
(SD). The SD is a social concept , and is being increasingly applied as a business concept under the
name of corporate sustainability [4]. The first definitions of corporate sustainability were a faithful
translation of the concept given in “Our common future” at business level. Others like SAP defines
sustainability in a business environment. Sustainability requires us to consider environmental,
social and economic aspects at the same time. If you are able to manage the risks and the
opportunities holistically, it will lead to increased business success in turn [5]. The main objective
of corporate sustainability management is balancing the organizational performance in the
economic, social and environmental improvement opportunities identified simultaneously [6, 7].

In recent years, some tools had been developed to help organizations in the long path of
sustainability. Decision Support Systems are emerging as a suitable solution in the field of
sustainability planning and control of complex systems [8]. Some of the most prominent
specialized tools are: SAP Sustainability Performance Management (SuPM), Enablon SD-CSR,
SoFicredit360 and STORM. All presented tools offer similar possibilities regarding their reporting
capabilities [9]. Other important tools is OEPI related environmental performance indicators; a
fundamental goal of OEPI is to bridge the gap between various sources and types of environmental
information and users of different backgrounds by providing an integrated information source [10].

3. IT-for-Green project as a CEMIS solution

IT-for-Green is a project coordinated by the Carl von Ossietzky University of Oldenburg joined
with other German universities and business organizations. It is financed by the European Research
and Transfer Network for Environmental Management Information Systems (ERTEMIS). The
principal aim of this project is “increasing the environmental friendliness of companies and their
processes by means of ICT” [11]. The project proposes to research and create a new generation of
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Corporate Environmental Management Information Systems (CEMIS) which is able to support the
company’s decision makers.

The system has different functionalities clustered in three modules [11-13]:

« Green-IT: Organizations have to deal with energy efficiency as a relevant element to reduce
their IT infrastructure carbon footprint and the potential of their climate change impact, through
the optimization of their electricity grid. This module is oriented to support energy efficiency
and data modelling; it helps to calculate the energy requirements of a data center and compares
the results with reference data to optimize energy use and costs.

» Green Production and logistics:This module gives insight on two basic CO2 producing
systems, namely production and logistics. For both systems there is a subsystem that models the
existing processes and non-existing processes, so both can be compared to each other and to
those of other companies.

e Sustainability reporting and communicatioithis module’s goal is to collect and manage
information about the real contribution of companies to sustainable development and
stakeholders’ interaction. The module handles economic, social and environmental information,
necessary to current and future stakeholder demands. Reports are elaborated with the accepted
guidelines GRI G3, but also other kind of reports can be transformed into a schema to be
generated by the application.

IT-for-Green Next Generation CEMIS is built in a modular way and it follows the Service-Oriented
Architecture (SOA). The CEMIS is a service-oriented platform that allows for loose coupling and
bundling of necessary methods [12]. The platform is designed to be open and extensible for new
nodules and services through a workflow-based and service-oriented platform [12, 13]. The
architecture is shown in the figure 1, Green Service Mall is the component that deals with web
services, specifically it is a service repository where the web services can be published and
discovered by consumers to satisfy their necessities.

o Webservice Provider

@ . ° Registration of internal/external services
p
gﬁ‘ ® Develop and register new services

IT-for-Green: Runtime Environment

9 Business-Process-to-Workflow
Module 1: Green IT

flexibl jare Green Service Mall Workflow Engine v &
€xIbIe Monitoring Prognosis ) | = - <3
P 1 1 [ 1 | == o 1B oy
L1 ] \ Sl A —
Module 2: Green Production & Logistics
Databases Event Engine " > © Map business processes to workflows,

Input- Output-Analyses.
Decis on Support

convenient with a graphical Editor

Modules s @ s "x"p — (le D

Integration-DB. Q =
Module 3: Sustainability Reporting & Dialog

Stakeholderdialog Management Reports
Manage
/ User Intertace between CEMIS and User (Web Browser)
9 Define and observe events (Monitoring)
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( I/ usvl | 54
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® Start, pause and stop workflows e Bind events to indicators
% e Standardized workflows due standardized ® Notification on abnormal events (e.g. via
modeling e-mail)

Figure 1: Next Generation CEMIS Architecture.[13]
The Workflow Enginds oriented to map the business process and it allows different tasks such as
adding, updating, and deleting workflows; it is responsible for the system workflow execution and
management, interacting with the service consumer and the workflow editor.
The Event Engine is a component of the CEMIS with the main task to compare pre-established
(environmental) requirements (e.g. water consumption, CO 2 emissions, etc.) with the current
variables’ performance and to detect possible violations and generate warnings and alarm messages
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automatically. TheEvent Engineis composed by different subcomponents like: management,
executor, timer, condition model and Data Access Objects (DAO)USke Interface is the layer
between the CEMIS and the users and can be operated using any kind of web browsers.

Actually IT-for-Green is moving forward to achieve more ambitious goals. The next steps will be
to integrate the prototypes into the surrounding web service infrastructure and the import of
sustainability indicators and the generation of schemes [14]. The integration of IT-for-Green with
other applications is a near future objective.

4. System of Sustainability Performance Evaluation

SySPEis an informatics solution born in 2012, impelled by the necessity of the Cuban energy
sector as representation of Cuban business organizations to respond to internal and external
pressures derived of the inclusion of Sustainable Development concept at business levels, to
support decisions associated to sustainability performance and provide an internal benchmark and
report tool to satisfy stakeholders information requiremeSySPEsupports social, economic and
environmental indicators related directly with organization performance distributed over key areas.
For this the idea of the Sustainability Balanced Scorecard (SBSC) was used, to pursuit the balance
among the perspectives and the economic, environmental and social pillars.

SySPE has three main modules (Figure 2.Data collection:is related to the collection and
storage of indicators information defined by business managers and regulatory standards. The BSC
perspectives definitions belong to this module. Other actions are the update and elimination of
information, those actions will be restricted to a small group of users that could interact with the
module system.

Data Base of other

Data Base
MySQL

Figure 2: SySPE architecture.[15]
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Indicators aggregation:this module allows setting the sustainability indicators defined over the
SBSC perspectives and assign weights for indicators and perspectives to calculate the Corporate
Index of Sustainability Performance (CISP). The CISP idea is synthesized in an index of the
progress or setbacks in corporate sustainability performance, to verify simple and continuously if
the managerial efforts, organizational management instruments and environmental training are
translated into a better or worse sustainability performance. The third modul@rdphic
representation and report generation, allows users and stakeholders to visualize the behaviour of
CISP and sustainability indicators in a period and represent graphically the behaviour of indicators
and indexes.
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The technologies used for application development were various (Figure 2. b), the MySQL, Propel
as Object Relational Mapping, Zend Framework (ZF) was used as rapid web development
framework of PHP 5 implementing the Model-View-Controller (MVC) design pattern, which is the
best current practice to develop modern web applications. [16]. The graphic representation of
reports was implemented using the Business Intelligence and Reporting Tools (BIRT).

SySPEsolution intents to cover a poor explored area in Cuban organizations; linked to the support
of IT to sustainability performance management and business sustainability benchmark. The main
goal is to support sustainability data and indicators to guide business managers and stakeholders to
redirect sustainability issues efforts.

5. Integrating SySPE with IT-for-Green

SySPE and IT-for-Green are two solutions that actually run in different technologies and pattern
designs, IT-for-Green uses a Service Oriented Architecture design pattern and SySPE implements a
Model-View-Controller pattern. In order to upgrade the IT-for-Green solution sustainability
reporting and dialogue module, it is proposed to take advantage of SySPE functionalities and
reporting capabilities. To achieve this goal one question should be answered: How to integrate
effectively two systems that actually run with different design patterns and technologies? A method
of data exchange is needed, that doesn't depend upon a particular programming language or design
pattern.

An effective solution is a web service as a way to expose the SySPE functionalities and make it
available through standard web technologies to facilitating application integration reducing
applications heterogeneity. Web services have become a widely used form of adding depth to
online applications and allow developers write applications that are interoperable with external
services located anywhere in the world [17]. Web services use different web standards like XML
and SOAP to tag and transfer the data, Web Services Description Language (WSDL) is used for
describing the services available and the Universal Description, Discovery and Integration (UDDI)
is used for list what services are available [18].

To establish a real integration between those applications, web services architecture was defined
(see Figure 3).

UDDI

>  Service leglstry

IT-for-Green

Green Service Mall

Service client Web services

JSON Binding JSON
< :

SOAP SOAP

Figure 3: Web services architecture.

Its shows how a service client contacts and discovers the web service in service registry (Green
service mall), the service registry answers with a service description indicating where to locate the
service and how to invoke it. The service provider, SySPE, similarly has to generate service
descriptions for those services and will make its services known by publishing the corresponding
service descriptions in a service registry. The service description is used by the service registry to
catalog each service and search for it when requests arrive from service clients. SySPE validates
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the service request and sends structured data in an XML file, using the SOAP protocol. This XML
file would be validated again by the service requester using an XSD file.

To create the web service Zend Framework will be used, the framework of PHP was used to
develop SySPE application and provide components to work with web services. The components
provided by the framework, for web service creation, are mature and well-designed, they offer
good integration with the rest of the framework and are comprehensively documented; the entire
code is unit-tested and peer-reviewed and there is no licensing fuss around Zend Framework [19].
ZF includes a number of components that enable work with existing web services as well as
creating your own. Zend_Servigarovides a straightforward interface to a number of popular web
savices like: Amazon, Twitter, Yahoo and Google’s services [20].

As a practical example the web service called GET_INDICATORS was defined, to orient the
example in one of the future directions identified by [14] (import of sustainability indicators) as
base of business sustainability performance, to upgrade module three. GET_INDICATORS web
service allows obtaining all the indicators with their respective fields stored in SySPE. For this was
created a PHP class named Services with one function GET_ INDICATORS (Figure 4). This
function establishes the connection with the database executes the query and returns the result in
JSON (JavaScript Object Notation) format.

<?php
class Services {
function GET_INDICATORS (){
$path = realpath(dirname(_FILE ).'/../../config.ini');

Sconfig = new Zend Config Ini($path, 'database'):
$con = new Myapp_ SQLDBCONNECTION () ;
$con->selectdb($config->database, $con->connect($config->server, $config->user, $config->passw
Squery = "SELECT indicadores.idindicador AS id, indicadores.nombre AS ‘name’,indicadores.descr
Sresult = $con->createquery{$query):
$information = $con->getarrayobject ($result);
$json = "{".'""'".'rows'.""'.":'.Json_encode ($information)."'}";
return $json; //INDICATORS

Figure 4: Class services.

ZF allow you to automagically generate a WSDL file based on existing code. To test the WSDL
file a PHP class called client was created (Figure 5). The class defines a function WSDL_call and
use a Zend_Soap_Client by pointing a Zend Soap Client instance at the URL, returning the WSDL
in an XML format to test the service.
<?php
class client {
function WSDL call() {
$path = realpath{dirname(__FILE ).'/../config.ini’);
$config = new Zend Config Ini($path, 'webservice');
$client = new Zend Soap Client($config->service url);
Sca = $client—>GET_INDICATORS();
echo Sca: 1}
$C = new client():
$C->WSDL_call();

Figure 5: Class client to test GET_INDICATORS web service.

The services description (WSDL) was generated for the service created using the class client
(Figure 6). This web service should be published at Green Service Mall, this component is
responsible for the registration of external and internal services offered by IT-for-Green solution to
be discovered by the consumers. This web service is an initial approach to demonstrate the possible
integration of those platforms trough a first example GET_INDICATORS. The web services are a
powerful tool to achieve the real integration and communication between those systems.
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—<definitions name="Services" targetNamespace="http://localhost/siedawebservices/webservices/servicecontroller.php">
—<types>
<xsd:schema targetNamespace="http://localhost/siedawebservices/webservices/servicecontroller.php”/>
</tvpes>
—<portType name="ServicesPort">
—<operation name="GET_INDICATORS">
<documentation>This method return indicators fields</documentation>
<input message="tns:GET_INDICATORSIn"/>
<output message="tns:GET_INDICATORSOut"/>
</operation>
</portTvpe>
—<binding name="ServicesBinding" type="tns:ServicesPort">
<soap:binding style="rpc" transport="http://schemas xmlsoap.org/soap/http"/>
—<operation name="GET_INDICATORS">
<soap:operation soapAction="http://localhost/siedawebservices webservices/servicecontroller.php*GET_INDICATORS"/>
—<input>
<soap:body use="encoded" encodingStyle="http://schemas.xmlsoap.org/soap’/encoding/” namespace="http://localhost/sie
</input>
— <output>
<soap:body use="encoded" encodingStyle="http://schemas xmlsoap.org/soap’encoding/” namespace="http://localhost/sie
</output>
</operation>
</binding>
— <service name="ServicesService">
—<port name="ServicesPort" binding="tns:ServicesBinding">
<soap:address location="http://localhost/siedawebservices/webservices/servicecontroller.php"/>
</port>
</service>
<message name="GET_INDICATORSIn"/>
—<message name="GET_INDICATORSOut">
<part name="return" type="xsd:string"/>
</message>
</definitions>

Figure 6: XML of GET_INDICATORS WSDL.

6. Conclusion/Outlook

Nowadays business need support of IT resources to monitoring, controlling and support decisions
making process as a real imperative in organizations. In the last years different solutions were
developed with diverse functionalities oriented to corporate environmental management and
sustainability. IT-for-Green and SySPE are two solutions emerged of this needs, the first covers the
complete product life cycle and the second allows tracking business sustainability indicators to help
managers to discover which is the overall compliant of sustainability business goals using CISP
and include the perception of the different stakeholders.

The communication and integration between those solutions that run in different technologies and
design patterns to complement and upgrade IT-for-Green solution is possible through the web
services implementation. To partially achieve this goal a web services architecture was defined
among services clients, IT-for-Green and SySPE. A web service GET_INDICATORS was defined
using a bottom-up model were it is possible to implement classes first, and then use a WSDL
generating tool to expose methods from these classes as a web service. ZF was used as WSDL
automatically generating tool based on existing code.

The future direction of this research is oriented to implement the key functionalities of SySPE, the
calculus of Corporate Index of Sustainability Performance and graphic generation as a web service
to be used by consumers of IT-for-Green to analyze the indicators associated to production process,
products or services as internal benchmarking of organizations.
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Sustainability training for SMEs

Meike Cordts’, Karsten Uphoff?, Barbara Rapp®

Abstract

This paper discusses essential results of a research project at the University of Oldenburg. Under
the supervision of the Centre for Lifelong Learning (C3L), the department of Business
Informatics/ Very Large Business Application (VLBA) and the ecco consultancy, SME training
needs in the context of sustainable management were evaluated and translated into a SME-related
qualification concept. Although the topic of sustainability is particularly important for SMEs, it is
an enormous challenge for the majority to develop their employees’ skills and competencies in this
area. As yet, the external education to support sustainability management in SMEs is hardly
developed — this includes specific training needs for various sustainable management aspects.

1. Sustainability in SMEs — a topic for part-time qualification

Profound socio-ecological changes compel companies to deal with strategies that enable them to
face current and future social challenges. In this context, sustainable management plays a crucial
role as a key prerequisite of sustainable design and orientation of companies. While large
companies create specialized positions to work on these topics — know how, financial and human
resources are missing in small and medium-sized enterprises (SMEs). In addition, precise and
practical ideas on how to transfer sustainable management into SME-business reality are rare and,
if existent, more of a theoretical and abstract nature — all in all the practical implementation is still
an enormous challenge especially for SMEs.

One of the latest studies exploring training needs of SMEs is [1]. Nearly all responding SMEs
mentioned a lack of knowledge on how to change and adapt their business model including their
competencies, the attached processes and activities in changing markets and economies.

Facing such challenges, SMEs are in the urgent need of dealing with long-term-sustainable
business strategies and the implementation of sustainable structures and processes. Nevertheless,
the external education supporting an appropriate sustainability management in SMEs is a, so far,
surprisingly untapped instrument (see [2]). Internal SME qualification- and training-options are
very limited and the external provision of skills is insufficiently developed. From a current
perspective, specific training needs e.g. for different aspects of corporate governance (such as the
efficient use of energy, the promotion of cultural diversity and tolerance within the company or the
socially and environmentally responsible management of the value chain) cannot be satisfied.

Existing pre-employment education offers for sustainable management in SMEs only focus on
solitary aspects. Innovative, practicable, part-time and integrated qualification offers that put their
attention to a complete, integrated and SME-compatible sustainability management are currently
not available.
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2. Background and objectives of the proposed model project

The project “Sustainability Learning Lab” (SLL) under the supervision of the Center for Lifelong
Learning (C3L), the department of Business Informatics/ Very Large Business Application
(VLBA) at the University of Oldenburg as well as the ecco consultancy wants to give an answer to
the sketched qualification gap in SMEs. Therefore relevant qualification needs were evaluated and,
as a result, translated into a corresponding educational concept. In the long run, the project focuses
additionally on two long-term goals: the development of a holistic innovative education offer in the
field of sustainability for SMEs and for the short term the development of innovative methods of
IT-based learning (e.g. simulations and scenarios).

The initial question of the project was: How can sustainability be established and implemented in
SMEs in a long-term perspective? In this context, the employees’ qualification plays an important
role as it influences the companies’ processes and culture for a long time — this is in clear contrast
to the only superficial and short-lasting concepts that can be found in most of the companies that
deal with this subject by now. A serious challenge for companies is the transfer of knowledge and
competences to employees at different hierarchy levels with heterogeneous qualifications and
backgrounds that form the basis for an integrated sustainability management. For this reason, the
key qualification elements in this project focus on different target groups:

e Management/the strategic level (‘the big picture’): The SME-Management should understand
the key sustainability drivers and opportunities for the organization. The correct targets must be
set and effective sustainable steps must be initiated.

e Execution and alignment through quality, energy or environmental managers (ISO 9001;
14001; 50001, etc.): The transformation to a more sustainable company is usually a process of
evolution in management systems. By using the existing infrastructure and processes of these
systems, significant changes can be achieved.

e Operational Departments, such as purchasing, manufacturing or sales: In these departments
“everyday business decisions” are being made. On this level, decisions about the detailed
content and design of sustainable processes are in the focus.

Especially small companies do not have time and knowledge to provide the qualification necessary
for all these employees by themselves. This is why the project SLL focuses on a tool that was
rather neglected in the area of sustainability by now: the demand-oriented external training of
employees with a focus on practice. Therefore, the project aims at establishing a holistic
qualification system, which supports the implementation of an integrated sustainability
management and keeps the specific needs of SMEs (with all its different actors) in focus.

On the project level the early integration of companies in workshops and events guarantees the
active participation of the major target group of SMEs in the project and supports the practical
relevance of the project results. In this context the project does not only focus on the content but
also the design and structure of a possible qualification program. This includes didactical elements
as well as tools (e.g. IT-support) and learning locations which can be found inside as well as
outside of a company.

3. Some obstacles and success factors

As one overall conclusion we can assume that successful sustainability needs generalists who bring
their expertise to sustainable development in a holistic approach (e.g. to give orientation) and
specialists who contribute concrete sustainable-related ideas into enterprise department-units.
Corresponding processes are not running without resistance and require specific implementation
expertise. Required qualification offers providing these skills, should be able to deal with these
hurdles and success factors.
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3.1.The right content

In the sustainability related competence discussion, the distinction between core (cross-)
competencies and domain or job specific skills can be found (see [3], page 8). What skills to be
addressed, how they can be taught by teachers and how to use them, raises a wide range of
development tasks and research questions.

An important (qualification) success factor is the finding of relevant sustainable tasks for different
levels of action:

e Cognitive, reflexive and communicative actions: e.g. understanding significant developments
relevant to enterprise sustainability, the development of entrepreneurial concepts and decision-
making processes; goal-setting processes, creative thinking processes.

e Instrumental actions (implementation of closed-end workflows): e.g. compliance with
sustainability in procurement and product development, performing control procedures in the
supply chain etc.

A knowledge of both levels (process and content knowhow) should be provided. The main
challenge is to provide an adequate qualification concept that is integrating the knowledge of
different perspectives on the topic of sustainability.

3.2.0rganization of qualification

Unsuitability and hence a lack of use of qualification for sustainable management in SME-business
is the status quo. In functional areas such as controlling, R&D, human resources or marketing,
sustainable qualification isn’t perceived and used as a tool to solve future challenges.

As a consequence it is important to ensure that the qualification concept fits the formal booking
requirements of SMEs’ functional organization units: last minute booking, close location of the
venues, reasonable costs etc. Furthermore SMEs are requiring in particular a good (academic) care
during and after the qualification events.

3.3.Methods

The success of qualification offers ultimately depends on the design of the qualification
arrangements, used methods and the nature of the learning situations and case studies. So the
competence-enhancing qualification arrangement has to answer different questions:

¢ Qualification arrangements and the used methods should be aligned action-oriented. In what
way succeeds an action-oriented qualification offer that fits the (reciprocal) relationship
between strategic level know how and concrete action?

e It should be learned in the course of concrete entrepreneurial tasks. In what — at best holistic —
way should different levels (in the sense of knowledge integration) of the qualification concept
map relevant processes and fit them with necessary knowledge transfers?

e Because of lengthy and complex decision contexts subjects should be taught in forms of self-
regulated and collaborative learning arrangements. Which forms of learning meet these self-
organizational and social requirements?

The essential, often in literature discussed pros and cons of blended learning approaches (cf. [4] or
[5]) will not be discussed here.

4. Concept and methods of the sustainability training approach

Large companies already deal with sustainable challenges, albeit in a very superficial way; SMEs
rarely cope with it. For small companies, transforming the very abstract and theoretically discussed
topic of sustainability into practical use with realizable objectives and actions is quite difficult.
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Additional obstacles SMEs are facing in the daily business are the limited time and restricted
financial resources. Developed qualification concepts and methods should be able to deal with
these restrictions.

In view of the already outlined conditions under which SMEs act and taking the identified hurdles
and success factors of necessary qualification concepts into account, specific solutions are required.
A further special challenge is the diversity of the target group, which consists of employees from
staff or management departments as well as operating departments, e.g. purchase or marketing (cf.
chapter 2). All of them should be involved in a sustainability concept claiming a holistic approach.
All potential participants bring in different levels of knowledge as well as personal qualities and
preconditions into the learning situation. Additionally, the individual goals connected with a
qualification program differ extremely between these groups. This leads to the assumption that a
flexible organization and design is a major necessity of the project results which need to meet the
requirements of a strongly heterogeneous target group. Another central challenge relates to the
curriculum and its’ adequate design regarding the content. It shouldn’t be overloaded with content
and the flexible integration of the planned modules should be ensured. Furthermore, there should
be time for joint discussions, as this is one the main success factors of successful blended learning
concepts.

In order to meet these conditions, a qualification concept for SMEs should be developed, which
contains the important environmental, social and economic issues, uses existing educational
opportunities and potentials and considers general requirements of SME learning situations (places,
times, shapes etc.). These requirements should meet with the following technical and
methodological ideas, inter alia:

e Transfer of skills supported by simulation games: Simulation games are one of the most
applied training methods in the area of economic qualification. They highly meet the afore
stated requirements: multidisciplinary and cross-functional transfer of knowledge, individual
training and experiencing sustainable management as well as the demonstration of the cross-
linked character of sustainability in different operational areas and markets.

e Learning labs with real data, topics etc.: This very specific instrument offers the possibility to
model, test and reflect sustainable processes. Amongst others, sustainability strategies,
scenarios and decisions on how to design business processes can be tested by simulations and
be reviewed regarding their sustainability related consequences. For this purpose the corporate
environmental information systems, developed at the department of Business Informatics I/
Very Large Business Applications (VLBA) at the Carl von Ossietzky University of Oldenburg
are being systematically adapted.’

e Technological education design: Currently, e-learning technologies and web-based applications
enjoy a high degree of attention in the transfer of qualifications and knowledge. At this point it
is important to state, that e-learning-concepts must not replace but complement human
interaction.” Nevertheless most contents can be displayed perfectly in the way of e-learning.
Main advantages are that learners can work on modules and tasks in their own pace, modules
and lections can be designed interactively and less attendance days can reduce individual
inhibitions. As a total effect, e-learning can lead to a higher quality of learning. This is why in
this project special assessment technologies (for the evaluation of individual and corporate

* At the University of Oldenburg new solutions for corporate environmental information systems in the project IT-for-
Green are being developed. These systems are able to depict interdependencies of economic, ecological and social goals.
They are an important base of the software used in the project. Cf. www.it-for-green.eu.

5 A main challenge lies in the task to not overloading the curriculum, to create space for common discussion despite of
the blended learning concept and to guarantee the intended interlocking of the modules.

52



Proceedings of the 28th Envirolnfo 2014 Conference, Oldenburg, Germany September 10-12, 2014

qualification demands in the field of sustainability) to be used in combination with intelligent
e-learning offers and tutorial learning systems.

e To offer studies independent of time and place, qualification programs are to be designed
according to blended-learning concepts. This means that phases of independent learning are to
be combined with phases of attendance and web-based cooperative learning in a way that
permits flexible and participant-oriented studies.

e Arranged exchange of experience: To confirm attained knowledge and reflect the experiences
made, an exchange among learners and between learners and teachers is an indispensable
element of a blended-learning concept. At this stage, the critical debate on the subject of
sustainability and the transferred knowledge is a crucial factor.

e Attendance by mentors: Throughout the whole learning process and especially the phases of
independent learning the attendance of a mentor that contributes methodical know-how and
expertise is to be ensured by the provider of sustainability education.

The central project idea is the development of the above outlined learning lab, which will be
discussed in more detail in the following. Learning labs are innovative places of learning, in which
problem-solving-skills can be proved in a practical way. Therefore, individual trying, experiencing
and reflecting is in the focus, similar to a workshop. The main idea is that theoretical or abstract
knowledge is being translated into management practice which in the end leads to the development
of new competences of the employees. The sustainable learning lab offers the chance to model
decisions and processes in the company, to put them to a test and to reflect them. Sustainability
strategies can be tested, business process creation may be simulated and its impacts are examined.
To this purpose, IT-simulation- and scenario-planning-tools have to be designed. These give the
opportunity to reduce the complexity of processes and to make them more transparent. Therefore,
important instruments are e.g. the CEMIS developed in the research project IT-for-Green that can
be used specifically for the required purpose.

The purpose of a learning lab is to prepare participants for decision making in complex
surroundings and to arouse skills for the handling of complex decision making processes. Some
features of the mentioned Learning Lab tool are outlined exemplarily in the following:

e Main purpose is to simulate decisions and strategies, comparable to corporate strategic
planning simulations. This can be done individually or in small teams to understand the
dynamics of interconnected elements (e.g. sustainability, consumption of energy and resources,
employee’s behaviour or similar) and to find solutions in a systematical way. Furthermore, the
concept is supposed to provide opportunities to reflect self-made decisions and to initiate
learning processes on this basis. In connection with the new CEMIS technologies and their
possibilities of simulating and building scenarios, the subject of sustainability management and
strategy can be communicated on a concrete database.

e The learning lab is an innovative combination of technologies and methods to simulate
decision making processes in complex systems. By means of special software-based miniature
copies of reality, learning labs reproduce surroundings of complex decision making processes
and enables learners to experience the consequences of their decisions and strategies in virtual
simulations.

e A learning lab process is of a circular nature and consists of three phases: conception, testing
and reflection. Participants have the possibility to experiment in this this surrounding to
understand the dynamic of interconnected elements (e.g. sustainability, energy and resource
consumption, behavior of employees) and to develop systemic solutions.
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5. Conclusion

SMEs have to deal with long-term sustainable business strategies and concrete operational
sustainability tasks. External SME based qualification offers are a relatively untapped instrument,
as internal SME qualification- and training-options are very limited. All in all there is a lack of use
of qualification for sustainable management in SME-business.

Against this background, the project’s objective is to create a qualification offer, which contains
(SME focused) lifelong learning aspects, interdisciplinarity as well as diversity in the choice of
methods and (as a result) provides concepts for problem-solving knowledge, systematic-cross-
linked thinking and concrete domain specific skills.

The currently developed SLL is a qualification concept which can reflect the effects of sustainable
management by an IT-based simulation and scenario technique. The SLL closes the existing gap
between necessary reflexive and communicative (decision-making) and concrete action
(performance) know how.

To the end, it is important to highlight that there does not exist the optimal way or embodiment of a
sustainability concept in enterprises, but an individual way has to be found by employees
themselves. Therefore, a qualification program should prepare the participants to make decisions in
complex situations and teach them necessary skills and attitudes.
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Preparation of a Biomass Potential Map

Soénke Miller!, Torge Steensen?, Olaf Biischer’, Michael Jandewerth®

Abstract

Achieving a fossil-resources-free power supply requires an exploration of alternative, renewable
energy sources. Over the last years, biomass has become an important component of this
endeavour and its consumption is rising steadily. Common sources of biomass are agricultural
production and forestry but the production of these sources is stagnating due to limited space. To
explore new sources of biomass, for example in the field of landscape conservation, the location
and available amount of biomass must be obtained. Normally, there are no reliable data sources
that give information about the objects of interest like hedges and vegetation along streets,
railways, rivers and field margins. There is a great demand for an inventory of these biomass
sources which could be answered by applying remote sensing technology.

To generate that kind of spatial information, satellite imagery is used in combination with area-
wide available GIS and elevation data. The multispectral satellite images are assumed to have a
low spatial resolution of 10-20 m and spectral bands corresponding to the Sentinel-2 spatial and
spectral configurations. For GIS data, the German Digital Landscape Model (ATKIS Base-DLM),
containing roads, field boundaries and waterways, supports the mapping allowing for deduction of
potential biomass objects located beside GIS objects. To allow a quantitative estimation of the
biomass volume, a digital surface model (DSM), produced from raw LIDAR data, is utilized.

1. Introduction

Renewable energy sources are key components in reducing the consumption of limited fossil fuels.
As opposed to coal and gas, the generation of power through solar energy, water, wind or biomass
does not unlock carbon dioxide (CO,) that has been buried in the ground for the last millions of
years and, hence, does not effectively add CO, to the atmosphere in the medium to long term.
Because of this lack of net-created CO,, research has focused on exploitation of such energy
sources over the past years ([3], [5], [6], [8]).

Biomass is a key player is this suite of renewable energies as it is abundant on most land areas and
has the potential to re-grow in a few months to years. Prime targets for biomass production are
forests and agricultural areas but due to a limited extend of these, alternative vegetation sources
need to be identified.

The biomass objects of interest are vegetation stripes alongside streets, railways and waterways,
unploughed stripes that separate fields and in general hedgerows (see Figure 1 for examples). The
objects have elongated shapes with a limited width in the range of 5 to 20m and can be found in a
range of places resulting in a great potential as biomass energy source.

We further separate these types into ligneous, graminaceous and herbaceous vegetation. These sub-
categories have an inherent consequence for the growth pattern, hedge type and size of the
respective plants and the amount of biomass produced in a given temporal interval.
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The maintenance of these biomass objects works normally as follows: vegetation alongside streets
is trimmed to keep a special shape that allows traffic to pass while vegetation alongside fields is
sometimes maintained by farmers but in most cases very irregular. A central collection system of
the accruing biomass only exists in few areas. The approach presented here will address that point.

To estimate the biomass potential of these areas, a detailed map of the amounts of vegetation is
required. As no local information is available, we use a combination of low-cost data sources to
calculate the necessary information. First, a vegetation height map is created utilising LIDAR data.
This map will then be compared to aerial imagery (AISA Eagle), which we have as a substitute for
the upcoming Sentinel-2 data. A spectral unmixing of the comparably large pixels (10 to 60 m) is
done using the Sequential Maximum Angle Convex Cone (SMACC) approach. With the
endmember specifications and the determined vegetation height, we are able to derive the biomass
volume. This data, in turn, will allow the analysis of potential regions where the usage of the
existing biomass is feasible for energy production.

Our test site is located close to the city of Bottrop in North Rhine-Westphalia, Germany. It
comprised a rural area with intensive agricultural use but also contains parts of a natural preserve.

Figure 1: Examples of target objects in test site: vegetation alongside streets (left and middle),
unploughed strips (right).

2. Related Work

Normally only agricultural crops and forest vegetation are considered in remote sensing approaches
that deal with biomass feedstock production. A good overview about these approaches can be
found in [1] where concepts, methods and commercial software are reviewed for the monitoring of
energy crops.

However a few approaches are existing that deal with small biomass units in contrast to the
common agricultural crop production and forestry. In most cases, additional information is used for
these approaches in form of height information in order to increase the recognition rates. In the
following some ideas of approaches that deal with small biomass units are reviewed.

A combination of LIDAR data and airborne images to estimate biomass and volume of shrub
vegetation is used in [5]. Features of both data sources serve here as input to a regression model.
The results show good accordance of the estimations and ground truth data.

The application of a two-stage approach based on spectral information from SPOT satellite images
to retrieve an estimation of woody biomass can be found in [6]. In the first stage the author
classifies the images with a Maximum Likelihood classifier to find regions of arboreal, shrub and
herbaceous vegetation. The second stage of the approach is aimed at finding an analytical model
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representing the relationship between vegetation parameters like tree height and stem diameter and
the spectral SPOT information by correlation analysis.

An existing known model that estimates the carbon content of single pine trees with tree height and
crown diameter as parameters is applied in [8]. In airborne LIDAR data tree crowns are identified
with an adaptive technique of Local Maximum Focal Filtering resulting in the two variables
necessary for the carbon model.

Considering SAR data, the potential of TerraSAR-X High Resolution Spotlight images to classify
grasslands, herbaceous, trees, shrubs and flower strips into different classes is investigated in [3].
The author processes a time series of six images of one year and successfully applies a Random
Forest classifier. For woody structures the approach delivers producer's accuracies above 80 %.

3. Strategy and Data Description

3.1. Strategy

In our work, we present an approach dealing with small units of biomass that can be detected using
a combination of two data sources. For the first data source, the spectral information, we assume
low spatial resolution satellite data of about 10-20 m Ground Sampling Distance (GSD) which has
the advantage of being cost-effective and nearly area-wide available. This data source will provide
the qualitative identification of vegetated areas.

Although data in the range of 10-20 m GSD exists, our approach aims at using Sentinel-2 data that
will be freely available from 2015 and has a setup of 13 spectral bands. Therefore, we simulate
corresponding data using measurements from an airborne line scanner with similar spectral bands.

The second source of data is height information in form of digital surface models (DSM). This data
can be derived directly from LIDAR acquisitions or through stereo matching of aerial images that
are normally widely available. In this secondary data, we are able to quantitatively analyse the
vegetation detected earlier in terms of height, volume and mass. For our test site, we use LIDAR
data that was acquired synchronously to the line scanner flight.

Both data sources are processed to indicate biomass potential: Spectral unmixing is applied to the
spectral data to generate qualitative biomass indicators while the LIDAR data is used to produce a
digital surface model as quantitative biomass indicator. Both processing steps are described in
detail in the next chapter. The result of the processing is an information layer stack that enables an
exact estimation of the biomass amount. In this part of the study, we build the biomass potential
map to outline the vegetated areas that can be considered for energy production. The amount
estimation, the amount prediction and an economic analysis including logistic aspects will be the
topic of follow-up research.

3.2.AISA Eagle

The AISA Eagle sensor is a passive hyperspectral airborne line scanner that works in a spectral
range of 400-970 nm and separates, depending on the image rate [images per second], up to 488
spectral bands. For our experiments, a configuration of 107 spectral bands in a range of 431-926
nm with a spatial resolution of 0.5 m is used. The bandwidths in our test dataset of the single bands
lie between 4.27 nm and 4.81 nm. The single strips for our test site are preprocessed by the data
provider to an image mosaic. The flight height was at 800 m above ground. Sample data is
illustrated in Figure 2a.
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3.3.LIDAR

Synchronously to the recording of hyperspectral information, a RIEGL LMS-Q680i full waveform
laser scanner was used to acquire height information. The height information is delivered in binary
LAS file format, a public file format for the interchange of 3-dimensional point cloud data (see
[2]). The LAS file format supports up to 15 return pulses per outgoing pulse. The differentiation of
the return pulses is important for dealing with vegetation, because vegetation objects typically
deliver more than a single return pulse due to the intertwined leaf and branch structure. Sample
data is illustrated in Figure 2b.

Figure 2: a) CIR bands of AISA Eagle input data b) LIDAR input data c) simulated Sentinel-2 data,
10m GSD

4. Methods

4.1.Vegetation height map

To generate vegetation height information from the raw LIDAR data, a classification into ground
and non-ground points on the basis of the recorded return pulses is applied. The procedure works as
follows: If the return signal of a single LIDAR point contains more than one return, the first return
represents the surface of vegetation and the last pulse represents the ground. If vegetation exists,
the height above ground is calculated by building the difference between the first and the last pulse.
If a LIDAR point lies on soil or sealed areas the height is set to zero.

Normally LIDAR points are acquired in an irregular distribution, but, for our application, a regular
distributed vegetation height is needed to assign a vegetation height to each pixel. To achieve this,
all existing LIDAR points are utilised to span a TIN (triangulated irregular network). At the
positions of a regular raster, the height values are linearly interpolated to the TIN data set. The
LIDAR point cloud we use at our test site is very dense compared to the spectral data, resulting in a
negligible interpolation error.

4.2.Sentinel-2 simulation

Sentinel-2 (see [4]) will be a pair of two satellites with the start of the first satellite planned for
2015. Sentinel-2 will deliver data in the visible, near infrared and shortwave infrared spectrum
comprising 13 spectral bands: 4 bands at 10 m, 6 bands at 20 m and 3 bands at 60 m spatial
resolution, with a swath width of 290 km. Sentinel-2 will be placed in a 5 day repeat-cycle orbit
what guarantees a high degree of data availability.

In the following, the simulation procedure of Sentinel-2 data based on a hyperspectral AISA Eagle
dataset is described. In comparison to other data simulation approaches (see [9]), where complex
sensor models are known and used, a simplified method is applied here.
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Firstly, corresponding bands between the source (AISA Eagle) and target dataset (Sentinel-2) are
determined. For example, band 1 of Sentinel-2 covers a bandwidth between 433 nm and 453 nm.
All AISA Eagle bands that lie in this range, bands 2 to 6, form the basis for the simulation. The
complete band mapping is shown in Table 1.

Secondly, pixel values (digital numbers, DN) are calculated for each of the 9 Sentinel-2 simulation
bands according to Equation 1, where t; is the band number of the target dataset, s, the band number
of the source (AISA Eagle) dataset. Afterwards all DN values are normalised to a range between 0
and 1 to compensate the different amount of AISA Eagle bands that lie in the range between 3 and
24 bands.

nmax
DNy = > DNg

N=Npin

1)

Thirdly, a spatial resampling of the simulated bands is done to get the desired target resolution of
10 m, 20 m or 60 m. In Figure 2c, the simulation results for bands 2-4 with a spatial resolution of
10 m are illustrated.

Sentinel-2 Accumulated AISA Amount of Target spatial
simulation data Eagle bands AISA Eagle resolution [m]
band number bands

1 2-6 5 60

2 8-21 14 10

3 26-33 8 10

4 49-55 7 10

5 60-62 3 20

6 67-69 3 20

7 76-79 4 20

8 78-101 24 10

8b 93-96 4 20

Table 1: Corresponding AISA Eagle bands for Sentinel-2 simulation.

4.3.Spectral unmixing

Due to the limited spatial resolution of the Sentinel-2 simulation data and objects of interest that are
smaller than pixel size, the application of multispectral classification at sub-pixel level is limited or
difficult. The smallest objects of interest, for example vegetation alongside streets and unploughed
strips, have a width of no more than 3 to 5 m. Thus, a single image pixel represents a mixture of
reflectance values of several materials.

In contrast to classification methods that assign the most probable class to each pixel, spectral
unmixing decomposes a mixed pixel spectrum into a collection of constituent spectra, called
endmembers, and a set of corresponding fractions, or abundances. Endmembers represent the
reflectance characteristics of pure material reflectances, for example water, soil, vegetation and
street surfaces. Spectral unmixing works in two steps: An initial endmember detection followed by
the spectral unmixing itself.

For our experiments, a powerful endmember detection approach called Sequential Maximum Angle
Convex Cone (SMACC), that is available in the software ENVI, is used. SMACC ([7]) works with
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a convex cone model (residual minimization) and selects unsupervised existing endmembers in
image data.

SMACC starts with a single endmember and increases incrementally in dimension. The data vector
that builds the maximum angle with the existing endmember is taken as additional new endmember
and extends the endmember set. The algorithm ends, if the maximum number of found
endmembers is reached or if the maximum relative error is below a specific threshold. In Figure 3
on the left hand side, the development of the maximum relative error in relation to the number of
endmembers is illustrated. It can be seen that the maximum relative error converges starting from
an amount of 4 endmembers.

For the second step, linear spectral unmixing (LSU) is applied that works with a linear mixture
model according to Equation 2, where DN is a pixel value, N the number of endmembers, a; the
abundance of endmember i and s; the spectrum of endmember i. According to Equation 3, the sum
of all abundances for a unique pixel has to be 1.

DN = Zaisi (2)

N
2.3 =1 @

This approach results in abundance maps, the extracted endmember spectra (Figure 3 right) and
mapping information about single endmember locations in the image.
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Figure 3: SMACC output, behaviour of the maximum relative error (MRE) according to the
number of endmembers (left) normalized pixel values (NPV) of endmember spectra (right).

4.4.Potential map

As final step, the biomass potential map is set up as a multi-layer image of biomass indication
information. The map is based on the result of the spectral unmixing and the DSM. Other
additional spatial information like GIS data about streets, railways and waterways can also be used
as hint for the existence of biomass objects of interest in our definition.

Since the spectral unmixing works unsupervised, all abundance maps have to be manually checked
if vegetation relevant for our objects of interest is represented. In Figure 4a and b two abundance
maps indicating relevant biomass are illustrated where dark pixels correspond to 0 % and white
pixel to 100 % of endmember membership of a pixel.
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The vegetation map that is calculated from the LIDAR data is taken directly as biomass indicator,
as illustrated in Figure 4c. Dark pixels correspond to no vegetation, white pixels represent the
height of vegetation.

Figure 4: a) Endmember 4 representing vegetation and trees b) endmember 8 representing
vegetation on fields c) vegetation height map.

5. Evaluation

The proposed approach is applied to test data from a test site in Germany, close to the city of
Bottrop in North Rhine-Westphalia. The test site is located in a rural area with intensive
agricultural use but contains also parts of a natural preserve.

To evaluate our approach, a vegetation map based only on the spectral unmixing results without
use of height information is compared to a vegetation reference map based on LIDAR data. The
vegetation map is a binary map considering all relevant abundance maps that are selected manually
as described before. A pixel of the vegetation map is set to 1 if one or more abundance maps
contain values > 50 % at this position.

The vegetation reference map also contains binary information of pixels containing vegetation
larger than 0.3 m. Both maps are compared pixel-wise and 74.5 % of the reference vegetation
pixels are recognized by spectral unmixing (cp. Figure 5). Considering the vegetation map 69.8 %
of all pixel are correct vegetation compared to the reference, while 30.2 % are no vegetation in the
reference.

Figure 5: Vegetation map as result of spectral unmixing (left) vegetation reference map (right)

In terms of single biomass objects of interest, an evaluation is difficult because of rare reference
data. The vegetation height map (Fig. 4c) is a very precise and valuable data source and nearly each
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biomass landscape conservation object is contained in the data. By combining all information in a
biomass potential map, to be done in a follow-up study, it will be possible to enable the detection of
most landscape conservation objects of interest.

6. Conclusions

Our approach aims at mapping new alternative sources of biomass for energy production in
contrast to common renewable energy sources. Exploring landscape conservation elements for
energy production has a great potential. Some existing running pioneering projects work already
with great success. To reduce data costs for the mapping task, a combination of Sentinel-2 satellite
data, that will be freely provided in combination with height data, is proposed. Realistic sources to
generate height information are widely available orthophotos and LIDAR data. Our result, a
collection of biomass potential layers, builds a stable basis for a subsequent biomass amount
estimation that is necessary to enable the harvest of biomass landscape elements.
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Wind Power Prediction with Cross-Correlation
Weighted Nearest Neighbors

Nils André Treiber, Oliver Kramer’

Abstract

A precise wind power prediction is important for the integration of wind energy into the power
grid. Besides numerical weather models for short-term predictions, there is a trend towards the
development of statistical data-driven models that can outperform the classical forecast models [1].
In this paper, we improve a statistical prediction model proposed by Kramer and Gieseke [5], by
employing a cross-correlation weighted k-nearest neighbor regression model (x-kNN). We
demonstrate its superior performance by the comparison with the standard u-kNN method. Even if
different pre-processing steps are considered, our regression technique achieves a comparably high
accuracy.

1. Introduction

In the past, Kramer and Gieseke developed a prediction model that is exclusively based on wind
power time series measurements [5]. In this model the predictions task is formulated as
multivariate regression problem that considers the time series of neighboring turbines for a
particular target turbine. In this line of research, we employed linear regression, support vector
regression and k-nearest neighbor (kNN) regression. The main result is that there is in general no
regression technique, which provides the highest accuracy for all cases. Rather, it depends on the
surrounding terrain and the wind conditions, which method provides the most accurate prediction.
In addition, the selection of appropriate features has an important part to play [7].

In this paper, we introduce a new method, called x-kNN model. The cross-correlation between the
particular neighboring and the target turbine defines its contribution to the prediction in kNN
regression. We compare our model with the uniform KNN method (here called u-kNN), whose
most appropriate features have been found by testing all possible pattern combinations. Moreover,
the exclusive consideration of the cross-correlation of the turbines is discussed. In addition, we
show that our model is also superior if the inputs of the classical regression model have been
reduced by a principle component analysis (PCA).

2. Related Work

In his thesis, M. Hall demonstrates that an appropriate feature selection can be performed via a
correlation analysis [3]. Thereby, features should be highly correlated with the label, but
uncorrelated with the label. A correlation-based kNN algorithm for classification tasks is
introduced by Xinran and Xiang [6]. In a more general way, the contribution of the neighbors for
classification and regression tasks can be weighted with regard to the distance in feature space, so
that nearer neighbors contribute more than more distant ones. This implementation is discussed in
the paper written by Dudani [2].

! University of Oldenburg, 26111 Oldenburg, Germany, nils.andre.treiber@uni-oldenburg.de and oliver.kramer@uni-
oldenburg.de, Department of Computing Science
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3. Wind Data Set and Prediction Model

3.1.General Time Series Model and u-kNN Regression

We formulate the prediction as regression problem. Let us first assume we want to predict the
power production of a target turbine only with its time series: The wind power measurement
x' = p,(t") (pattern) is mapped to the power production at target time y* = p,(t* + 1) (label). For
our regression model, we assume to have N of such pattern label pairs that are basis of our training
set T={(x%,y), ..., (x",y™)} and allow via a regression to predict the label for unknown patterns.
One can assume that this model generates better predictions, if more information of the time series
is used. For this reason, we extend the pattern by adding past measurements p(t — 1), ...,p(t — )
withu € N,
X/Mamy
— —
---‘p(t-3) |p(t-2) | p(t-1) :p(t+1)|p(t+2)-p(t+4)‘
| | | t
|

=2 1| A=3

Figure 1: General time series model. The parameter A describes the time horizon of the prediction.

To catch some spatial-temporal dependencies, we also take the features of the times series of m
neighboring turbines into account, which are generated in the same way as for the target turbine.

p(t—2)
x1(t) = | pr(t—1)
pi(t)

p2(t—2)
Farget xz(t) = | p2(t—1)
t)

y=pe(t+2)
pa(t —2)
x3(t) = | ps(t—1)
p3(t)

xa(t) = (m(/ =i
pa(t) @

Figure 2: Setup with 4 neighboring turbines and 3 past measurements. This results in a
15 —dimensional pattern [(4 + 1) - 3 = 15].

After defining the mapping, the goal is now to find a regression function f that provides good
predictions to an unseen pattern x’. In the u-kNN regression method, the output of x’ depends on
the k-nearest patterns in the training set, found by calculating the Euclidian distance dist(xi,x’) to
all existing patterns. Finally, the label is given as arithmetic average of the corresponding k labels:

1
finn(x) = EZ Vi
IENK(x))

with the set Vi (x") that contains the k-nearest neighbors of x'.
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3.2.Data Set

For our experiments, we use the freely available wind data set of the National Renewable Energy
Laboratory (NREL), which is part of an integration study for wind and solar energy in the western
part of the United States [8]. On the NREL website, a GUI allows to download the time series of
the generated power with a time resolution of 10 minutes for 32,043 turbines. In this paper, we
decide to predict the output of three arbitrarily selected wind turbines near Casper (WY, ID:
23167), Comanche (WY, ID: 8419) and Tehachapi (CA, ID: 4155).

4. Cross-Correlation Weighted kNN

Before we go into detail, it is worth mentioning that the measured power measurements p,, of all
turbines are in the same interval p, € [0 MW, 30MW]. Therefore, a normalization preprocessing
has not to be done, regardless of the particular KNN implementation. In our X-kNN variant, the
inputs do not contribute equally to the label, but are weighted according to the cross-correlation
with the target:

P p, (ti) pe(tt + 2)

\/Zéil(pk(ti))z IV (pe (£ + D)

If the cross-correlation coefficient is high, the turbine gets a major influence for the prediction by
expanding the corresponding dimension in the regression model. Each feature of the pattern is
weighted with the cross-correlation coefficient to the power of [:

Xcorr (Pt Dk) =

Xk =Pk |xcorr(pt; pk)ll

with an index k representing a neighboring turbine j = 1,2, ...,m or the target itself. The power [
controls the strength of the cross-correlation weighting.

5. Experimental Details and Results

5.1. Training and Evaluation Details

Every tested kNN model is trained by using data from the year 2004. To speed up the training
process, only every fourth time step is taken into account. Despite a smaller training set it is
guaranteed that wind conditions at different seasons are included. For finding an appropriate value
of the parameter k, we implement a two fold cross validation and test values of k in the interval
k=[10, 20, 30, ..., 130]. For the evaluation, we test our models on the year 2005 and determine the
mean square error (MSE) of the forecasts y* with the measured power outputs p,(t") for the N
forecasts:
1 tend
MSE = Ly(pe(th-y") =5 Z (pe(t)-y)°
i=tstart

We compare the MSE of our prediction models with the persistence model assuming that the wind
speed does not change in the forecast horizon. This naive model is quite successful for short time
horizon predictions and not easy to beat [9].

In the experiments, we do not include past measurements, i.d. 4 = 0. The additional neighboring
turbines are selected with an automatic algorithm that determines turbines around the target, which
are spatially well distributed. With a focus on one hour predictions and given mean wind speeds of
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about 8.5 m/s, we consider neighboring turbines in a distance of 30 km from the target turbine.
Finally, we determine m=12 neighboring turbines for each target.

5.2.Measurement of the Cross-Correlation between Target and Neighboring
Turbines and the Target Itself

Before we compare the different regression models, we determine the cross-correlation coefficient
Xcorr € [—1, 1] between the time series of the target and the neighboring turbines x,,(p¢, p;) and
between the target itself x.,.--(p¢, pe) for all measurements in year 2004.

Table 1 shows that there are high correlations x,-(p;, p;) for the turbines in Comanche. In
contrast, the correlation in Tehachapi varies quite strongly.

turbine Xcorr (Der Dt) Xcorr (Per pj) Xcorr (Dt pj) Xcorr (Dt pj)
min max mean
Casper 0.902 0.529 0.800 0.678
Tehachapi 0.930 -0.029 0.775 0.555
Comanche 0.873 0.785 0.826 0.815

Table 1: Cross-correlation coefficient for the target itself x... (p¢, p) and for the target and the
neighboring turbine x.,(p¢, pj). The coefficient is shown for the turbine j with the lowest/highest
correlation. The last column includes the average correlation coefficient.

5.3.Results for x-kNN Regression

After computing the cross-correlation coefficient, we employ our x-kNN implementation and MSE
of an one hour ahead prediction for the three target turbines. Hereby, the pattern includes the
features of all 12 available neighboring turbines. Table 2 shows the results, achieved with a cross-
correlation weighting parameter of [ = 5.

Casper Tehachapi Comanche
x-kNN: MSE [MW]? 22.963 17.803 17.525
Pers.: MSE [MW]? 26.066 20.715 24.274

Table 2: Results for the introduced x-kNN regression. For comparison, the results of the
persistence model are also shown.

One can observe that the x-kNN prediction achieves a considerably higher accuracy than the
persistence model. The increase in accuracy for the turbine near Comanche is very high (27.8%).
In the following, we compare x-kNN to three further approaches: (1) u-kNN with naive input set
tuning, (2) u-kNN with input sets tuned with regard to cross-correlation, and (3) dimensionality
reduction as pre-processing for u-kNN.

5.4. Results for u-kNN Regression with Naive Input Set Tuning

Table 3 shows the MSE achieved with the u-kNN regression and with a) no neighboring turbine, b)
all 12 turbines, and c) with the best subset of turbines determined with an exhaustive search of all

possible input combinations, i.e. Y22 (175) = 4096.
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u-knn Casper Tehachapi Comanche
MSE [MW]?: a) 24.884 20.006 22.869
MSE [MW]2: b) 24.948 20.226 17.673
MSE [MW]?: c) 23.258 17.588 17.501

Table 3: Results for the u-kNN regression with particular input sets: a) univariate times series
model (no neighboring turbines), b) multivariate model considering all additional turbines in
the neighborhood and ¢) multivariate model with most appropriate inputs.

One can observe that taking into account a particular subset of neighboring turbines is useful for
the prediction. But even with the best subset the u-kNN method only achieves in mean a
comparable high accuracy with our x-kNN.

5.5. Results for u-kNN Regression with Inputs Selected with Regard to Cross-
Correlation

In the following experiments, we analyze the accuracy of the u-kNN when taking into account only
the turbines with a high cross-correlation with the target. The results are given in Table 4.

turbine =1 =3 I=5 =7 =9 =11

Casper 23.905 23.538 24.030 24.424 24.889 24.917
Tehachapi | 19.625 18.970 18.806 19.759 20.515 20.217
Comanche | 19.539 18.627 18.549 18.482 17.637 17.649
Table 4: MSE in [MW]? for the u-kNN regression with the | highest cross-correlated neighboring

turbines. The target turbine measurement is always part of the pattern, because it has the
highest correlation with the prediction value, see Table 1.

It can be seen that this u-kNN variant does not allow good predictions. In particular, for the
turbines in Casper and Tehachapi, the accuracy is much worse in comparison to the results
achieved with x-KNN.

5.6.Results for u-kNN Regression with Various Numbers of Principle Components

In further experiments, we employ PCA [9] as preprocessing method and test a different number of
components for the u-kNN prediction model. We determine the principle components of the
measurements corresponding to the year 2004 and train the regression model with these features. In
the evaluation part, we have to transform the measurements according to the principle components
we computed on the train set, before we make the prediction on the test set. Table 5 shows the
results.

turbine c=1 c=3 c=5 c=7 c=9 c=11

Casper 42.345 30.478 25.658 24.556 24.702 24.836
Tehachapi | 39.029 29.578 24.964 24.784 20.558 20.004
Comanche | 18.199 17.842 17.648 17.680 17.671 17.677

Table 5: MSE in [MW]? for the u-kNN regression with PCA reduced features. Parameter ¢
identifies the number of components taken into account.
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It can be observed that the PCA in general does not yield competitive results. While the results for
Comanche are still quite accurate, they are comparable for Casper and Tehachapi with the
relatively inaccurate results achieved with the univariate u-kNN model. For both turbines the
forecast fails completely, if only few components are taken into account.

6. Conclusion

Wind power prediction is a key technology for the successful integration of wind energy into the
grid, because it allows to plan reserve plants, battery loading strategies and scheduling of the
different authorities. In this paper, we present a special KNN regression method based on a
weighting of inputs with regard to the cross-correlation between neighboring turbines and the target
turbine.

We demonstrate that the exclusive consideration of the cross-correlation for u-kNN is not sufficient
for a good prediction. In contrast, our efficient implementation provides robust and precise
predictions, which can only be achieved for equally weighted inputs after an extensive pre-
selection of turbines.
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Different horizons of the application of Weibull
distribution for Wind resource assessment: a case
study for the Brazilian Northeast region

Tatiane Carneiro®, Paulo Carvalho?
Abstract

This paper aims to apply the Weibull distribution in the annual and semiannual horizons to contribute to
the assessment of wind energy potential in three cities located in Northeastern Brazil (BRNER) region.
The potential for wind power in a period can be evaluated by a probability density function such as the
Weibull distribution. Different methods for calculating these parameters, including the method of
equivalent energy, developed to optimize the application of this frequency distribution to the data
collected in northeastern Brazil, were tested. This research seeks to optimize the fit to the data of wind
speed and contribute to the reduction of errors in the analysis of wind potential of cities located in the
Brazilian Northeast. According to the analysis, it was found that the reduction of the horizon of
application provides better efficiency in the adjustment of calculated and observed frequencies. It was
also observed that the Weibull distribution applies satisfactorily to the data collected in coastal cities
and its efficiency is reduced when applied to distant cities on the coast. Among all analyzed methods for
calculating the parameters (k and c¢) of Weibull distribution, the method of equivalent energy was the
one which performed better.

1. Introduction

The use of frequency distributions as a tool for data representation of local wind speed is a very
common practice in the wind industry, because they can aggregate the numerous variants that
influence the behavior of the wind. According to Silva (2003), a good measure to evaluate the wind

energy potential of a site is through the use of frequency distributions.

As noted in the literature, the function of the Weibull distribution is the most used in the
description of the behavior of the values of wind speed at a given location (Mtaeir2011).

The Weibull distribution has been shown as a convenient method of characterizing wind resources.
With the two factors (k and c) and the average air density is usually possible to estimate the annual
output of a wind turbine with good accuracy.

Northeastern Brazil (BRNER) is a region that has a well-defined seasonal pattern in relation to the
behavior of wind speed data, with a first half of the year with low values of speed and a second half
that features high velocity values.

Apart from analyzing the distribution parameters and the way to calculate them, it is necessary to
analyze the horizons of adjustment. When apply in the Weibull distribution function for annual
data, the curve should be adjusted every observed month, therefore, the estimations of (k and c)
must represent the low-speed data (first semester) and also the high-speed data (second semester).
Besides the improvement in getting the Weibull parameters, the application of the Weibull
distribution at different horizons could improve the fit to the data analysis and contribute to the
reduction of errors in time to estimate the produced electricity and the analysis of potential of wind
city in BRNERIocated cities.

Federal University of Ceard, Fortaleza, Braziianecarolyne@oi.com.pcarvalho@dee.ufc.pDepartment of
Electrical Engineering
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This paper aims to apply the Weibull distribution of the annual and half-yearly horizons
different numerical methods for the calculation of this distribution. This application se
improve the data fit and reduce the estimation errors of wind power generation in the &
cities.

2. ApplicationsandResults

2.1. StudyAreaand Data Description

The BRNER has an area of 1.5 million km2 (18% of Brazilian territory), equivalent to the ¢
France, Italy, United Kingdom and Germany combined, with an estimated population of 53
inhabitants, or in other words, 28% of the Brazilian population (IBGE, 2010). Wind speed d
collected by 80 metres high measurement towers, installed on three sites in three separat:
the BRNER: Parnaiba (state of Piaui), Maracanau (state of Ceara) and Petrolina |
Pernambuco) (Figure 1). The measurement periods for the three sites were: February
January 2013 for Maracanau, August 2012 to July 2013 for Parnaiba and May 2012 to Ma
for Petrolina.

50°W 40w 30°w
| ) |

// Parnaiba
7 ’ ~ ™., Maracanau
L MA i

1058 —10°S
P

O —
- | |
s0°wW - 40°'wW 30°wW

Figure 1:Localization of the measurement towers in the states of Piaui (PI), Ceara (CE) and Perna
(PE).

2.2.Investigation of numerical methods for estimation of Weibull parameters

Thewind energy potential in a period may be evaluated by a probability density function, ¢
the Weibull distribution. This distribution is characterized by two variables: k, the dimensi
shape parameter, and c, the scale parameter, both having the same wind speed un
Carvalho, 2012). Several numerical methods for the calculation of the Weibull para
observed from a wind speed set, are found in the relevant literature. Thus, in thi
investigations into the accuracy of the numerical methods for a specific site should be cons

Six variants of numerical methods for estimating Weibull parameters are viewed in Chang
and are categorized as: moment (M), empirical (E), graphical (G), maximum likelihood
modified maximum likelihood (MML) and energy pattern factor (EPF).The ML method perfc
the best fit and the G had the lowest performance.

A new method for the estimation of Weibull parameters, called the equivalent energy (EE) |
is considered in Silva et al. (2004). It was found that errors between 2% and 7% in the
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content could occur on half of the tested sites. Therefore, the research objective was to develop a
method that should present a mean error of 1% in the energy content of the wind analysis.

An analysis and comparison of the seven aforementioned numerical methods, using wind speed
data collected on two sites along the coastline of Ceara, Brazil, can be found in Rocha et al.
(2012).The EE method had the best performance.

Five numerical methods for the calculation of Weibull parameters are utilized in Abdel-Hady et al.
(2012). These methods are categorized as: Mean Wind Speed (MWS), G, ML, MML and Power
Density (PD). The best performances are found for MWS and ML methods.

Based upon the observed wind speed data, the Weibull distribution can be described as

k k-1 mk
fweirun(®) = - (?) e () )

kand are the shape and scale parameters of the Weibull distributianiaride wind speed.

To estimate the Weibull distribution parameters, four numerical methods are used in the present
research: Moment Method (M), Empirical Method (E), Energy Pattern Factor Method (EPF) and
Equivalent Energy Method (EE).

The M method determines the k and ¢ parameters with the use of Egs.(2)and(3)(Chang, 2011).

v = cF(l—F%) .
o= efr(1+2)-r2(2+2) "

vandr are the mean wind speed and the standard deviation of the observed data, respectively.
I' represents the gamma function.

The E method is considered a special case of the M method, determined by using Egs (4) and (5)
(Chang, 2011).
-1,086

g
k=(5) ()

v r (1 + 1)

v=c —
k (5)

The EPF Method is related to the mean wind speed, and is defined by Eqgs.(6), (7) and (8)

(Akdag;Dinler, 2009).

v3
b = @y (6)
k=142
(Epf)z (7)
_ 1
v =cT <1+E) (8)
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E,sis the Energy Pattern Factor.

The EE method was developed by Silva (2003), aiming to identify a methodology for estimation of
Weibull parameters with an adequate adjustment to the wind resource found in the BRNER (wind
data with relatively high shape factor values). The name comes from the fact that it is based upon
the equivalence between the energy density of the Weibull curve and the energy density of the
observed data. The Weibull parameters are determined with the use of Eqgs.(9) and (10).

N _{(ui_l)[r(luz)]l/ S}k {U[f(giﬂ%}kr n (©)
Ziwvi—e Ak +e A ‘I =Z£v-2

13
i=1

@)°

r (1 + %) (10)

W, is the frequency of occurrence of each interv@lthe mean of the cubic wind speed and
the approximation error.

The method efficiency is determined by using the statistical tests: RMSE (root mean square error),
X 2 (chi-square) and R 2 (analysis of variance or efficiency of the method), as described in Egs.(11),

(12) and (14).
RMSE = ’M (1)
Xo= / %V=11<VYi—Xi>2 (12)
-n

i —Z)? = 2L (Y — X))?

R* =
LY —Zy)?

(13)

N is the number of observationg, the frequency of observation¥; the frequency of
Weibull andZ; the mean wind speed.

2.3.Results

Figure 2, 3 e 4 illustrate Weibull curves for each of the four utilized numerical methods for
Maracanau, Parnaiba and Petrolina, the different horizons (annual, first semester and second
semester).
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Figure 2: a)Weibull distribution —Maracanau;b)Weibull distribution —Parnaiba; b) Weibull
distribution —Petrolina.

According to Figure 2, Weibull curves for each of the four numerical methods considered in the
analysis have different coincidence levels with the histograms.The best adjustments are found in Figures2a
and 2b, representing Weibull adjustment to the wind data obtained on coastal sites. Lower adjustments are
found in Figure2c, representing wind data from a site far from the coast. Tables 1, 2 and 3 show the
application of the statistical tests (RMSE, X2 e R?) for Maracanau, Parnaiba and Petrolina, respectively, using

a measurement height of 78 metres.

Statistical tests Statistical tests
Methods RVISE X2 R2 Methods RMSE X2 R?
EE 0.008714| 0.000075| 0.929075 EE 0.094722| 0.008972| 0.921334
M 0.018224| 0.000439| 0.925308 M 0.107416| 0.011538| 0.926805
E 0.017216| 0.000296| 0.925795 E 0.111639| 0.012463| 0.926314
EPF 0.020956| 0.000439| 0.925308 EPF | 0.247164| 0.06109 | 0.900961
Table 1. Applicationof statistical tests for Table 2.Applicationof statistical tests for

According to the statistical tests, the EE method has a good performance, since it shows the best fit
in tables 1 and 2, and the second best in table 3. Considering the variations in the calculation of the
parameters k and c of the Weibull distribution, the same four numeric values for both semesters of

Maracanau — CE.

Parnaiba — PI.
Methods Statistical tests
RMSE X2 R2
EE 0.000125| 0.000156| 0.833267
M 0.001272| 0.000160| 0.880779
E 0.001232| 0.000152| 0.879844
EPF 0.006303| 0.003972| 0.824999

Table 3.Applicationof statistical tests for Petrolina - PE.

the year was implemented methods, as shown in Figures 3 and 4.
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According to Figures 3 and 4, the optimal settings were found when applied to Maracanald and
Parnaiba (coastal zones) and a lower setting has been found to Petrolina (city far from the coast). In
Tables 4 to 9 show the statistical tests (RMSE, X 2 and R 2) to evaluate the implementation of

different numerical methods for semesters.

Table 4. Applications of statistical tests for
Maracanau .CE (first semester).

Table 6. Applications of statistical tests for Petrolina - PE (first semester).

Statistical tests Statistical tests
Methods Methods
RMSE X2 R2 RMSE X2 R2
EE 0.018758| 0.000351 0.954162 EE 0.000441| 0.000019 0.934093
M 0.043527| 0.001895 0.918983 M 0.011233| 0.000126 0.88965%8
E 0.040858| 0.001669 0.918661 E 0.011687| 0.000137 0.889023
EPF 0.038651| 0.001494 0.918836 EPF 0.032806| 0.001076 0.863718

Table 5. Applications of statistical tests for
Parnaiba-PI (first semester).

Statistical tests
Methods
RMSE X2 R2
EE 0.000388| 0.000015 0.851544
M 0.000334| 0.000011 0.869615
E 0.000348| 0.000012 0.86905%9
EPF 0.001408| 0.000198 0.830615

Table 7. Applications of statistical tests for
Maracanau .CE (second semester).

Statistical tests Statistical tests
Methods Methods
RMSE X2 R2 RMSE X2 R2
EE 0.001680| 0.000282 0.976802 EE 0.013626| 0.018567 0.986711
M 0.002330| 0.000543 0.952098 M 0.097462| 0.009498 0.940495
E 0.002516| 0.000633 0.942526 E 0.106931| 0.011434 0.940675
EPF 0.016639| 0.000268 0.941909 EPF 0.628612| 0.395152 0.873212

Table 8. Applications of statistical tests for
Parnaiba-PI (second semester).

Statistical tests
Methods
RMSE X2 R2
EE 0.002160| 0.004664 0.803604
M 0.000156| 0.000243 0.889602
E 0.000371| 0.000138 0.888433
EPF 0.012454| 0.001551 0.815431

Table 9.Applications of statical tests for Petrolina — PE (second semester).

Analyzing Tables 4 - 9, it can be noticed that in the two semesters, the method of equivalent energy
shows the best fit adjustment to Maracanad and Parnaiba (coastal cities); the moment method and
empirical method have the best adjustment to Petrolina (far from the coast).

Considering the statistical tests values for Maracanau and Parnaiba, it was observed that the
reduction of the Weibull application horizon provides better adjustment efficiency of the calculated
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and observed frequencies (R2 - over 97% and RMSE — lower 0.00168, for a 6 months period).
However, using the Weibull distribution fit for Petrolina no significant improvement was observed.

3. Conclusion

Taking into account the four numerical methods used for the estimation of the Weibull distribution
pamameters, the Equivalent Energy Method (EE) shows the best results for sites near the coast. For
Petrolina, ca. 650 km from the coast, Moment Method (M) and Empirical Method (E) show the
best results.

For all the considered sites, k and ¢ monthly values vary considerably throughout the year, with a
peak occurring in the second semester. Taking this local characteristic into account, namely the
difference between monthly and annual k and ¢ parameters, the wind speed potential analysis based
only on annual values can lead to false estimations.

Independent of the used numerical method, the Weibull distribution analysis for a 6 months period
has a better performance than the analysis for a year, especially for the second semester of
Maracanau and Parnaiba, with adjustment above 97% and RMSE lower than 0.00168.
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Multi-Actor Urban Energy Planning Support: Building
refurbishment & Building-integrated Solar PV

Najd Ouhajjou’, Wolfgang Loibl", Stefan Fenz? A Min Tjoa?

Abstract

Considering the large amount of energy consumption in cities, two-thirds of the overall
consumption, these latter have an important potential in terms of CO, emissions reduction.
Therefore, energy strategies are needed at a city level and consequently, adequate planning tools
are required to support urban energy planners in assessing their decisions (e.g. which buildings are
the best to refurbish). This paper presents an ontology based approach for urban energy planning
support applied to building refurbishment and building-integrated solar PV planning. The adopted
methodology is an iterative, incremental process, where each iteration leads to the integration of a
new planning decision. The process starts by the identification of the actors whose interests are
affected by the decision, then developing/ re-using computation models that provide answers for
their questions. The different models are integrated using an ontology that models the parts of the
city within the scope of the questions to be answered. The system is applied in a district (about
1200 buildings) in the city of Vienna. The adopted approach provides different actors with specific
information to their points of view. Furthermore, the output is aggregated to a common level of
abstraction, to be understood by all the actors. This approach is applicable to different cities, as the
ontology also integrates extension and upgrade mechanisms that provide flexibility to cope with
different data-availability contexts.

1. Introduction

More than two-thirds of primary energy in the world is consumed in urban settlements [1]. This
energy consumption results in approximately 71% of all energy-related direct greenhouse gas
(GHG) emissions [2]. Therefore, cities represent a rich ground for taking action to reduce the
amount of GHG emissions. Therefore, decision makers, namely city administrations and
governments, are developing strategies for energy planning at various spatial scales that clearly
state what measures to be taken, where and in what quantities and in which time horizons.

However, cities are complex systems regarding the amount of components and interactions they
comprise. The components the city covers can be: (i) physical components, such as buildings,
streets, facilities, etc. (ii) human components, whose interests are to be considered or even (iii)
regulations and laws that regulate the city. All these components, as well as their interactions, are
to be taken into consideration by the decision makers in order to develop energy strategies.
Moreover, these energy strategies have to be integrated, considering the impact of each decision on
other decisions, besides their impact on the city.

To cope with the complexity of cities, adequate planning support systems are needed to formalize
this complexity and automate the interactions that cannot be handled manually, by urban energy
planners.

This paper presents an ontology-based approach for urban energy planning support. The ontology
comprises information and knowledge to support an urban energy planning process that deals with
both solar PV and building refurbishment planning, answering questions such as: what locations
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are the best to install solar PV systems or to refurbish for better thermal insulation. The proposed
approach considers the multiple perspectives of all the stakeholders that are involved in the
planning and decision making process.

A large variety of tools exist already and they address different aspects of energy planning with a
variance of scopes and fields of interest. A more comprehensive list is defined in [3]. However, in
this paper, we focus on tools that have a comparable scope to the one of this work i.e. supporting
energy planners in developing energy strategies. Such tools include, EnerGis [4] that aims to
calculates the minimum annual heat demands of buildings within a geo-referenced context.
SUNTtool [5] and its later successor CitySim [6] are more on the energy simulation side and attempt
to model and simulate energy flows of buildings, considering the individual properties of each
building. SynCity [7] is considered as a scenario development, simulation, and optimization tool, at
city level. It focuses on urban energy systems and it attempts to discover where large reductions of
energy intensity can be achieved within the city. UrbanSim [8][9] is an open source framework that
allows constructing scenarios and simulations that can be used at a city scale. It has GIS interface
and addresses not only energy in the city but also other aspects. CommunityViz [10] is a scenario
development and decision support tool for land-use planning. It is has a GIS interface and offers
simple wizards to create different scenarios of land-use as well as calculations of different user-
defined indicators. It is an extensions of the GIS software ArcGIS [11]. Semergy [12] supports
decision making concerning building refurbishment. It offers a simple interface to users to define
and optimize the best building configuration, in terms of refurbishment components, considering
both energy efficiency and cost.

The above tools fill specific gaps in urban energy planning that they have been designed for.
However, there are four main objectives that have been set in this research that they do not fulfill
all together. These four main objectives are actually necessary conditions for urban energy
planning support that we describe in the next section.

2. Objectives

The objectives that are set represent the necessary conditions in urban energy planning support
systems that have been defined in a previous related work[13]. They are mainly based on the
analysis of an energy planning process and a data availability analysis in different cities.

The sustainable energy action plan (SEAP) process [14] is used as a reference process in urban
energy planning, with more than 5000 cities and municipalities as users [15]. A data availability
analysis was performed [13] in the cities of Vienna, Linz, Amstetten in Austria and Nanchang in
China, in the context of smart city projects [16], where data have been collected to develop energy
strategies for the respective cities. The following conclusion applied: (i) the more detailed data are,
the les available they become. (ii) The level-of-detail (LOD) of available data significantly impacts
the precision of the developed energy strategies. (iii) Data availability and LODs of data are
significantly different, varying from a city to another.

The resulting conditions in urban energy planning support software are defined as the following:

1) Supporting the perspectives of different actors: the decision making process must involve
all the stakeholders that have potentially affected interests and provide them with specific
information, from their different perspectives.

2) Shared understanding and quantifiable impact of decisions: the assessment of the impact
of energy strategies must be quantifiable. The output results must be aggregated to a level of
abstraction that is understandable by all the different actors (i.e. stakeholders).

3) Measures integration and resources negotiation: the assessment of the impact of energy
strategies must consider the interdependencies between different components and calculations
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e.g. installing solar PV reduces the surface areas where solar thermal collectors can be
installed.

4) System viability through robustness against data availability problems: The system must
be flexible to be used within different conditions of data availability and levels of detail.

We note that these objectives have been used also as an assessment basis for the state-of-the-art
tools that we have listed in the previous section.

3. Methodology and application

The presented methodology in this section is based on a general framework (meta-methodology),
the design science in information systems research [17]. This framework sets guidelines that have
to be considered within the research process. These guidelines have all been explicitly or implicitly
addressed by the adopted methodology.

The methodology is presented in this section with a running application of each of its steps, in
modelling solar PV planning in a district in the city of Vienna (about 1200 buildings).

The methodology is an iterative incremental process, as shown in Figure 1, where each iteration
starts by the scoping phase. In this specific work, this process has been run twice: once for
considering solar PV planning, then another time for building refurbishment.

rocess phase .
L_Jproceseo Scoping
1_ _'optional process phase ’
—— flow sequence
= =—p optional flow sequence \ A
1: questions list Data availability GUI development/
2: preleminary data collection check update
3: inputfoutput parameters h
4: calculation algorithms 2
5: semantic model y 9
6: semantic model, enriched with interactions 12
7: semantic model, enriched with decision ccasses = ] : . .
8: computation models input/output data ! Data modeling Data integration
9: RDF data published in RDF store ! 'y Y
1
1
- Y -2 4.5 7.8
Computation models
check s o Tme ==
I Computation models ! Decisi deli
1 development | eCISIoNs modeling
e o e - - - — -
: \—b
. . 6
Interactions modeling

Figure 1: Main phases of the development methodology

Scoping phase, the actors (stakeholders) that are involved in the decision making process are
identified. Then, for each actor, a list of questions that are of interest is established followed by a
breakdown of the questions to a set of quantifiable expected answers, as shown in Table 1.

Actor Question

o -What is the net present value of my investment?
Building owner | _what is my investment Break-even duration?

-How much investment costs are required?

. -How much subsidies are to be paid to PV installations?

_C_'ty . -How much electricity is produced from subsidized PV installation?
Administration | _How much CO2 emissions are saved with subsidized PV installations?
-What is the CO2-emissions-saved-equivalent in terms of trees carbon sequestering?
-What transformers are overloaded because of PV installations?

. -What is the peak feed-in power at the transformers?
Grid operator | _How long does the overload occur?

-What is the electricity feed in Quantity?

-How much is the direct use of the generated electricity?

Table 1: competency questions of the ontology-Solar PV planning
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Data availability check: it is performed to understand what datasets exist and what their levels of
detail are. The data availability (and un-availability) significantly impacts the rest of the process i.e.
it is possible that some of the questions formulated in the scoping phase have answers of a low
LOD.

The main information provider in this case was the city of Vienna. An initial data collection has
been performed and it included a solar cadaster of the city [18], building stock data, standard
electricity demand profiles, demographic data, solar PV funding schemes, etc. In brief, the acquired
data was not detailed enough to aim at going in the direction of simulations but rather in making
assumptions and generalizations, such as assuming that all residential buildings have the same
electricity demand profile and correcting this assumption by using a diversity factor [19] where it is
necessary.

Computation models check / data modelling: for each expected answer, in alignment with the
available data, calculation methods are defined, by domain experts, listing all the intermediary
steps. Then, semantics extraction is performed based on calculation methods, questions, expected
answers, and actors. Then an ontology is developed as described in [20]. In the case that existing
computation models can be reused, the data modeling phase considers the input and output
parameters of these models as a basis for the semantics extraction and classification.

The final outcome represents an ontology of an urban energy system (UES), that includes concepts
regarding solar PV planning and that is open to include more measures, and therefore making the
UES be more and more general. The example in Fehler! Verweisquelle konnte nicht gefunden
werden. shows a fragment of the concepts of the UES, which deals with solar PV planning and that
will grow later on to include more concepts the more measures are integrated.

Computation models development: computation models are developed (if no existing ones can be
re-used) according to the calculation methods that have been identified in the data modeling phase,
by domain experts. There are no restrictions in this phase on which programming languages or
technologies to use.

For solar PV planning, Java computation models have been developed, while their data
management has been performed by MySQL, PostGIS, and PostgreSQL databases. We note that
some data preparation tasks have been performed in spreadsheets. The goal of the computation
models is to calculate answers for the questions that are listed in the scoping phase.
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Interaction modeling: in this phase, we capture the interactions between the different modeled
components, showing which components are affecting which others through which data properties,
as shown in Figure 3. The main goal of this phase is to keep the different calculation models
integrated. In other words, it adds a part to the ontology so that it becomes aware about how every
calculation model influences the others.
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Figure 3: Ontology fragment- interactions of computation models

Decision modeling: in this phase, the knowledge of the actors regarding their interpretations of the
values of the expected answers is captured. Rules are formalized to classify buildings (or groups of
buildings) as having high or medium potential from each actor’s perspective. Then more rules are
formalized to classify buildings as having high or medium potential for all the actors together. For
example, a building is interpreted as having a very good potential for solar PV, by the building
owner if the net present value of the investment is higher than 25000€. From a multi-actor
perspective, it is considered as having very good potential for solar PV, if it does not overload the
transformer within the low voltage grid and it has very good potential from one of the perspectives
of the building owner or city administration.
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Data integration: in this phase, the ontology is populated by data from the databases (or possibly
spreadsheets) of the different computation models that have been used, using an existing data
integration tool, Karma [21]. The integrated data are then served in a Resource Description
Framework (RDF) format [22], as depicted in Figure 4.

GUI development: a light web interface is developed according to the workflow that energy
planners prefer to adopt. The interface uses google maps to display the RDF data in a geo-
referenced context. It is possible as well that the data are accessed through a SPARQL endpoint or
a linked data browser. A sample preview of a potential interface is show in Figure 5.

The GUI development is still under progress and open for discussion with energy planners/urban
planners: how to present the integrated data and under which workflow, or maybe even in a
decentralized participative way, where different stakeholder are involved and all having access to
the interface.
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Figure 5: Sample interface preview

4. Building refurbishment planning integration

Similarly applying the same methodology as above, building refurbishment planning has also been
modelled. The different stakeholders and their respective questions (which are answered by the
ontology) are shown in Table 2. Given the LOD of the available data in building refurbishment
planning, it was only possible to model at a census level instead of having more detailed
calculations at single buildings level as it was the case in solar PV planning. Thus, computation
models have been developed based on the number of square meters per census and their
distribution in terms of percentages over different building-uses and used-heating technologies.

Actor Question
o -What is the net present value of my investment?
Building owner | \what is my investment Break-even duration?
-How much investment costs are required?
. -How much subsidies are to be paid to refurbish buildings?
City -How much energy is saved by subsidizing building refurbishment?
Administration | _How much CO2 emissions are saved by subsidizing building refurbishment?
-What is the CO2 emissions-saved-equivalent in terms of carbon sequestering by trees?

Table 2: competency questions of the ontology-Building refurbishment planning
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The integration of building refurbishment planning with solar PV planning was ensured through:
(a) the integration of their data, by sharing the same ontology that represents an UES that contains
concepts that are part of solar PV and building refurbishment planning. (b) Ensuring the
consistency of data that are shared and calculated by the different heterogeneous computation
models. This is achieved in the interactions modelling phase: the output data parameters of the
building refurbishment computation models were checked if they are shared as input data
parameters in the solar PV planning computation models and vice versa. As the building
refurbishment involves data that are more related to thermal energy while solar PV models rather
deal with electric energy, no interactions have been detected. Therefore no interaction-protocols
were necessary to be modelled. (¢) Integration of decisions of the different actors about the same
locations in terms of their suitability for solar PV installation or building refurbishment. Since the
LOD of the building refurbishment modeling was at a census (group of buildings) level, the solar
PV planning data were also aggregated to the census level. Then, decisions about the integrated
suitability in terms of solar PV or building refurbishment were modelled from different
perspectives. E.g. from a building owner perspective, a census is more suitable for building
refurbishment if the net present value (NPV) of this investment is greater than the NPV of a solar
PV investment.

5. Conclusion

The developed ontology answers questions that different stakeholders raise to understand how their
different interests are affected by the potential implementation of an energy strategy (i.e. stating
which locations to use for solar PV or building refurbishment). The questions that the ontology
provides answers for are listed in Table 1 and Table 2. The ontology is validated through its
application within a district (about 1200 buildings) in the city of Vienna.

All answers are geo-referenced i.e. each location is related to a set of answers. Concerning
building-integrated solar PV, the answers are available at each single buildings level, however for
the case of building refurbishment, given the current data availability, answers are related to groups
of buildings. Therefore, the integrated assessment of building refurbishment with solar PV was
possible only at the group of buildings level.

The developed ontology fulfills the four conditions of urban energy planning support [13] that have
been set as objectives for this work. (1) Different stakeholders are provided with specific answers
to their particular concerns, as shown in Table 1 and Table 2. (2) The answers that are provided are
then summarized at each location (building or group of buildings) level, as very good, good, or bad
locations, from the perspectives of each actor, then again as very good, good, or bad locations from
all the perspectives together. (3) As explained in the methodology section, components interactions
are captured, and integrated in the ontology, allowing the possibility to check data consistency and
the integration of different computation models and planning decisions. (4) The development
methodology allows the flexibility in calculating each single answer in more than one level of
detail, using different calculation models e.g. if more detailed data are available about a given share
of the city, more detailed models can be used for these, while the rest is calculated using more
general models that do not require detailed datasets. Mechanisms of integrating multiple levels of
detail data are formalized and integrated within the ontology.
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The 5 % Approach as Building Block of an Energy
System dominated by Renewables

Enno Wieben?, Thomas Kumm?, Elke Hohn?, Matthias Rohr?, Michael Stadler?

Abstract

We describe an approach for doubling distribution grid capacity for connecting renewable
generators based on curtailing a maximum of 5 % of the yearly energy fed in to the grid on a per-
generator basis. The paper contains information about the control unit needed for automatic
minimum curtailment and the field test that has been set up to validate the approach. Furthermore,
topics concerning the operationalization of the 5 % approach using both, operational technology
and information technology are discussed.

1. Introduction

Following the current German legislation the distribution grid has to be laid out such that it can
absorb the entire electricity generated from renewable energy sources. The usage of distribution
grids for electricity in Germany is more and more determined by feed-in distributed energy
resources (DER). This leads to situations in which allowable transformer loads or cable loads are
exceeded or in which voltage thresholds are violated. Grid operators are only allowed to
temporarily throttle renewable generators (grid curtailment) if there are no other options to prevent
harm to the power grid infrastructure. Furthermore, they are forced to execute grid construction
after grid curtailment actions have taken place, which additionally provides security for
investments into renewables as subsidies are connected to the amount of feed in.

Assessment of load and system design both follow a worst case approach resulting in the system
being dimensioned towards a maximum load. In the case of grids dominated by decentralised
power feed-in, this maximum load is given by the cumulated installed generation capacity
combined with minimal electricity consumption. Frequency and duration of such load situations is
not taken into account in the worst case approach. This typically results in a low number of hours
of full grid capacity utilisation, since utilisation is determined by the feed-in characteristics of
connected generators. Figure 1 depicts the annual load duration curve of a photovoltaic generator.
It is obvious that the generator only reaches its maximum output for a few hours per year.
Accordingly, the fraction of electricity generated in the upper power region with respect to the
annual energy quantity (area below the curve) is very small.

Thus, distribution grid dimensioning in Germany is currently adjusted to feed-in situations only
occurring a couple of hours per year. As a consequence enormous investments in grid construction
are required. Therefore, the following questions concerning system layout of today’s distribution
grid structures arise:

* Is it macroeconomically reasonable to plan distribution grids based on rare maximum loads?

e By which percentage can grid connection capacity be augmented when the distribution grid
does not have to account for rare maximum loads?

* What is the overall macroeconomic balance when substituting grid expansion by grid capacity
extension by means of fine-grained curtailment?

1 EWE NETZ GmbH, Cloppenburger Str. 302, 26133 Oldenburg, Germany, enno.wieben (at) ewe-netz.de
2 BTC Business Technology Consulting AG, Escherweg 5, 26121 Oldenburg, Germany, michael.stadler (at) btc-ag.com
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Figure 1: Illustration of a simulated annual load duration curve of a photovoltaic generator

2. The 5 % Approach

The main hypothesis of the 5 % approach is that load flow dependent throttling of a low percentage
(i.e., less than 5 %) of yearly power feed-in carried out in maximum load situations leads to a
drastic increase of grid connection capacity. The approach’s key characteristic is the load flow
dependent throttling of generators, since voltage stabilisation and equipment usage result from
summed up load both from consumption and feed-in. This substantially discriminates the 5 %
approach from an overall throttling of generators since both frequency and duration of throttling are
minimised by load flow dependent control of generators.

In the sense of smart grids we look at an intelligent system for generation management consisting
of the following main components:

¢ metrological coverage of all voltage- and load critical components of the distribution grid.

e possibility for continuous control of reactive power output of all generators based on ICT

< online load flow calculation based upon a grid state identification to continuously monitor all
relevant system parameters

« continuous identification of sensitivity of monitored system variables towards generator feed-in
in order to identify optimal target values (minimum throttling)

e temporary and well-dosed throttling of relevant generators in case of impending threshold
violations of equipment currents or node voltages

2.1. Assessment of the Approach’s Potential by Simulation

To assess the potential that can be achieved by the approach described above, simulation
experiments were carried out on basis of a model corresponding to a rural type grid as controlled
by the distribution system operator EWE NETZ. The model characteristics were as follows:

» Steady-state power flow calculation based on a yearly time series (15 minute resolution)

» Consumption loads modelled based on a load-model devised by RWTH Aachen [1]

« Definition of feed-in (e.g., photovoltaics, wind) based upon measured yearly time series

Based on the medium-voltage grid model, different simulation scenarios were evaluated, using a
scenario with 100 % feed-in as reference. To determine 100 % feed-in, all generation capacities
were iteratively increased until minimal allowed voltage stability and maximum allowed
transformer utilization were reached. In the subsequent comparison scenarios, feed-in was further
increased stepwise. Using an optimization algorithm feed-in in course of a simulation year was

86



Proceedings of the 28th Envirolnfo 2014 Conference, Oldenburg, Germany September 10-12, 2014

reduced whenever system parameters exceeded tolerance limits. Installed generation capacity was
stepwise increased from 100 % to 325 %.

Figure 2 shows the results from simulating the different scenarios. The diagrams show grid
connection capacity for feed-in depending on the percentage of curtailed generation. Each scenario
was calculated both for a wind intensive year and for a year with low winds in order to take into
account different wind years.
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Figure 2: Dependency between curtailed energy and grid connection capacity during one year

The simulation results strongly support the hypothesis. Curtailing the yearly energy feed-in by 5 %
would allow to double grid connection capacity in rural type distribution grids.

3. Validating the 5 % Approach

Before implementing the 5 % approach, the promising simulation results have to be validated under
real conditions. To this end, a field test is carried out to validate the relationship between reduced
feed-in and grid connection capacity. The field test is characterized by a power flow dependent
scheduling of renewable generators.

In order to validate the 5 % approach for general distribution grids, a system study is carried out.
Therein, critical parameters are identified by means of a sensitivity analysis and it is studied by
which amount distribution grid connection capacity can be increased using intelligent management
of power generation.

Note, that regulatory aspects of the 5 % approach are not part of the field test. However, in the
German context, it is obvious that implementing the 5 % approach must not lead to financial
disadvantages for plant operators. A possible preliminary approach would be paying the fed-in
energy with factor 1.05 compared to the current price for electricity from renewables fixed in
current laws. Whenever there is at least one control action for a given generator within an
accounting period, all fed-in energy will be paid for. If there is no control action in the accounting
period, only 95 % of the fed-in energy will be paid for (95 % * 1.05 = 100 %). Following this
strategy, no difference in funding will be imposed by implementing the 5 % approach.

3.1. Field Test

Figure 3 depicts the selected field test area being representative for medium voltage grids operated
by EWE NETZ. The selection occurred such that connected low voltage grids do not substantially
contribute to the overall power feed-in. Thereby, it can be avoided to include feed-in from
generators installed on the low-voltage level into the 5 % control.
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Figure 3: Field test area

In order to guarantee that equipment usage (electrical current) and voltage stability only depend
upon measured and controllable feed-in, the switch from switching station Tettens has to be opened
resulting in connection to the high voltage grid only via Jever substation.

The selected grid area contains 11 generators corresponding to a maximum feed-in of 10 MW.
These generators are controlled during the field test. In order to avoid control activities external to
the field test, generators are operated with a constant reactive power ratio. The following values are
measured (once per minute) in order to provide information to a controller performing the task of
regulating feed-in from power generators:

e Currents from lines, substation and switching station

* Voltages from substation, switching station and grid connection points of power generators.
» Power and primary voltage from all low-voltage-transformer substations

* Reactive power, active power and voltage of distributed generators

Furthermore, for purpose of validation, wind and radiation measurements are constantly taken.

Figure 4 shows the general system configuration for thetgsid
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Figure 4: System configuration of the 5 % controller in the field test
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The quantities relevant for assessing the increase of grid connection capacity are the admissible
voltage ranges according to EN 50160 [2] and the allowable currents for grid equipment. Since
doubling of power generation capacity is not possible during the field test, evaluation will be based
on the following assumptions:

» Calculation of virtual operational thresholds (grid voltage thresholds and maximum allowable
equipment currents) based upon 50% of the actually installed generation capacity

e Operation of the field test grid with 100% of the actually installed generation capacity and
control of generators such that the virtual operational thresholds are observed

In order to validate the 5 % approach, the energy curtailed must not exceed 5 % of possible

generation taking into account the weather conditions (wind, radiation). To gather statistically

adequate evidence, the field test has to run for at least an entire calendar year. Only after this period

the ratio between curtailed energy and available energy can be properly calculated.

3.2. Field test requirements towards an implementation of a 5 % control unit

Measurements take place separately and in a given frequency. Both, the necessary frequency and
the timespan between threshold violation detection and the issuance of control values will be
evaluated during the field test. Generator feed-in reduction shall occur in steps of 10% of generator
capacity. As soon as the control unit determines that feed-in reduction can be (partially) taken back
without thresholds being violated, feed-in reduction shall (partially) be taken back.

The control strategy shall take into account:

» safety margins for set point values after threshold violation

» Delayed approach of nominal values to real values in order to avoid short-time electrical
overloading of grid equipment due to exorbitant inertia of the whole control

e Grading of nominal value in order to avoid oscillation

Since the quality of control has a significant influence on the successful implementation of the 5 %

approach, a control quality (deviation from set point values in per cent) for voltages and for

currents must be guaranteed. Quality of control will be evaluated throughout the field test.

4. Control Unit Design
The control unit supporting the 5 % approach is based upon a product called BTC | Grid Agent. It
opeates in a continuous loop consisting of three steps:

1) Read measurements and set points

2) Calculate control values for generators using power flow calculation and taking into account
technical limitations

3) Send control values to generators

Thus the controller uses a model-based method, a grid model being used for power flow

calculations. The main advantage of this method over PID controllers (see [3]) that are not model-

based is the reduced number of control actions needed to correct threshold violations due to the

higher possible accuracy. This results in faster control process alignment, especially in face of low

guality communication links. Generally model-based-approaches enhance stability of control due

to the higher amount of knowledge of the system under control.

During the field test, the controller has to evaluate measurements from about 20 measurement
points and has to issue about 10 control values in each cycle. The frequency of control cycles
necessary for ensuring the needed control quality will be evaluated during the field test. Having
been evaluated in scenarios for controlling reactive power settings of heterogeneous wind farms,
the control unit can perform multiple control cycles per second. However, this performance will

89



The 5 % Approach as Building Block of an Energy System dominated by Renewables

most likely not be reached during the field test for validating the 5 % approach, because the
increased size of grid models needed.

Note that, besides control values being sent to generators, event information is sent to distribution
management systems or other supervising systems. Also, parameters e.g. for transforming set point
values can be modified during run time. They are held in the parameter and curves storage.

Another property to be mentioned is that the grid agent takes into account whether generators react
to the control values issued. If they do not react, they are incorporated into control for a period of
time that can be specified.

The grid agent’'s architecture is depicted in Figure 5. The agent has three main types of modules
that are executed in each control cycle: Set point modules calculate set point values from set point
information (electrical quantities and precision information) and ongoing measurements. Control
modules calculate control values from set points and measured values. There are several variants of
control modules. One variant splits control values to power control values for single generators
using power flow calculation. Another variant limits power change rates to acceptable values for
generators depending on their operation conditions. Finally, monitoring modules serve the purpose
of restricting set point values, e.g. stub currents, to the technical specifications of electrical

equipment and generators.
parameters \L i/ \L
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Figure 5: Conceptual architecture of the Grid Agent

event information

The control unit software has been designed with universal extendable APIs so that it can be
adapted to different execution environments (e.g. embedded PCs, matlab, SCADA systems, the
simulation framework MOSAIK [4]) by adapters. A couple of those have already been developed.

The power flow calculation function is used by the control modules and relies upon the power grid
model stored in the power grid model storage.

5. Convergence between IT and OT and the 5 % Approach

Systems in the energy sector can be distinguished into OT (operational technology) and IT
(information technology) [5]. Operational technology is focused on monitoring, supervision,
control, and automation; for instance SCADA systems, automatic control units and sensors are
considered as OT-systems. Typical non-functional requirements of OT are high availability, 24/7
operation, and redundancy. IT systems provide functions for business, market, documentation, and
management that are usually not directly connected to the physical energy system equipment. IT
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systems are mainly used during office times and typically require less availability than OT systems,
and do not typically run on embedded systems. Examples for IT systems are billing systems, GIS
(geographic information systems), asset management systems, customer care systems, or energy
trading systems. A core element of smart grid architectures (see e.g. [6]) is to connect IT and OT
systems, sometimes called IT/OT-Convergence. Most systems that are discussed in the following
are systems of the grid operator.

The 5 % approach can be assigned to the OT-domain. We consider it an OT-component because it
is a non-market mechanism to continuously operate the grid and to deal with exceptional feed-in
situations. While the field test focus is on the electrical principles (i.e., pure OT), several scenarios
for IT/OT integration relevant to business and regulatory integration can be identified:

« Billing: Billing systems and Meter Data Management Systems (MDMS), both systems of the
IT-domain, are involved in the 5 % approach, to implement the financial compensation for the
loss of feed-in subsidies. Advanced Metering Infrastructure (AMI) would be suitable to provide
billable measurement data about the feed-in (measurements provided by the DER control might
be not billable, as it is not measured.

» Topology: The 5 % approach requires an up-to-date model of the grid topology (i.e., the model
fits to the physical reality in terms of connection and switch positions), as the control units
implementing the 5 % approach need to know which and how DER relate to a bottleneck.
Typically, a GIS (geographical information system) is the primary software system for static
grid topology (graph of nodes such as transformers and edges for electrical connections).
Dynamic topology additionally includes current switch positions and is typically held in a
DMS (distribution management system). For any topology model based control, it has to be
ensured that GIS and DMS are integrated to provide an up-to-date and high-quality dynamic
data model. The technical integration of topology models should rely on standards (e.g., from
the IEC CIM family [7]) in order to reduce medium- and long-term integration costs, and to
avoid a vendor lock-in [8].

* Providing information to DER operators: Operators or owners of DER should be informed
about current, future and past grid curtailment actions. This can be a regulatory requirement.
The information allows them to schedule maintenance to times when the DER is not allowed to
feed-in. The Customer Information Systems (CIS), Customer Relationship Management
(CRM) and Customer Portals are (potential) systems of the IT-domain that need to be informed
about actions that are made by the OT-component implementing the 5 % approach.

» DER master data: The non-topological master data of DER, such as address information,
installed capacity, and communication parameters, are typically managed by Enterprise
Resource Planning or Asset Management systems. As with the topology data model, it is an
IT/OT-integration challenge that the data from the IT-systems is up-to-date and of sufficient
quality.

A general challenge of these IT/OT integrations is the quality of data (topology data, DER master

data) from the IT-systems. The quality level is not always that required for use in critical automatic

control systems. Additionally, each connection used for IT/OT integration could be used for an
attack against the critical control systems in the OT-domain. Completely separating OT (such as

SCADA) from IT would provide security, but “no network connection between IT and OT” is not a

realistic option for SCADA systems [9]. Therefore, sophisticated security architectures are required

for IT/OT integration. Standardized communication (e.g., using the IEC CIM standard family [7])

can support the security of integration as the exchanged data could be decoded and scanned by a

security system that supports the standard.
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Besides the IT/OT integration challenges, IT/IT data exchange between owners of different market
roles may have to be provided for completely implementing the 5% approach as well. For instance,
the correct amount of the billed energy may have to be reported to transmission system operators
and further reported to official authorities.

6. Conclusion and Further Work

It is the purpose of the described field test to validate the 5 % approach. The next step will be to
align the regulatory framework and the 5 % approach and to create solutions allowing distribution
grid operators to implement it efficiently, taking into account aspects of integrating OT and IT.

Reliability and maintainability are very important factors for distribution system operation. Their
interdependency as well as their dependency upon the degree of centralisation of OT and IT and
also their influence on costs are important topics that still have to be looked upon in the context of
smart grids.

There are a number of other purposes for control in distribution grids. An interesting topic, still to

be researched is the coexistence of control strategies with different aims and for different grid
domains. The cooperation or coordination between control units can either be mediated by
distribution management systems or take place directly between controllers.

A possible extension to the 5 % approach could be to combine it with approaches with near-future
predictions, such as load predictions and feed-in predictions to enable curtailment actions
coordinated with energy market action instead of reactive actions. However, it is a real challenge to
predict the local feed-in and load for distribution grids, and it needs to be studied whether the
potential benefit compensates the risks and costs for dealing with prediction errors.
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Calculation of current land use for renewable energy
in Germany

Nils Koldrack®

Abstract

The energy revolution in Germany is a nationally and internationally highly acclaimed and debated
topic. The phase-out of nuclear energy by the end of 2022 opens the door to enter the age of
renewable energy. Energy system of the future should be eco-friendly and secure. Currently,
Germany is a pioneer of this global development. The implementation of the energy revolution
implicates increased space requirements for renewable energy. Thus, particular areas for wind
turbine, biogas plants, open space photovoltaic units, hydroelectric power stations and the
technical infrastructure are used. The dynamic expansion of renewable energies in all sectors and
the rapid expansion and modernization of power grids will change the characteristic landscape of
Germany conspicuously. For this reason in this paper the current land use of renewable energy is
analysed. The observation of further development asks for appropriate indications and the
necessary data bases. One more focus of this paper is to examine the effects of land use for
renewable energy to protected resources and landscape features.

As a result the current land use of renewable energy systems is being visualized and analyzed. In
concrete terms, a current land use of 180 km? was observed (up to 2012). Thereof open space
photovoltaic units take up 60.2 % and thus the most of the area. If required cultivable acreage for
renewable resources for biogas plants are included, the current total land requirement is about
28,000 km2. This represents about 7.8 % of the area of the Federal Republic of Germany. During
investigation it became clear, that there are still significant gaps in the data. Therefore the results
may underestimate the real situation.

1. Introduction

As part of a Master Thesis [5] which was developed on the Leibniz Institut fiir 6kologische
Raumentwicklung (IOR) in Dresden, the occupied area by the renewable energies in Germany was
analyzed. In particular, wind turbines, open space photovoltaic units, biomass plants and pumped
storage power plants were investigated.

Installations of geothermal and hydroelectric power plants were also considered, but is not signify
because of the small number of plants and land use overall. Solar panels on house roofs were not
included, because they are already installed on a sealed surface. Objectives were:

- toascertain and evaluate the current land use,
- to examine what data bases are available for a current survey,
- tofind and close data gaps,
- identify ways of the repetition (monitoring).
2. Geospatial localization of land use
For regular monitoring of land use by plants which produce renewable energy a data base is

necessary, which is collected as regularly as possible and with a great attention to detail. For this
Germany’s available spatial data source of the Basis-DLM (ATKIS) of the national survey

! University of Rostock, 18059 Rostock, Germany, Nils.Koldrack@uni-rostock.de, Professorship of Geodesy and
Geoinformatics

93



Calculation of current land use for renewable energy in Germany

administrations may be one of the best sources. Therefore, the main focus of the investigation lies
on ATKIS data. In addition, there are a variety of other data sources that provide such information.
It should be emphasized to use only those that are spatially located, or have reference surface and
are regularly updated.

It quickly became apparent that from the Erneuerbare-Energien-Gesetz (EEG)-data a good
overview of the distribution of the individual plants can be obtained. However, these data are
georeferenced by the postal code and some sections (e.g. biogas plants) are also incomplete.

The other data bases are mostly for singular studies or they are only sectorally created or not
available for the entire country. In addition the underlying spatial data are often inaccessible.

So far only ATKIS has a good data base for wind turbines on mainland. 21,137 plants were
performed as point-like objects under the property
“AX _BauwerkeOderAnlageFuerIndustrietUndGewerbe” with the value “1220” in the data from the
year 2012. With the rapid establishment of turbines throughout Germany, it is almost impossible to
achieve an exact number of wind turbines. The Fraunhofer Institute for Wind Energy & Energy
System Technology (IWES) stated on 12/1/2012 that in the Federal Republic 23,043 systems have
been installed [4]. The Deutsche WindGuard estimated the number at 22,664 on the 7/15/2012 [3].
In the AAA-Model of ATKIS for 40 % of wind turbines under the identification “HHO” (average
height of 103.4 meters) the height is given. The federal state of Saxony is the only state that has
assigned a height for each facility. Thuringia in turn is the only state, which indicates an area to
wind turbines. Approximately for 87 % of the facilities in Thuringia a “primary energy surface” are
assigned. The average size amounts to 1,044 m2. The Bundesamt fiir Bauwesen und Raumordnung
estimates the land use for each plant similar. It indicates that for a wind power plant an area of
0.1 ha is required. Based on this information an area-based extrapolation could be done.

The Bundesamt fiir Seeschifffahrt und Hydrographie collects and provides data for offshore wind
turbines in the North- and Baltic Sea. In contrast to the data of the onshore data the offshore
installations are digitalized as surface geometry. In the German Baltic Sea 7 kmz are currently used
through offshore wind turbines and only 3.9 km? in the North Sea [1].

The open space photovoltaic units are recorded in the ATKIS feature class catalogue in the
property “AX_IndustrieUndGewerbeflache” under the identification “PEG 3000 but they have
been documented only partially by the federal states so far. 713 open space photovoltaic units are
collected in the ATKIS-data in 2012. The data of the EEG of 6/4/2013 implies that 3,288 open
space photovoltaic units are distributed in Germany. Since the operators are required to report data
like location, capacity and date of commissioning according to 88 45 and 46 EEG, it can be
considered a very good actuality of the EEG-data. Because the information of the EEG-data are not
geo-referenced, but include the specific postal code, location and sometimes roads, other data
sources (e.g. Geoportal Baden-Wurttemberg and Brandenburg, Raumplanungsinformationssystem
Sachsen) was needed. Furthermore a large part of plants were captured manually with digital
orthophotos (DOP) of the Bundesamt fur Kartographie und Geodasie (BKG). Due to the lack of
timeliness of aerial images newer photovoltaic units could not be documented. The internet portal
“Energy Atlas Bayern 2.0” by the Bavarian State Ministry of Environment and Consumer
Protection includes geo-referenced open space photovoltaic units for Bavaria and makes the data
available for download. A total of 1,984 plants are maintained [6]. Because the constructions were
geo-referenced only as points and not as surface data, the plants were just captured manually as in
the EEG-data. Overall 1,470 open space photovoltaic units were collected on this way.

The hydropower, geothermal and biomass plants are indeed just as clearly defined in the ATKIS
feature catalogue in the property “AX IndustrieUndGewerbefliche”, but also out patchy, as the
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open space photovoltaic units. The ATKIS-data of 2012 recorded 1,319 hydropower plants with an
average area of 3,452.2 m#/plant. However the EEG-data shows that there are 7,449 plants for
electricity generation from hydropower in Germany. Seven geothermal plants for electricity
production are documented in the EEG-data, while on the other hand ATKIS collects 15 plants
which are used for electricity and heat production (& 8,286.1 m?). According to the EEG-data in
July 2013 14,348 biomass plants are distributed on the area of the Federal Republic of Germany.
On the other hand ATKIS lists only 1,397 plants (@ 1,325.6 m? land use). As in the EEG-data for
all plants, the rated power is specified, a method for the approximate calculation of the land use of
the required biomass surface was developed as part of the investigation. To answer the question
how much land is required to produce 1 MWh/a, the substrate consumption of biomass plants had
to be determined. For this purpose, information was used of the operator surveys of the DBFZ from
2012 [2]. On the basis of the average parameters (example: to generate 1 MWh/a with energy
crops, an area of 125 m2 is required) the land use was calculated. Summarized for all substrates an
average of 726.7 m? are required to produce 1 MWh/a. With a current power production of biomass
from 36,427,461 MWh/a, area of about 2.6 million ha is needed. This approximate estimate has to
take into account, that substrates are also imported from neighbouring states of the Federal
Republic of Germany.

3. Evaluations for selected types of renewable energy
In the following sections, selected results from Koldrack [5] are presented.

3.1.Wind turbines

Nearly a quarter of 21,137 wind turbines have been installed in Lower Saxony (including Bremen
5,129), followed by North Rhine Westphalia (2,809). In the period from 2006 to 2012 Lower
Saxony had an increment of 38.8 %, which is immense in view of the already high number of wind
turbines in 2006 (3,695). The state of Brandenburg (including Berlin) owns with 79.6 % the second
highest rate of growth. Only Saarland has a higher rate (188.5 %). The distribution of the wind
turbines per km? (Fig. 1) shows, that North Germany over a wide range has significantly higher
values than southern Germany. Along the North Sea and Baltic Sea, there are many counties with a
value exceeding 0.11 plant/kmz2. The two counties Emden and Dithmarschen on the North Sea coast
of Lower Saxony have the highest values (0.68 and 0.51 plant/km?). In contrast most counties of
Baden-Wiirttemberg and Bavaria have mostly a value below 0.025 plant/kmz2.

Extrapolating the average land use of wind turbines of 1,044 m2 on the number which depends on
the data source (Fraunhofer Institute for Wind Energy & Energy System Technology or ATKIS) a
land use between 22.1 km?2 to 24.1 km? results.

Another method was used to assess the claim of space from a planning point of view. Around each
wind turbine, a buffer of 155 m (average height of wind turbines in 2012) was created. The claimed
area arises from the common distance space of wind turbines. Because these covered areas deprives
other structural measures. With this method, wind turbines cover an area of 794.9 km2 in Germany.
An analysis of local conditions of all wind turbines in Saxony showed, that 94 % of all plants are
installed on vegetation areas (81 % farmland, 16 % grassland, 4 % forest and wooded area, 1 %
heaths and 1 % woodland). 4 % are installed on formerly urbanized surface and 2 % on recreational
areas.
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Figure 1: Distribution of wind turbines in Germany on administrative districts
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3.2.0pen space photovoltaic units

In distribution of photovoltaic open space units on administrative districts it is conspicuous that
most of the 1,470 systems were mainly installed in south and east of Germany. Bavaria protruded
with 873 systems, well ahead of Saxony with 145 plants. In the district of Passau on the border to
Austria the most systems are installed (59), followed by the district Straubing-Bogen with 33

(Fig 2).

A reason for many abutting districts in Lower Saxony, North Rhine-Westphalia and Schleswig-
Holstein, where no open space photovoltaic units were installed, may be the low solar potential in
the regions, but also the patchy data base can be a reason for that.

Nationwide, 1,470 plants were recorded, which occupy a total area of 112.8 km2. In correlation to
the large number of plants in Bavaria the largest surface of photovoltaic units was built (45.9 km?),
followed by Brandenburg (18.2 km?2). This is remarkable, because in Brandenburg in comparison to
other provinces, relatively few systems have been installed (30). In the district of Potsdam-
Mittelmark open space systems were installed on an area of 5.5 km2. It is the district with largest
land use of open space systems, followed by Elbe-Elster district around 4.4 km2,

A local analysis at the example of Saxony showed that 26.8 % of newly installed ground-mounted
systems were installed on forest and wooded area, followed by grassland (25.2 %) and farmland
(18.5 %). Random samples showed that forest and wooded areas are mostly former landfills and
mining areas, former barracks or military training areas.
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4. Results and conclusions

Overall, information for almost 43,000 plants was collected [5]. In the analysis of direct land use
through renewable energy installations a total area of 179.2 km2 was determined. In the used spatial
data, the surface data were mostly documented inadequate or incomplete. Therefore average values
for area calculation for wind energy, biomass, hydropower and geothermal plants were used.
Therefore a certain span of land use must be considered. By using a confidence interval of 95 % a
span of direct land use of 175.8 km? to 188.1 km? results.

In the distribution of direct land use of the facilities for the renewable energy, open space
photovoltaic units make up the largest part, followed by the hydropower plants (Fig. 3). If the
acreage of biomass is included, this would take 99.3 % of the land to generate renewable energy.

biomass plants (9.9)

open space
photovoltaic units
(60.2)

wind turbines (11.8)

geothermal plants
(0.1)

hydropower plants pumped storage
(13.7) power plants (4.3)

Figure 3: Percentage distribution of the areas of renewable energy plants in the respective
divisions, own evaluation based on data bases: ATKIS basic DLM © Geobasis-DE / BKG (2012),
DGS (2013), RAPIS (2013) AROK (2013), GDI-BE/BB (2013)

For the topicality it can be stated that the renewable energy installations are recognized only
incomplete in the current ATKIS data. Wind turbines constitute an exception. The essentials for
acquiring the turbines are given in the ATKIS object catalogue of the basic DLM, but they are not
sufficiently used by the federal states yet. The cadastre of the regional planning of the individual
federal states have not fully adapted to the digital capture of the buildings for renewable energy
sources. It would be desirable that countries provide geospatial information for current use or
planned construction of such facilities at all levels, as for example in the
Raumplanungsinformationssystem Sachsen (RAPIS). An opportunity to ensure a nationwide basic
timeliness of plants in the institutions can be, that the offices include the EEG-data. Through the
compulsory registration of operators for renewable electricity generation, a nationwide basic
timeliness of plants could be depicted. An area calculation with average values could be avoided
and an accurate calculation of land use of renewable energy systems will be performed. In view of
the importance of the energy transition a current official data source should contain the systems and
their area consumption. In this regard, ATKIS is to be well on the way and a continuous monitoring
would be possible.
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The evaluations demonstrate the significant area requirements for the generation of renewable
energy. In particular, biomass cultivation is by far the largest area. Wind turbines and solar fields
have only fraction of the land use, but they mark the landscape through their technical character.
Information about sites and use of land can be used for further studies, for example, for analysis on
the effects on environment and nature. In view of the climate change, a better management for the
conversion of energy sources on renewable, sustainable energy, with a suitable data base should be
used to minimize the impact on nature and environment.
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The quality of weather information for forecasting
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Abstract

The weather forecasts are affecting different aspects of our everyday life. Nowadays, thanks to
many tools and methods we are able to predict meteorological phenomena. It is possible, with a
level of uncertainty, to take control over the unpredictability of the future weather conditions.
Unfortunately, the predictions of the future meteorological variables are far from perfection, and it
is confirmed not only by scientific research but also by every-day experience. Hence, the quality of
the weather predictions has to be evaluated. Especially, as this information is critical for numerous
sectors, amongst which the renewable energy sector may be distinguished. Nowadays, an accurate
prediction of the power output of intermittent renewable energy sources (RES) is highly dependent
on weather and climate conditions. Thus, the energy decision- makers have to depend on the
quality of the obtained weather information. However, there are no commonly accepted standards
that would allow for the evaluation of the quality of information gained from different sources.
The aim of this paper is to provide a critical overview of the currently used assessment methods of
the quality of weather forecasts. The main focus is put on the methods and criteria for evaluation
of weather information that is used for predicting power output from intermittent RES.

1. Introduction

Weather forecasting is based on predicting the state of the atmosphere in the future. Nowadays,
thanks to many tools and methods we are able to predict meteorological phenomena. Thus, it is
possible, with a level of uncertainty, to take control over the unpredictability of the forthcoming
weather conditions. Moreover, progress in measuring techniques, computing and information
technology had a huge impact on the quality and the usefulness of weather forecasts [17].

The various energy production units, different consumption patterns and the energy system
in general have different technical, legal and even behavioural constraints [14]. To plan ahead for
the future energy production and consumption, energy specialists, like any other analysts, rely on
a system of equations [30]. According to [58], the choice of the appropriate forecasting model
relies on four characteristics: the forecast horizon, the availability of historical observation data, the
level of data aggregation and finally on the amount and quality of the external information,
amongst which the weather and climate information plays a significant role [36]. Unfortunately,
as confirmed by both the research and the everyday life experience, the predictions of the future
meteorological variables are far from perfection. Often, even the seemingly best weather forecast
may prove to be inaccurate when conditions change unexpectedly [28, 32]. Hence, the quality of
the weather predictions has to be impartially evaluated. Especially, as this information is critical for
numerous sectors, amongst which the renewable energy sector may be distinguished.

An accurate prediction of the power output of intermittent renewable energy sources - RES
(especially wind and solar power) is highly dependent on weather and climate conditions.
Consequently, the currently used forecasting methods of energy generation are relying on weather
forecasts. Thus, the energy operators have to depend on the quality of the obtained weather
information. However, the problem of assessing the quality of weather forecasts for the use
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of energy forecasting is very complex. In the context of RES, a number of questions arises:
(1)What is the real usefulness of the weather forecasts provided? (2)What is the most appropriate
forecasting horizon? (3)How far in advance should the weather forecast for a particular day be
published in order to be useful and reliable for forecasting RES output? (4)What are the sector
relevant measures of the quality of the weather forecasts?

The paper is structured as follows. Section 2 presents the general weather information quality
terms. Additionally it provides a critical overview of the currently used types of forecasts and
methods of their quality assessment. Section 3 focuses on the topic of how significant is the
weather information in renewable energy sector. Moreover, it addresses the forecasting horizons
and their operational usability in the context of weather and climate variables that influence the
RES performance. Section 4 discusses the information attributes relevant to the quality assessment
of weather forecast and the needs of the renewable energy sector. The main findings are
summarized in the concluding Section.

2. The weather information and its quality

2.1.The quality of information

ISO 8402 standard defines the quality term as all features and characteristics of a product or service
used to satisfy identified or anticipated needs [44]. In this sense, the quality of the information
should be understood as the satisfaction degree of the user requirements. Therefore, quality should
be estimated from the perspective of the needs of the entity, which relies on it. Thus, it is necessary
to specify the information recipient [1]. The latter is the one that imposes his requirements, and
determines the manner in which information can be evaluated. This involves determining the
quality of information by using the evaluation of attributes (features) connected to the information.
In the literature, one can find many attempts to define the attributes of information [23, 43, 62].
However, these publications do not differ significantly from one another. The differences arise
mainly from the fact that there are various configurations in the set of features or different names
for information attributes are used, but in fact they are understood similarly. It is worth
to emphasize that even the information itself, due to the widespread use in various fields of science
and life, does not have a common definition. It is also assessed differently depending on the context
of its application.

In general, the quality of information may consist of many elements, such as its reliability,
timeliness, security, usefulness etc. Nevertheless, there are no commonly accepted standards that
would allow for the evaluation of the information quality [23]. Section 2.2 provides a critical
overview of the currently used types of forecasts and methods of their quality assessment.

2.2.Forecast types and verification methods

According to [51] data used in forecasting may occur in various types (nominal, ordinal, interval
and ratio). Moreover there are different forecasting methods that can be applied to generate the
prognosis. These forecasting approaches can be divided by their nature, space-time domain
or specificity. Table 1 presents a classification scheme, proposed by [32], of verification methods
assigned to a particular forecast type and grouped by three aforementioned categories.

Category Forecast type Appropriate verification methods
deterministic visual, dichotomous, multi-category, continuous, spatial
nature of . ; .
forecast probabilistic visual, probabilistic, ensemble
qualitative visual, dichotomous, multi-category
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time series visual, dichotomous, multi-category, continuous,
probabilistic
Sfiamcg_ spatial distribution visual, dichotomous, multi-category, continuous,
domain P probabilistic, spatial, ensemble
ooled space and time dichotomous, multi-category, continuous, probabilistic,
P P ensemble
dichotomous visual, dichotomous, probabilistic, spatial, ensemble
specificity multi-category visual, multi-category, probabilistic, spatial, ensemble
; of ; continuous visual, continuous, probabilistic, spatial, ensemble
orecas
object- or event- visual, dichotomous, multi-category, continuous,
oriented probabilistic, spatial

Table 1: A classification scheme for forecast verification methods.

According to Table 1 there are seven categories of verification methods: visual, dichotomous,
multi-category, continuous, spatial, probabilistic and ensemble. Apart from their applicability to the
specific forecast type, it worth to examine both pros and cons of these approaches. Visual or
“eyeball” verification methods are one of the simplest. Among others, time series plots, maps,
histograms, box plots, scatter plots, reliability diagrams can be distinguished. These methods are
based on a human judgment during graphical comparison of presented forecast and observations.
Main advantage of this group is that they provide the simplest way to quickly verify the model
accuracy. However, this approach is not quantitative and thus there is a room for individual
interpretations and subjectivity. As such, these are the biggest disadvantages of the visual
verification methods.

The next groups - dichotomous and multi-category verifications can be described together since
both are using contingency tables and dichotomous contingency tables. As the latter is a special
case of a multi-category verification table. The contingency table method is based on a table where
the frequency of forecasts and observations are placed in the appropriate cells [39]. Each row and
column represents one of the category (in dichotomous contingency table case categories are “yes”
and “no”) [38]. In general it is easy to diagnose the nature of forecast errors, but it is difficult to
summarize the error by using “one number method”. Luckily, there are many statistics that can be
used to evaluate error in the contingency table, such as: accuracy, Heidke skill score, Hanssen and
Kuipers discriminant, Gerrity score, bias score, probability of detection (hit rate), false alarm ratio
and many others [6, 50].

The most commonly utilized verification methods belong to the continuous variable verification
category. These approaches are: mean error, multiplicative bias, mean absolute error (MAE), root
mean square error (RMSE), mean squared error (MSE), absolute mean percentage error, linear
error in probability space, stable equitable error in probability space, correlation coefficient or
anomaly correlation [50]. During the error interpretation it is widespread to use just two methods -
MAE or RMSE, rather than MSE. The former two are measured in the same data units as the
observational data. Thus, it is easier to interpret their scores unlike to the MAE approach. Also, the
RMSE is better than MAE if we want to put an emphasis on the forecast outliers, but in few studies
this method is criticized due to this feature [3, 65]. Two atypical verification methods: correlation
coefficient and anomaly correlation are usually used to check the linear association and phase
difference between observations and forecasts. These methods are sensitive to outliers, but say
nothing about forecast bias [21, 64].
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Another category is based on a probabilistic verification methods. The probabilistic forecast is in
fact a value between 0% and 100%. The usefulness of this method can be observed only when there
is a significant amount of probabilistic forecast generated [50]. From the probabilistic category we
can distinguish brier score, brier skill score [37], relative operating characteristic [34], ranked
probability score, ranked probability skill score and relative value [45].

The spatial and ensemble verification methods form the last category. Among many others, such
approaches may be distinguished: intensity-scale verification [9], discrete cosine transformation
[12], fraction skill score [46], spatial multi-event contingency table [4], neighbourhood verification
method [15], CRA verification [16], method for object-based diagnostic evaluation [7], cluster
analysis [33], displacement and amplitude score [24], correspondence ratio [52], likelihood skill
measure, Nash-Sutcliffe efficiency coefficient [41], alpha index [25], quantile-based categorical
statistics and many others [50]. In the following sections the focus is put on the significance of the
weather information in a particular energy sector — renewable energy. Moreover, the attributes of
weather forecasts quality are identified and the appropriate verification methods proposed.

3. The significance of weather information in renewable energy sector

The irregular production of electricity in RES and their constantly increasing integration with the
power grid is currently being one of the major challenges for the energy system operators. It is
a known fact that the process of generating energy from this sources is random and problematic in
the face of maintaining the security of the network.

The crucial requirements towards RES power forecasting are defined by the forecast horizons that
determine the operational, practical usage of the forecasts and are demanded by the electricity
value chain participants. Table 3 presents the most commonly industry-requested forecasts.

Forecast horizon Granularity Operational usability
Intra—Hour: : i .
15 minutes to 2 hours 30s to 5 min | Management of variability and ramping events
Hour Ahead: Hourl Transactions on intraday energy markets, load
One to max 9 hours y following forecasting, congestion management
Day Ahead: Operational planning, switching sources, short-term
Hourly power purchases, reserve planning, system
One to 3 days balancing, programming backup, ancillary services
Medium-term: Dail Plant optimization, risk assessment, congestion
7 days to max 2 months y management
Long-term:
g Monthly and Targeting return on investments
One to more years annual

Table 2: Forecasting horizons in renewable energy sector (general approach) and their
operational usability [26, 28, 32]

Undoubtedly, the most important forecasting horizons for managing the RES output are the hour and
day ahead time spans. It might be said, with a great deal of confidence, we may say that the most
valuable weather forecasts are in situ and remote observations. Apart from the time horizon,
an accurate prediction of the power output of intermittent RES is highly dependent on weather
conditions (wind speed, wind direction, radiation, cloudiness, storms etc.). Consequently,
the currently used forecasting methods of energy generation are relying on weather forecasts and
climate predictions. It is worth to mention that weather attributes are highly dependent on the
geographical localization. Table 3 summarizes the dependencies between RES technology and main
meteorological variables that have an effect on the amount of generated power.
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Renewable energy source Weather / climate variable
Solar power Radiation affected by latitude and clouds, air temperature
Wind power Wind speed, wind direction, wind gust, icing, storms
Hydropower Precipitation (rain, snow), evaporation, surface slope, air temp.
Biomass power Temperature, precipitation, insolation
Wave and tidal power Wind

Table 3:Weather and climate variables influencing the RES performance.

The energy forecasting of the specific time scales, presented in Table 2, and the relevant weather
variables distinguished in Table 3, imposes various requirements to the applicable data sources,
weather forecasting models, forecasting techniques that can convert available data into high quality
RES power forecasts [26, 28]. In general, the weather forecast can be derived using such techniques
like Numerical Weather Prediction (NWP), statistical models, satellite-based forecasting or total
sky imager—based cloud cover (Sky Image Processing in general), discussed in detail in [17, 28,
58].

4. The characteristics of the weather forecasts’ quality and its value for the
renewable energy sector

The issue of quality assessment of weather information was widely discussed in meteorology.
Throughout the years, a variety of evaluation techniques has been developed and applied [19, 21,
32, 56, 57]. Due to the number of forecast quality measures, in order to avoid confusion, their use
must be obvious, easy to calculate and their statistical significance should be testable [56]. In the
book [21] one can find a detailed list of common assessment metrics with full discussion of their
advantages and limitations. Mailer et al. [32] pointed out that the literature on assessment of
forecast quality is largely written to meet the needs of forecasting models developers. However, the
evaluation of the quality of weather forecasts in the case of various sectors and users is still to be
performed.

Referring to the forecast verification methods presented in Section 2.2., it can be said that
renewable energy sector has to use such methods to determine the forecast quality. For example, in
the case of wind speed forecasting the most commonly used verification methods are root mean
squared error [48, 49, 59, 63] and mean absolute error [5, 20, 40, 47]. In many studies both
methods are used and compared, because of the RMSE advantage and disadvantage at the same
time — outliers sensitiveness. Equally often the mean absolute percentage error (MAPE) is used in
different studies [27, 29, 59, 63]. This method has the such advantage that it abstracts from data
units and it is easy to compare different research results. In some studies another verification
methods are used like brier score [2], but less frequently than other methods. The situation looks
very similar in the case of solar radiation forecasting, scientist mainly use mean absolute
percentage error [11, 42, 53, 54] and RMSE verification methods [11, 18, 42]. In noticeably
smaller number of studies was used mean square error or mean absolute error [53, 60]. Some
researchers use the less popular methods such as ranked probability score or contingency table, but
always with support of more popular verification methods [55, 60]. What is interesting, almost no
one is using more advanced verification methods for spatial forecasts, generally in that case MSE
or RMSE are used with support of the visual methods.

Having in mind the applicability of different forecasts’ verification methods commonly used in the
renewable energy output forecasting, we can know characterize the main attributes of a weather
information. Out of the set of information attributes, mentioned in Section 2.1, we have
distinguished these relating directly to the characteristics of weather forecast and the needs of

105



The quality of weather information for forecasting of intermittent renewable generation

decision-makers from the renewable energy sector. Table 4 presents the relevant attributes of
information and their short description.

Information

attributes Description

Information is complete if it is reliable and useful. Completeness of information
Completeness | does not mean that all needed information is given in a specific situation. In other
words, the scope of the information should be relevant to the problem [1].

Information accuracy decides whether the information is accurate and convergent
Accuracy enough with reality. The consumer must find the data accurate. For example, the
data should be correct, objective and come from reputable sources [62].

It is strongly linked to accuracy of information. Correct information should be free

Correctness from errors, mistakes and distortions. It should not be biased.

Timeliness is connected with the information subject which is up-to-date if it
describes the present (or last possible to identify) state of some reality.
Timeliness Timeliness may refer to the time when information is received by the recipient or
the state of reality when it was created [1]. Information should not be outdated or
obsolete.

Relevancy is the information validity assigned to it by the user. Thus, information
relevance depends on the user. Therefore, it is a subjective quantity. It can be

Relevancy considered on four dimensions: temporal, personal, geographical and economical
(1.

Information is useful if it meets the needs of the recipient. Utility is connected with

Utility the recipient, not the sender. Therefore, the same information may be useful for

some recipients, and for others — useless. Moreover, the same information may
be useful for some recipient in certain circumstances but in others not [1].

Table 4: Attributes of information relevant to quality assessment of weather forecast and the needs
of renewable energy sector

Attributes listed in Table 3 allow for measuring and estimating the information quality. According
to [21] these measures must be defined, so they can be quantified. It should be remembered that the
overall quality is affected above all by the quality of the data, which is used to forecast the weather,
local dependencies and ground limitations.

It is worth to empathize that no single verification measure provides complete information about
the product quality [56]. Moreover, the literature shows that not always good quality of weather
forecast reflects in a simple manner on its value to the users [31]. There are also different studies
showing how various information attributes can affect the forecast value for the user [26, 31, 35].
According to Milligan et al. [35] the most accurate forecast gives the highest benefit from
the power resource, but improving accuracy to 100% declines marginal benefits. On the other hand,
the forecast accuracy strongly depends on the local conditions at the forecast site [26] and
surprisingly the biased forecasts could be more valuable to the power generator than unbiased ones
[31] depending on a type and time of day on power markets. Therefore, the importance of “fitness
for use” concept that is also widely adopted in the quality literature [10, 13, 22, 62] should be
emphasized. Having that in mind, we have decided to take the consumer “fitness for use” in the
conceptualization of the underlying aspects of weather information quality.

5. Conclusions

Even though the energy sector is one of the major users of weather information there are still
changes that should be made to better meet the consumer needs and to achieve the highest possible
quality of the weather predictions.
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In this paper we focused on the quality of the weather information and its impact on the RES
forecasting. The findings from the critical literature review have led us to a place where we can
undoubtedly say that despite many attempts no standardized approach towards assessing the real
quality of the weather forecasts has been yet introduced. There are actually three mainly used
methods to validate the quality- RMSE, MAPE and MSE. However, the accuracy of prediction
which may help evaluate the offers of the forecast service companies is actually a matter of
subjectivity. Therefore, apart from different attributes that can describe the quality of the weather
information, there is one particularly important — utility. As such we can define “quality of weather
information” as the fit for use by information users, in our case: the decision-makers from the
renewable energy sector.
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The Impact on Human Health and the Environment of
Different Types of German and Polish Power
Plants: A First Scoring Approach in Germany

Kristina Voigt', Hagen Scherb® , Pawel Bartoszczuk?

Abstract

This paper gives a short overview about the types of power stations in Germany and Poland. The
energy production in Germany in 2012 was 629,7 TWh. Every type of power plant poses a risk to
humans and the environment but in a different way and to a different extent. A discrete
mathematical method, named Hasse diagram technique is applied. The software package used is
the PyHasse software. A first ranking approach is presented taking the 8 most used types of power
plants in Germany into account and ranking those applying 5 different evaluation criteria,
including 3 environmental health attributes. In this first approach not only nuclear power stations
but also coal-driven power stations come worst in this ranking method. Renewable energies come
best in our approach. Unfortunately their percentage of the overall energy production is still too
low (about 22,1 % in Germany and 10,4 % in Poland). This underlines the necessity for urgently
supporting the development of renewable energy power plants. Furthermore, we plan to extend our
scoring approach to other European countries, starting with the neighboring country Poland.

1. Introduction: Energy Use

Energy use is central to human society and provides many health benefits. But each source of
eneggy entails some environmental and health risks. In a review article, entitled Energy and Human

Health [1] it is stated that the largest acute health impacts of today’s energy systems come from the
extraction and combustion of solid fuels. Nuclear energy has a small direct impact but moreover a
serious genetic impact concerning the waste and fatal impact concerning possible accidents [2].
Coal is the major energy source worldwide (25 %). Nuclear energy supplied around 11 % of the

global energy production in 2011. Human-engendered climate change, which is largely but not

entirely caused by energy use, is already imposing health impacts. Environment and health impacts
from renewable energy sources are likely to be much smaller than those from classical energy
sources.

1.1. Energy Mixture in Germany

The mixture of energy in Germany for the years 1990 and 2012 is given by the Umweltbundesamt
in Dessau [3]. Both the gross power generation as well as the power consumption has been
increasing since 1990 in a continuous way (exception 2009). The amount of renewable energies has
been continuously rising since 1993 with one exception in 2009. Since 2003 the gross power
consumption has been constantly lower than the gross power generation. The surplus is exported.
Germany is still heavily depending on coal (soft coal and hard coal), and nuclear energy.
Renewable energies comprised 22 % in 2012.

We distinguish among: _Classical energy sources: Soft coal (lignite, brown coal), hard coal (stone
coal), natural gas, nuclear energy, mineral oil product, Renewable energy sources: Photovoltaic
energy, wind energy, biomass, water energy (running-water power station), municipal waste, and

! Helmholtz Zentrum Miinchen, 85764 Neuherberg, Germamygt@helmholtz-muenchen.ggcherb@helmholtz-
muenchen.ddnstitute of Computational Biology

2 Warsaw School of Economics, 02554 Warsaw Polabatto @sgh.waw.plEnterprise Institute
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others. The Arbeitsgemeinschaft Energiebilanzen [4] lists on its Website the latest energy
production data which are given in Table 1. We specify the energy sources together with the given
acronym used in in our data evaluation approach later. We take the 2012 data into account as the
2013 data were not final ones at the date of our evaluation.

Table 1. Energy Sources Germany: Gross Power Generation 2012: 629,7 TWh

Energy Sources Abbreviation | Portion of TWh 2012 % 2012
Biomass BIO 39,7 6,3
Mineral oil products (fuel oil) FOI 7,6 1,2
Natural gas GAS 76,4 12,1
Hard coal (stone coal) HCO 116,4 18,5
Municipal waste MWA 50 0,7
Nuclear energy NUE 99,5 15,8
Others OTH 25,5 4,1
Photovoltaic energy PHO 26,4 4,2
Soft coal (lignite) SBC 160,7 25,5
Water energy WAE 21,8 3,5
Wind energy WIE 50,7 8,1
Sum 629,7 100 %

1.2.Energy Mixture in Poland

The main prime energy source in Poland is hard coal and lignite (soft coal), which cover 56% of
the demand. Crude oil also has a significant share of 25%. Even to maintain current levels of
energy generation, Poland needs to invest huge amounts into energy generation capacity (between
41 billion and 98,5 billion € by 2020 and factually upgrade or redesign its entire energy system as
almost 85% of electricity is produced from coal and furthermore, two thirds of the installed coal
capacity is older than 30 years and almost 20% (7 gigawatt) of the current generation capacity have
to be phased out by 2015. Poland plans to have nuclear power from bout 2025 as part of an energy
portfolio, moving away from heavy dependence on coal and imported gas [5]. However, a positive
trend in the growth of the renewable energy sector in Poland can also be observed. The most
important source is wind energy. According to Energy Regulatory Office (URE), in 2012, there
existed 663 wind plants in Poland of a total capacity of 2341 MW. Most wind farms are located in
north-western Poland, not far from Baltics sea. The current share of wind energy in total renewable
electricity of origin is 57.6%. It ranked first among renewable energy sources already in 2009.
Currently about 40 % of the Polish electricity from renewable source is produced from biomass
while a third comes from co-incinerating biomass in coal-fired power plants. Increasing support for
the alternative technologies will lead to new opportunities to develop projects at industrial locations
that produce large amounts of biomass. The large share results in Poland’s significant biomass
potential and its large share of coal power plants that generate about 90 % of Poland’s electricity.
By using this existing infrastructure, Poland was able to significantly increase its share of
renewable energies in just a few years. Today, 30 of the 39 Polish coal power plants are co-
incinerating biomass. Biomass energy power plants were analyzed for the years 2001-2010 by
Budzianowski [6].

The development of renewable energy is strongly encouraged in Poland via support through a
system of green certificates. Unfortunately, the amount of green certificates issued per unit of
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produced renewable electricity is not associated with the type of renewable energy technology.
Therefore, the existing energy policy system inhibits the development of some renewable
technologies, even if they have attractive potentials for sustainable electricity production in the near
future [7]. The Polish Ministry of Economy plans to change the system of green certificates. The
most supported power technologies in Poland will be bioenergy and wind energy. The number of
issued green certificates is to decrease with increasing output power of a plant thus the modified
system will stimulate the development of distributed renewable power systems. In Table 2 the
current situation of the Polish energy mix is given in electricity production (http://www.rynek-
energii-elektrycznej.cire.pl/st,33,207,tr,75,0,0,0,0,0,podstawowe-dane.html).

Table 2: Energy Sources Poland: Electric Power Generation 2012: 161,7 TWh

Energy Sources Abbreviation | Portion of TWh 2012 % 2012
Biomass BIO 10,09 6,2
Mineral oil products (fuel oil) FOI 3,9 2,4
Natural gas GAS 6,3 3,9
Hard coal (stone coal) HCO 80,6 49,7
Nuclear energy NUE - -
Photovoltaic energy PHO - -

Soft coal (lignite) SBC 54,1 33,3
Water energy WAE 2,0 13
Wind energy WIE 4,7 29
Sum 161,7 100 %

2. Urgent Need for Comparative Energy Sources Evaluation

We are of the strong opinion that a scientific approach, e.g. ranking the types of different power
stations with criteria of general importance, like the availability of the energy source in Germany,
the everyday availability, as well as environment and health criterig:e@@sions, impact of
accidents in the power station on human health and the environment, and waste disposal is of great
interest. Usually only one criterion is considered in the political and scientific discussion.

2.1.Types of Energy Sources in Germany

The current energy resources in Germany are taken into account as objects to be ranked by the
above-mentioned criteria. The basis for our evaluation is generated by the official statistical data
for the gross energy production in Germany for 1990 till 2013 [4], (see Table 1). Every energy
source poses a risk for human health and the environment. A comprehensive listing of the risks
would surpass the scope of this paper. That is the reason why we only quote a few examples.
Further reading is recommended, e.g. in Smith et al. [1]. While access to electricity affects health
positively, combustion of coal in power plants causes well-documented adverse health effects. A
review study of respiratory, cardiovascular, reproductive, and neurologic health outcomes
associated with exposure to coal-fired power plant emissions is presented by Buchanan et al. [8].
An article published 2007 in the medical jourridde Lancet, summarizes the burden of the health
effects of generating electricity from coal and lignite (a type of coal). The authors estimate that for
every TWh (Terrawatt-hour) of electricity produced from coal in Europe, there are 24.5 deaths, 225
serious illnesses including hospital admissions, congestive heart failure and chronic bronchitis, and
13,288 minor illnesses. When lignite, the softest and most polluting form of coal, is used, each
TWh of electricity produced results in 32.6 deaths, 298 serious illnesses, and 17,676 minor
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illnesses [9]. Comparison of different forms of commercial power generation by use of the fuel
cycle methods developed in European studies shows the health burdens to be greatest for power
stations that most pollute outdoor air (those based on lignite, coal, and oil). The topic of mercury
emissions from coal-fired power plants in Poland was investigated by Glodek and Pacyna [10]. The
direct health burdens are appreciably smaller for generation from natural gas, and lower still for
nuclear power. This same valuation also applies in terms of greenhouse-gas emissions and thus,
potentially, to long-term health, social, and economic effects arising from climate change. The
negative effects on health of electricity generation from renewable sources have not been assessed
as fully as those from conventional sources, but for solar, wind, and wave power, such effects seem
to be small; those of biofuels depend on the type of fuel and the mode of combustion. Wagner et al.
[11] compared the C{emissions from different kinds of energy production sources. The impact of
nudear power plants on the environment and human health has been studied extensively. Short-
term and long-term health risks of nuclear-power-plant accidents are commonly known and well-
documented in numerous papers. A review article is recommended for further information [12].
Scherb / Voigt [2] could demonstrate the impact of running power plants on the environment and
human health by evaluation the change in the sex ratio near nuclear power plants in Germany and
Switzerland. Not only the conventional energy sources but also the renewable energy sources have
an impact on the environment and human health. For biomass power plants a recently published
paper named the health problems for nearby residents [13]. Also wind turbines pose a health risk
being a new noise source. A review on the health effects of wind turbines has been published [14].

Concerning the disposal of waste from different sources of energy production only the waste
disposal of radioactive waste poses a major problem which has not been solved to a satisfactory
extend for the world’s population. Birkholzer et al. [15] provide an overview of current waste
disposal approaches, scientific issues, and safety assessments related to mined geologic repositories
for high-level radioactive waste.

2.2.Chosen Evaluation Criteria for Energy Sources

Apart from the environmental and human health criteria concerning the air, water, soil pollution of
power plants with not only COemissions but also with particular matter emissions and other
dangerous chemicals and the extremely important criterion of the waste disposal, especially for
radioactive waste, impact of accidents in the power stations, other criteria of general importance,
like the availability of the energy source in a country, the everyday availability play an important
role. All criteria are to be looked upon at the same time in this first scoring approach (see Table 3).

Table 3: Ranking/Evaluation Criteria for Energy Sources Germany

Criterion Abbreviation
Availability every day: yes/no AAT
Availability in Germany: yes/no AVG

CO, emission (high/medium) COE

Impact of Accidents IOA

Waste disposal WAD

2.3. Ranking Method and Software: PyHasse

Concerning the data evaluation of energy sources, we apply an appropriate ordinal data analysis
method to find out conformities and differences in data sets. This is a discrete mathematical method
named Hasse diagram technique and is explained in detail in Bruggemann/Patil [16]. The software
package used is the PyHasse software. This software is written in the programming language
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Python by Dr. Rainer Bruggemann (brg_home@web.de) and is under constant development.
PyHasse comprises several modules which are of great support also in the ranking of energy
sources by general as well as environmental and health aspects.

3. Ranking of Different Types of German Energy Sources

For our comparative evaluation we take 8 of the 11 sources listed in Table 1, leaving out other
sources, mineral oil products, and municipal waste incineration. We use two general evaluation
criteria AAT (Availability every day: yes/no) and AVG (Availability in Germany) and three
environmental and human health criteria COE {@mission), IOA (Impact of accidents) and
WAD (Waste disposal), listed in Table 3. In this first approach we determined the following scores:
2= negative, 1= medium. The Score 0=no effect on the environment and humans is not provided, as
to our knowledge there does not exist a single energy source with no impact. It is evident that this
1, 2 scoring approach is rather broad and does by no means fully take into consideration the vast
scope of impacts of energy sources. The scores are listed in Table 4 and their graphical evaluation
is displayed in Figure 1.

Table 4: Given Scores for Energy Sources Germany

Energy Sources AAT AVG COE I0A WAD
BIO 1 1 1 1 1
GAS 1 2 1 1 1
HCO 1 2 2 1 1
NUE 1 2 1 2 2
PHO 2 1 1 1 1
SBC 1 1 2 1 1
WAE 1 1 1 1 1
WIE 2 1 1 1 1

The corresponding Hasse diagram is given in Figure 1.

A Hasse diagram visualizes so-called partially ordered sets (posets). As demonstrated in Figure 2 a
partial order is given and not a linear order. HDT is appropriate for comparative evaluation of
objects, in this case different types of power plants when a multi-criteria assessment is envisaged;
here several criteria are of importance. All objects which are connected by a line are comparable,
e.g. NUE, GAS, BIO=WAT, whereas for example NUE and PHO are incomparable. The
comparabilities and incomparabilities are given by the PyHasse program along with the number of
equivalence classes (equivalent objects). BIO and WAE are equivalent objects. In this diagram we
have maximal objects, HCO, NUE, PHO=WIE. These are the worst types of energy sources in our
approach.
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Figure 1: Hasse diagram for 8 types of power plantsin Germany evaluated by 5 criteria

The best or rather the better sources are the minimal objects, namely BIO=WAE. The renewable
energy sources biomass and water energy have the best results. Unfortunately these two energy
sources only have a percentage of 10 % of the German power plants. Why do solar and wind
energy are maximal objects? They receive a high 2 score in the criterion availability every day.
Soft coal (brown coal) has a middle position in this Hasse diagram. It is better than hard coal and
worse than BIO=WAE. While Germany imports high amounts of hard coal, the country mainly
uses the own soft coal resources [17].

All criteria receive the same importance in this approach. It is now possible to perform the Hasse
data analysis taking only the environmental criteria COE, I0A, WAD into account or calculating
the Hasse diagram for only the general criteria, namely AAT and AVG. Figure 2 shows the results.
On the left hand side the Hasse diagram for the environmental criteria is displayed and on the right
side the one for the two general criteria.

—— o) JRE=T
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v i i
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Figure 2: HDsfor 8 types evaluated by 3 environmental (Ihs) and 2 general criteria (rhs)

Taking a closer look at the Hasse diagram showing the environmental criteria, we see that HCO is
equivalent with SBC, that is to say both coal types are maximal objects, which have a high impact
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on the environment and human health. NUE is a maximal object and comparable to BIO=GAS,
PHO WAE, WIE. These are minimal objects.

The Hasse diagram for the two general criteria shows a different situation. BIO and WAE are again
the best types of energy sources, but also the SBC, say the soft coal, as its availability is solely
looked upon. GAS, HCO, NUE are all worse than BIO, WAE, SBC. The reason why GAS=HCO,
NUE on the one hand and PHO=WIE on the other hand lies in the different types of availability.
Whereas photovoltaic and wind energy sources are available in Germany their power is not
continuously generated. Gas, hard coal and nuclear energy sources are available every day but have
to be imported. In Figure 2 several discrepancies between environmental/health criteria on one side
and general data on the other side are revealed.

4. Conclusion and Outlook

It can be demonstrated that Germany is with the current energy mix still in a rather unsatisfactory
situation, especially concerning the impact of the mix on the environment and on human health.
The two renewable resources which are shown to be best in the ranking procedure applying the
Hasse diagram technique, the PyHasse software, biomass and wind energy do only count for 14,4
% of the energy sources in Germany (see Table 1). Adding photovoltaic (4,2 %) and water energy
(3,5 %) which are maximal objects in the environmental health approach (see Figure 3 lhs) this
sums up to 26,7 % of the energy mix. Hard coal (18,5 %), soft coal /lignite (25,5 %) and nuclear
energy (15,8 %) which showed a bad result, especially in considering the environmental health
criteria sum up to 59,8 %. In comparison to these numbers, Poland is currently running on 83 % of
coal power plants and 10,4 % renewable energy (see Table 2).

A better strategy for the energy production and consumption must be implemented in the very near
future in order to protect the citizens from serious problems. The environmental as well as the
public health implications of the impact of the current power generation could be severe, and could
be a heavy loading of national economies. A great effort would be necessary to reduce the external
and internal exposure to dangerous chemicals, not only Q@ also particulate matter (PM),

sulfur dioxide (SQ), nitrogen oxide (Ng), mercury (Hg) and not to neglect radionuclides, just to
name a couple, to decrease the social burden of such impacts. An accelerated switch to renewable
sources has the potential to deliver appreciable health benefits, though a major switch will pose
challenges particularly in relation to the intermittency of renewable production, land use
requirements, and cost [9]. Energy storage, energy efficiency, energy saving must be addressed in a
more conscientious and more efficient way. An overview of the advanced energy storage systems
to store the electrical energy generated by renewable energy sources is presented by Rahman et al.
[18].

We plan to extend our scoring approach to other European countries, starting with the neighboring
country Poland in order to support the improvements in the future Polish energy strategy.

Furthermore, we intend to enlarge our set of environmental health evaluation criteria with the topic
of "extraction of energy source".
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Nuclear Energy: Danger Only in Case of Accidents?

Hagen Scherb?', Kristina Voigt*, Ralf Kusmierz*

Abstract

The environmental impacts of nuclear energy are highly underestimated. Nuclear weapons, atomic
bomb tests, and nuclear accidents are considered a danger for the environment and a human cancer
risk. However, childhood leukemia is consistently elevated near nuclear power plants and the
Chernobyl accident entailed elevated human birth sex ratios across Europe. We studied the annual
sex ratio near nuclear facilities in Germany, France, and Switzerland at the municipality level. We
will demonstrate that low doses of ionizing radiation cause effects in human beings. This is shown
by strongly consistent spatial-temporal shifts in the human sex ratio trends in the vicinity of
nuclear facilities. In the chosen countries complete official data on over 70 million gender specific
annual births at the municipality level are available. By Lambert-93 coordinates (France) and GK3
coordinates (Germany, Switzerland) we determined the minimum distances of municipalities from
major nuclear facilities. Spatial-temporal trend analyses of the annual sex ratio depending on
municipalities’ minimum distances from nuclear facilities were carried out. Applying ordinary
linear logistic regression (jump or broken-stick functions) and non-linear logistic regression
(Rayleigh functions) we demonstrate that the sex ratio at birth shows the influence of mutagenic
ionizing radiation on human health. As important environmental chemical contaminants are also
mutagenic, the usefulness of the sex ratio at birth as a genetic health indicator can be inferred by
analogy.

1. Introduction

Nudear energy supplied 11% of global electricity production in 2011. Three countries draw more
than half their electricity from nuclear plants (France leads at 78%, followed by Slovakia and
Belgium at 54% each), and ten additional countries, all but one in Europe, draw more than 25%
from this source [1]. For example, the running 58 French nuclear reactor blocks generate 78
percent of the entire country's electricity, and France is also the largest exporter of nuclear
electricity in the European Union. France is second in the world (behind the United States) in terms
of total nuclear power production, contributing 16 percent of the world’s nuclear electricity. The
risks of a catastrophic impact on the environment and human health by nuclear power plant
accidents are evident and well documented. The modelling results by Lelieveld et al. [2] indicate
that previously the occurrence of INES 7 major accidents and the risks of global radioactive
contamination have been underestimated. Hence high human exposure risks occur around reactors
in densely populated regions, notably in West Europe and South Asia, where a major reactor
accident can subject around 30 million people to radioactive contamination. The recent decision by
Germany to phase out its nuclear reactors will reduce the national risk, though a large risk will still
remain from the reactors in neighboring countries. Furthermore, many nuclear facilities are 30-45
years old.

The health consequences among populations living near nuclear facilities have been feared and in
some countries extensive and expensive studies have been performed concerning e.g. childhood
cancer and childhood leukemia. A meta-analysis of standardized incidence and mortality rates of
childhood leukemia in proximity to nuclear facilities has been carried out [3]. It was stated that the
majority of those ecological studies found elevated rates of childhood leukemia, although usually
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not statistically significant. Case-control studies on cancer and leukemia in young children were
performed in Germany [4, 5], in Switzerland [6], in Great Britain [7], and in France [8]. Although

the authors remained vague in general (weak evidence, possible confounding, no causal relation),
in most studies concern was raised over an increased general human health risk in the vicinity of
running nuclear facilities. Our previous work [9, 10] provides considerable evidence that not only
after serious nuclear accidents but also near normally running nuclear power plants and especially
near nuclear processing and storage sites, the human sex ratio at birth is distorted and in some
places to a rather large extent.

2. Sex Odds as an Indicator of Genetic Health

According to Neel and Schull [11], the sex ratio, or in technical/mathematical terms sex odds, is
unique among the genetic indicators. Its uniqueness arises from the fact that maternal exposure is
expected to produce sex odds different from sex odds after paternal exposure. Therefore, the odds
of male to female offspring at birth may be a simple and non-invasive way to study and monitor the
reproductive status or reproductive health of a population. According to Scholte and Sobels [12],
one of the few methods available for studying the genetic effects of ionizing radiation in man is the
observation of changes in the sex odds among offspring from irradiated parents. Lethal factors of
varying degree of dominance on the X chromosome, depending on whether an impaired X
chromosome is derived from the mother or the father, impact the formation and the survival
probability of the female zygote, entailing more or less girls at birth. According to theory, Cox
found a reduced offspring sex ratio in irradiated women, and James, on the other hand, states,
“lonizing radiation is the only reproductive hazard, which causes” (irradiated) “men to sire an
excess of sons” [13-15]. In addition to lethal factors on the X chromosome, Scholte and Sobels [12]
allude to nondisjunction resulting in X0 genotypes, which are non-viable in man and, thus, may
also distort the birth sex odds. Except in societies where selective abortion skews the sex odds,
approximately 104 to 106 boys are born for every 100 girls. In humans, on the one hand, the sex
odds at birth is constant at the secular population level [16], but on the other hand, considerable
variability may be observed under a variety of specific circumstances. A lot of hypothetical sex
odds determinants, among them race and season, and methodological challenges assessing those
determinants have been discussed in the literature [17]. Steiner [18] points out that proposed
determinants often showed associations in small samples that could not be replicated in larger
populations. This, of course, may be due to insufficient statistical power due to small effects and/or
small study-populations.

Anthropogenic chemicals and ionizing radiation are determinants of the human secondary sex odds
at birth. From animal experiments it has been known for long that exposure to mutagenic chemicals
or ionizing radiation can alter the natural sex odds of living beings [19-21]. Stevenson and Bobrow
[22] provide a detailed account of methodological issues relevant for the assessment of
determinants of the sex odds in man with special emphasis on the impact of male fetal mortality
dynamics on the sex odds. Terrell et al. [23] reviewed approximately 100 publications on possible
environmental and occupational determinants of the sex ratio. They concluded: “Limitations in
study design and methodological issues make it difficult to draw firm conclusions from the existing
sex ratio literature”. This highlights the difficulties in generating firm knowledge on sex odds
determinants in man. Since recently, we put research emphasis on the effect of chemicals on the
human secondary sex odds. In our first evaluation approach around chemical plants, we considered
the influence of chemical accidents on the sex odds. We took a closer look at the live birth sex odds
in the vicinity of Hoechst-Griesheim, where an accident occurred in 1993 spreading tons of
nitroarenes into the environment [24]. Here, we detected a remarkable decrease in the sex odds
after the chemical accident [25]. Sociological influences, like e.g. stress, have also been reported.
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We just name the sex odds studies after earthquakes in Chile [26] and Italy [27]. In accordance
with the Trivers-Willard hypothesis [28], the results of these studies suggest decreases of the
human sex ratio at birth under adverse living conditions. However, the most dramatic influence on
the sex ratio is man-made, namely sex selective abortion, which poses a problem for example in
China and in India [29, 30].

3. Data and Statistical Methods

Complete annual gender specific birth data at the municipality level from 1968 (minimum) till
2013 (maximum) were provided by French, German, and Swiss national statistical authorities. Data
were processed with SAS and stored in a data base composed of several SAS data sets. The
characteristics and geographical positions of the investigated running and closed nuclear power
plants was obtained from the comprehensive documentation by the IAEA “International Atomic
Energy Agency” nuclear power plant information systérttip(//www.iaea.org/pris/home.agpx

For geo-coding municipalities and nuclear facilities in the German and Swiss evaluation studies
geographic coordinates given in the Gauss—Kriuger coordinate reference system (CRS) are used.
For France, we used Lambert-93. Lambert-93 is a projected CRS that is suitable for use in France -
onshore and offshore, mainland and Corsica. Lambert-93 is a CRS for large and medium scale
topographic mapping and engineering survey. It was defined by information from IGN — Paris,
“Institut national de l'information géographique et forestiétet://www.ign.fr). Lambert-93 is

well suited for our purpose of determining the distances of municipalities from nuclear facilities in
France. To assess time trends in the occurrence of boys among all live births, and to investigate
whether there have been changes in the trend functions after distinct events, we applied ordinary
linear logistic regression. This involves considering the male proportion among all male (m) and
female (f) births: p = m/(m+f). Important and useful parameters in this context are the sex odds:
SO = p/(1- py) = M, and the sex odds ratio (SOR), which is the ratio of two interesting sex odds

if those two sex odds have to be compared, e.g. in exposed versus non-exposed populations. We
used dummy coding for single points in time and for time periods as well. For example, the dummy
variable for the time window from 2001 on is defined asd) = O for t < 2001 andgh(t) = 1 for

t = 2001. The simple and parsimonious logistic model for a trend and a jump in 2001 has the
following form (LB = live births):

Boys OBinomial(LB, 7z):
log odds (7, ) =intercept+a Ct+ SLd,q,(1)

The data in this study were processed with Microsoft Excel 2003. For statistical analyses, we used
R 2.11.1, MATHEMATICA 8.0, and mostly SAS 9.3 (SAS Institute Inc: SAS/STAT User’s Guide,
Version 9.3. Cary NC: SAS Institute Inc; 2012).

4. Results

As a typical example, we consider the nuclear power plant Philippsburg, Germany. This power
plant also operates an interim storage for highly active waste (HAW) from the year 2001 onwards
(http://www.bfs.de/de/transport/zwischenlager/dezeatalischenlager/standorte/kkp.hfml As

we have shown that within 40 km from the HAW storage site in Gorleben the sex odds at birth is
distorted [31], it is interesting to look for a similar effect in the more highly populated area around
the nuclear power plant at Philippsburg. Figure 1 shows that indeed from 2001 onward the human
sex odds at birth trend is subject to a significant jump with a sex odds ratio of 1.026, 95%-
CL=[1.009, 1.043], p-value=0.0023. This striking result confirms our corresponding observation at
Gorleben [31].
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Figure 1: Trend of the human sex odds at birth within 40 km from the HAW storage Philippsburg,

Germany
SO Rayleigh function for Beznau/CH; F —test p—value = 0.0079
1,13
o)
I
w
g o |
2 -
|
(] . [ |1
T 109 " %e o N ? ?
b ho e/l g 0 00 ) h | i [
(] I (\%\0\ I o I | 1" | o] )
% & | 9e%® | Q ? Lohe b
9 107 9 LA L gl Iy i ) Ly e A1 9@ i -1
3 ' L9 IR TP It A C
[ "0 [ ha @ h % e | 16 1 7 | o ! e
7] 1 [N Lo 2 ‘\?91\/\ Vo (Q | 6/”\ hart g
£ g e g R B S y —
Eowsy 0 B 000yl ISR PSSV T
I | | |
¢ Lie °p ey °° SN YA
z L 3 o 606 | %I Ll | o
1.03 é o | éﬁ I 1
o i
)
101 T T T T T T T T T T T T
o 10 20 30 40 50 60 70 80 0 100 10 120
Distance from the NPP Beznau [km]; 1 km ring categories

Figure 2: Spatial trend of the sex odds (1969 - 2012) within 1 km distance rings around Beznau in
Switzerland (CH)

Figure 2 displays the optimum Rayleigh function for the spatial distance law of the sex odds in
Swiss municipalities depending on the proximity to the Swiss nuclear power plant Beznau. The
estimated base line sex ratio is 1.0544. The estimated sex odds peaks at 12.7 km (95% CI: 7.8,
17.6) with a SOR41.0161 (95% CI: 1.0043, 1.0281).

As a significantly elevated human sex odds at birth has been found in the vicinity (< 35 km) of

nuclear facilities in Germany and Switzerland [9], we tested whether this was also the case in
France. In fact, within 35 km from the selected 28 French nuclear facilities listed in Table 1 we also
found significantly elevated sex odds. The sex odds ratio SOR for the jump at 35 km distance is
1.0028 (95% CI: 1.0007, 1.0049), F-Test p-value 0.0096, see Figure 3 (l.h.s).

Table 1. French nuclear power plants (n=23) and 5 major nuclear facilities
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Nuclear power plants Location Exposure since
1 BELLEVILLE LENE 1986
2 BLAYAIS BRAUD ST.LOUIS 1980
3 BUGEY ST. VULBAS 1971
4 CATTENOM CATTENOM 1985
5 CHINON AVOINE 1962
6 CHOOz CHARLEVILLE 1966
7 CIVAUX CIVAUX 1996
8 CRUAS CRUAS 1982
9 DAMPIERRE DAMPIERRE-EN-BURLY 1979
10 EL4 BRENNILIS 1966
11 FESSENHEIM FESSENHEIM 1976
12 FLAMANVILLE FLAMANVILLE 1984
13 G2/PHENIX MARCOULE 1958
14 GOLFECH AGEN 1989
15 GRAVELINES GRAVELINES 1979
16 NOGENT NOGENT-SUR-SEINE 1986
17 PALUEL PALUEL 1983
18 PENLY PENLY 1989
19 RAPSODIE CADARACHE 1966
20 ST.ALBAN SAINT-MAURICE-L'EXIL 1984
21 ST.LAURENT ST. LAURENT DES EAUX 1968
22 S/PHENIX CREYS-MALVILLE 1985
23 TRICASTIN PIERRELATTE 1979
Nuclear facilites
24 RESEARCH CENTER GRENOBLE 1971
25 RESEARCH CENTER CAEN 1983
26 STORAGE SITE LUXEUIL 1966
27 URANIUM MINING KRUTH 1953
28 WASTE DISPOSAL SOULAINES-DHUYS/CSA 1992

An impartial Rayleigh function, which is based on 3 parameters instead of only 2 parameters for
the jump function, and which does not require an arbitrary predefined distance category like 35 km,
yields an even more precise result. The overall F-test p-value for the Rayleigh function is 0.0018.
The estimated base line sex ratio is 1.0506 (95% CI: 1.0499, 1.0514). The estimated sex odds peaks
at 9.1 km (95% CI: 5.8, 12.4) with a SQR1.0084 (95% CI: 1.0036, 1.0132), see Figure 3 (r.h.s).
Thejump and Rayleigh function analyses are based on all 33,114,626 births in France from 1968 to
2011. These findings essentially mean that within 35 km from the investigated 28 nuclear facilities
in France combined, the sex odds is 1.0535 whereas outside of these combined areas, i.e. in the rest
of France, the sex odds is 1.0506. If this increase in the sex odds by the factor 1.0028 (sex odds
ratio) in the vicinity of nuclear facilities were exclusively due to a deficit in girls, it would
correspond theoretically to 5730 (95% CI: 1499, 9982) missing girls in the combined 35 km
vicinities of those 28 nuclear facilities. We emphasize that this is most probably a rather
conservative estimation of the “real effect” as there are many more nuclear facilities in France not
yet investigated, and the effect is probably further ranging than 35 km. The latter can be anticipated
from close inspection of Figure 3 (l.h.s): the 50 km range is also significant (data and results not
shown). Moreover, we must assume considerable non-differential misclassification biasing our
results towards null. There is a great variety of eligible ionizing materials, differing exposure
pathways, as well as exposure conditions of susceptible people. Also, as long as we have not
identified all relevant nuclear facilities, our control region, i.e. the “rest of France”, is contaminated
S0 to speak. This inevitably entails only a partial reflection of the presumable “real effect”.
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Figure 3: Jump function (35 km, |.h.s.) and Rayleigh function (r.h.s.) for the live births sex odds
(male:female) depending on distance form nuclear facilities (NF) in France (Table 1). The broken
Rayleigh function (r.h.s.) is the base line adjusted Rayleigh function in Figure 4 by Scherb and
Voigt (2011) for Germany and Switzerland combined

5. Discussion

There is little doubt that mutagenic physical and chemical environmental hazards can alter the
human sex ratio at birth. We found consistently elevated sex ratios after Chernobyl across Europe,
and even in Cuba contaminated foodstuffs from the former Soviet Union presumably caused
increases in the sex ratio [10, 32-34]. Recently, based on our findings, Grech [35] has shown that
the sex ratio increased in parts of Scandinavia and especially so in the most exposed Norway in the
10-years period following the October 1957 Windscale/Sellafield accident in the United Kingdom.
Since childhood cancer and leukemia are elevated near nuclear power plants and increased cancer
and increased sex ratio after Chernobyl originate in genetic effects at the molecular and cellular
levels, it was a self-evident enterprise to investigate the sex odds in the vicinity of nuclear reactors
and more generally near nuclear facilities of all kinds. In fact, based on 20 million annual births in
Germany and Switzerland at the municipality level from 1969 to 2009, we found increased sex
odds near nuclear power plants and other nuclear facilities [9, 10].

Our temporal and spatial analyses on French nuclear facilities corroborate our previous findings in
Germany and Switzerland. There is a small increase of a few per mill in the sex odds around
nuclear facilities including nuclear power plants in France. The strength of our approach is the fact
that we analyze total national data and no random samples from data. Therefore, sampling error
and sampling confounding is not an issue for our studies. A clear weakness of our approach is of
course the highly aggregated nature of our data at an annual municipality basis ignoring alternative
sex ratio determinants. However, this obvious drawback is perhaps more than outweighed by the
sheer amount of individual births data in the tens of millions, the corresponding full registration
over decades within all municipalities at a national basis. The last author has investigated the
possibility of thermal neutron activation near casks containing highly radioactive waste [36].
According to this analysis, the activation product 41-Argon may play an underestimated role.
Another possibility is that fast neutronsl(MeV) at the surface of highly active nuclear waste
casks are underestimated with respect to range and biological effectiveness [31]. The possibility of
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incomplete knowledge in the radiation sciences has recently been stressed in the nuclear accident
context: “There may be ‘unknown’ exposure pathways or unsuspected radionuclides, among other
factors” [37]. This applies also to normally running nuclear facilities in as much as they emit
radiation or radioactive elements insufficiently investigated. Moreover, the authors of the so called
French GeoCap study who found increased childhood leukemia near French nuclear power plants
stressed the possibility of an unidentified causal radiation factor as there was no obvious
association of increased childhood leukemia with measured radiation dose categories (dose-based
geographic zoning): “Overall, the results suggest a potential excess risk over 2002-2007 that may
be due to unknown factors related to the proximity of NPPs” [8]. In conclusion, we obtained
evidence in favor of the existence of an unexpected effect of ionizing radiation on the human
secondary sex ratio after nuclear accidents as well as within tens of kilometers from seemingly
normally running nuclear facilities of all kinds including nuclear power plants. Further research in
this field is urgently needed. We are of the strong opinion that nuclear facilities pose a genetic risk
to humans and creature and that more research should be initiated in this respect. Action must be
taken to phase out of nuclear power and not to construct new nuclear power plants.
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Informatics to Support International Food Safety

Walter J. Armbruster’, Margaret M. MacDonell®

Abstract
Diseases and pathogens in the food supply cause large numbers of illnesses annually. One example

was the enterohemorrhagigscherichia coli(EHEC) outbreak in Germany which resulted in
approximately 4,000 people infected and nearly 50 deaths in 2011. The estimated economic impact
of foodborne illnesses is significant. Governments and the private sector seek to minimize food
safety risks. Informatics plays an increasing role in dealing with the big data generated, which
must be analyzed to support risk assessment, prevention, and mitigation programs to optimize food
safety outcomes. However, economic and organizational issues require attention. Public and
private sector collaborations are necessary to identify food safety outbreaks as a starting point, and
to then trace the potential causes to their sources. The GLOBALG.A.P. initiative is an
international public-private sector collaboration, headquartered in Germany, to assure product
safety throughout the food supply chain to the retail level. Another preventive approach to food
safety is the United States implementation of the 2011 FDA Food Safety Modernization Act.
Informatics plays a key role in providing the analytic framework and procedures at the multiple
levels needed to successfully assess and control the risks involved as food is tracked through the
supply chain. This paper provides additional examples of individual company and international
collaborations to harness big data, provide the analytics, and implement improved food safety
protocols. One issue which must be resolved between producers and companies selling the digital
information systems incorporated into farm machinery working the fields is who owns and
controls the data generated.

1. Introduction

Every year, there are large numbers of illnesses and deaths caused by diseases and pathogens in the
foodsupply. This is true in developed countries as well as in developing countries. For example, in
the United States alone there were an estimated 48 million cases of foodborne illnesses (about 1 in

6 citizens), 128,000 hospitalizations, and 3,000 deaths in 2011 [1]. Fresh produce, meat and
poultry, dairy and eggs, and fish and shellfish are primary sources of these illnesses. More than
half the hospitalizations and deaths are caused by unspecified agents, and these agents also account
for four times as many illnesses as known agents. The latter group includes noroviruses — which
sicken the greatest number of people, and are thus also among the small set of pathogens estimated
to cause the most fatalitieSalmonella and Listeria are also in this group.

The estimated economic cost of foodborne illness is an important factor in guiding food safety
policy. These cost estimates also help focus strategies for preventing and mitigating such illnesses
and for establishing programs to monitor the effectiveness of risk-reduction measures, including
broad information-sharing initiatives. In 2012, two studies found that five U.S. foodborne
pathogens were the most costly in terms of medical care, lost work time and premature deaths in
the United States. Of the 14 major pathogens responsible for over 95% of foodborne illnesses,
hospitalizations and deaths in the United States these five account for 85% of the cost
[2].Economic impacts of food safety incidents are significant, and government as well as private
sector programs seek to minimize food safety risks. Informatics plays a crucial role in addressing
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food safety issues, with large amounts of data being collected and analysed to support an extensive
suite of risk assessment, prevention, and mitigation programs.

Recent advances in information and communication technology have redefined what comprises
food safety data and how these data are captured, shared, and managed. The volume, velocity and
variety of big data create challenges for its efficient use in decision making by both the private and
public sectors. Informatics approaches and tools are being developed and applied to identify,
combine, and manage data from multiple sources to create information that is directly useful to
decision-makers, and advanced analytic models will facilitate predictions that can optimize food
safety outcomes [3].

One example of a severe food safety outbreak occurred in Germany, where the deadliest outbreak
of enterohemorrhagi&scherichia coli(EHEC) resulted in approximately 4,000 people infected

and nearly 50 deaths in 2011. Researchers immediately started working with the big data gathered
during that outbreak to prevent a repeat and improve chances of survival for future patients. They
were concerned about finding the bacterium’s reservoir, how far the pathogen may have spread,
how likely it was to persist, and what made this particular EHEC so dangerous. More than 100
German patients received Eculizumab, an antibody that targets a protein involved in regulating the
human immune system. By pooling data of patients treated with Eculizumab in clinics in four
different cities, researchers set out to determine its efficacy. This is a daunting task because of the
need to consider numerous confounding factors such as other treatments received, lab tests, and
prior ilinesses of the patients that might have influenced the EHEC-patient outcome. The challenge
is to determine how to evaluate novel treatments in a disciplined, ethical and useful manner when
such rare catastrophic emergencies occur [4].

But food safety incidents are an ongoing and not infrequent concern, in spite of scientific progress
in understanding the causes of foodborne illnesses and programs in the public and private sectors to
mitigate them. Examples of efforts to quickly identify and squelch food borne illness outbreaks in
the United States include two web based tools created by the US Centers for Disease Control and
Prevention (CDC)—FoodNet and PulseNet. FoodNet brings together a number of sites maintained
by professionals across the United States to track the ebb and flow of food safety incidences. CDC
can then examine in depth the big data coming from those sites to better understand foodborne
diseases. PulseNet relies on DNA fingerprinting to track illness-causing bacterial strains that
researchers have examined and scan this big data for patterns. The researchers can then track
epidemiology, which has allowed them to detect many multistate outbreaks beyond what might
have been detected without the PulseNet tool. As CDC continues to improve its use of the tools,
they are better able to respond to a potential outbreak as well as promote better understanding of
how to manage and prevent outbreaks of foodborne illnesses [5]. By linking these information
systems, CDC is able to identify patterns in the big data sets that would not be apparent to
researchers working in isolation within their own institutions or collaborating with one or a few
others.

Of course, the metrics applied to big data generally involve correlation, which is not causation.
This means that patterns detected can serve as an early warning system of developing problems.
Still further investigation by scientists understanding various aspects of potential foodborne
illnesses is required before decisions can be reached about likely sources of contamination
involved in an outbreak. Certainly the availability of the data sets and the creation of informatics-
driven data discovery environments make it possible to quickly sort out the important features of
the data set without a lot of preparation [6]. The rapidity of developing preliminary results
increases the chance of heading off more severe outbreaks through continued exposure and
therefore reduces the impact on consumers.
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2. Global food safety context

While technological capacity to aggregate and analyze the big data related to foodborne illnesses is
available, economic and organizational issues may present some challenges. Sharing the cost of the
specialized skills to develop analytics needed to take advantage of big data will likely be
problematic within the agricultural and food arena, just as in other industry segments. Thus, while
between-firm collaboration may be limited, the desire for spreading the costs may lead to
consolidation within the supply chain to bring together the resources needed. For example,
Monsanto acquired US-based Climate Corp. to obtain access to localized weather forecasts based
on historical weather data which were generated in the course of developing insurance offerings to
protect farmers against weather related production problems [7]. Monsanto’s ownership of Climate
Corp. enables it to offer prescriptive farming solutions to increase yields through better timing of
fertilizer applications, insecticide and pesticide treatments, and other field activities which are
weather dependent for successful outcomes.

Previously, US land-grant universities and the US Department of Agriculture would likely
undertake with public funding the research and development to take advantage of big data
possibilities. In today’s economic climate, private firms in the agricultural and technology sectors
collaborating with public institutions will need to do that research and development. Sonka believes
that success will be driven by organizational and managerial strategies as much as by technological
capacity [3].

Public and private sector collaborations are necessary to identify food safety outbreaks as a starting
point, and to then trace the potential causes to their sources which can be eliminated or at least
mitigated. Unfortunately, under current conditions, by the time the source of an outbreak has been
identified, many implicated food products are usually already in the hands of consumers, and it is
often too late for any recall to be effective, especially if the food is perishable (such as lettuce or
cantaloupe). For this reason, preventive measures are greatly preferred to dealing with outbreaks
after they occur. One example of such a proactive program is GLOBALG.A.P., an international
public-private sector collaboration headquartered in Germany, that is working to establish
preventive measures through standardized best practices in agricultural production to assure
product safety throughout the food supply chain to the retail level. GLOBALG.A.P. was
established in 1997 by food retailers as EUREPGAP to address consumer’s growing concerns
about product safety, environmental impact, and safety of agricultural workers and animals.
Retailers set out to harmonize their own standards and procedures and develop an independent
certification system for Good Agricultural Practices (G.A.P.). The standards help producers meet
Europe-wide accepted criteria for food safety and other desired outcomes including sustainable
production methods, and worker and animal welfare. The harmonized standards provide savings to
producers as they no longer need to undergo multiple annual audits against different criteria. The
system spread throughout Europe and beyond in the face of food system globalization.
EUREPGAP became GLOBALG.A.P. in 2007 and is now the world’s leading farm assurance
program to translate consumer requirements for food safety and other characteristics into Good
Agricultural Practice in more than 100 countries. An extensive network of more than 140
GLOBALG.A.P.-certification bodies around the world ensures that standards are adapted and
applied consistently on every GLOBALG.A.P.-certified farm. The GLOBALG.A.P. Secretariat
function to support the system is provided by FoodPLUS GmbH, a nonprofit company based in
Cologne, Germany, creating a single management platform for GLOBALG.A.P. It provides
agricultural producers access to three separate sets of 16 standards—for crops, livestock, and
aquaculture. Buyers can obtain source-certified products that meet the baseline requirements for
food safety and hygiene, thereby reducing exposure to product safety risk for food retailers.
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GLOBALG.A.P.’s traceability system allows buyers to monitor producers and validate their
certificates through a database of unique 13 digit numbers which identify each certified producer,
as well as review producers’ certification audits. Consumer demands for safe and sustainable food
production drive improvement and development efforts for the GLOBALG.A.P. standards [8]. This
unique system involves retailers and producers working together to create the standards to which
all producers adhere. It recognizes that food safety must begin at the point of production and
continue throughout the supply chain so that retailers may deliver the level of food safety
consumers expect.

There are also sanitary and phytosanitary (SPS) provisions in most international trade agreements,
designed to prevent trade of contaminated products which may lead to food safety issues.
Individual country trade agreements may provide for inspection by the importing country
representatives of processors and handlers of food exports in the country of origin. In most cases,
the point of entry to the importing country is where the inspections to identify contaminated food
products which must be removed from the food supply chain are carried out. The challenge in that
case is to have enough resources devoted to inspection to head off the riskiest food products.

Nonetheless, the prevalence of personal devices, shipment tracking practices, and consumer
purchase trails from the retail sector generate big data which makes possible improved traceability
from producer through to consumers. This may allow for rapid and accessible recalls of foods
suspected in safety outbreaks which will continue to occur. By establishing analytics to digest
information, companies will be able to develop shortcuts to decisions and follow-up actions that
reach purchasers of the foods [6].

One important element of the US preventive approach to food safety is the implementation of the
2011 FDA Food Safety Modernization Act, specifically implementation of Proposed Rules on
Sanitary Transportation of Human and Animal Food. The goal is to prevent practices likely to
create food safety risks, including “failure to properly refrigerate food, inadequate cleaning of
vehicles between loads, and failure to properly protect food during transportation”. Requirements
would establish measures such as maintaining adequate temperature controls, procedures to
exchange information about temperature control between shipper carrier and receiver, and
maintaining the procedures and records related to temperature control as well as other factors
which could contaminate food during transportation. Importers will be required to ensure that
imported food is as safe as that produced in the United States. Further, a program would be
established to accredit third-party auditors or certification bodies to audit food safety practices of
foreign facilities’ exporting human and animal food to the United States [9]. In response, food
producers and transporters are adopting sensor-based technologies and analytics which will
incorporate big data to monitor their supply chains, providing potential to trace any contaminated
shipment to the farm source [10].

3. Data Challenges

Risk assessments are important for identifying vulnerabilities or weak links in the food supply
chan beginning at the farm level and continuing through to retail food stores and restaurants, and
even in the home. Informatics plays a key role in providing the analytic framework and procedures
at the multiple levels needed to successfully assess and control the risks involved as food is tracked
through the supply chain. For example, temperatures are now being monitored in real time as
perishable foods move throughout the supply chain, including during cross-country transportation.
Considered across a substantial number of products and locations, this type of tracking produces
large quantities of data requiring timely analyses in order to make intelligent decisions about
determining critical points in the supply chain which should be monitored most closely and for
which to develop preventive practices.
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With huge amounts of monitoring data being generated from the farm level and food supply chain,
informatics has emerged as a key player in agricultural food safety programs. Gary Nowacki, CEO
of TraceGains, Inc. argues that big data provides a framework for companies to better organize
critical information—often scattered across numerous documents related to product quality and
safety—into a reportable, searchable, and actionable central data base. This enables companies to
report, search and use food safety and quality data to enhance proactive as well as reactive
strategies. Food companies can then risk profile their suppliers to proactively identify the riskiest
points in their supply chain; and for reactive needs, the company can receive instant notification if
an incoming raw material fails to meet its specifications for quality and safety [11]. This example
illustrates the kinds of efforts underway in the US food system to harness big data that is already
being generated by creating usable formats for analysis to better protect quality and safety of food
products. Given the importance of maintaining product integrity to a company’s reputation and
survival, demand for these types of database development and analytic algorithms to support
decision making throughout the food supply chain will continue to increase at a rapid pace.

Further, extensive sharing of big data that affects food safety in international as well as domestic
contexts is expected to increase. At this time, data are generally insufficient to effectively assess
risk at each level in the supply chain. In Asia, a number of governments are looking to liberalize
open data policy to allow more data to be publicly available for use in development of analytics to
create more efficiencies in various sectors, according to Bob Chua, CEO of Pulse Group plc, Asia’'s
leading big data and marketing analytics agency [12]. Certainly food safety is a prime candidate for
such open sharing of data to facilitate domestic food safety as well as to be a trusted partner in the
global food supply chains.

For example, one concern in handling grain is to keep deadly aflatoxins out of the food supply.
This may become an increasingly important control issue as climate change results in more
frequent hot and dry growing conditions for grains. Extensive testing can prevent contaminated
grains, especially maize, from entering the food supply, but rapid testing at delivery of the crop is
necessary to pinpoint dangerous levels of aflatoxins. High-risk periods due to extreme heat are
expected to highlight the importance of environmental informatics approaches and systems to
developing effective control measures based on well-coordinated data gathering, recording, and
tracking efforts [13].

Even better is the potential to identify dangerous levels of aflatoxins in the farm field. That
possibility is now feasible with the digital information systems being used by farmers in their
agronomic practices. The data gathered can include identification of areas within a field which are
subject to aflatoxin contamination because of particular crop conditions. Further, the use of drones
to scan fields provides an additional opportunity to identify aflatoxin-affected areas within a field.
However, more research is required to make that a reality in the near future. Combining data
generated by the farmer during the course of conducting agronomic practices with that gathered by
drones offers a potentially powerful tool to keep aflatoxin-infested grain from even reaching the
first point-of-sale for food use. Such fields may be harvested for industrial uses not affecting
aflatoxin’s effects on human food as well as animal feed. This is just one example of how earlier
intervention may increase the safety of the food supply starting at the farm level. Other pathogens
likely to occur in crops could also be kept out of the food supply chain starting at the farm level.

Seed, fertilizer, and equipment companies have worked with farmers to monitor and collect data at
the farm level. When properly analyzed and correctly interpreted, the information can be valuable
to both the farmer and the company. The company analyzing the data generally charges the farmer
for the analysis, even though it is using the farmer’s data. The company gains by strengthening its
predictive analytic capabilities, improving its strategic benchmarking prowess, and building its
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marketing advantages. The farmer who is already using precision technologies may gain
produdivity from providing the data and then buying the company’s analytic report, but there is no
guarantee of an overall farm output increase. So the farmer must evaluate whether the benefits of
providing the data outweigh the possibility that the data would be released or misused by others. At
least that is a major concern among a number of US farmers currently [14].

At the other end of the food supply chain, retailers including grocery stores and restaurants are
extremely concerned about food safety issues to protect their customers from foodborne illnesses.
Their reputation, and even survival as a viable business, demands that they pay close attention to
this issue in an increasingly global context. The possibilities for foodborne illness outbreaks are
multiplied by international travel and the potential for invasive pathogens, as well as from endemic
pathogens already prevalent in the US food supply chain. Big data and the associated analytics
provide the opportunity for retail establishments to implement stronger food safety protocols to
protect their customers and their brand. For example, The Cheesecake Factory is a US-based
restaurant chain which is using IBM big data analytics to quickly alert their restaurants to remove
ingredients that do not meet safety standards. Like many restaurant chains, The Cheesecake
Factory generates a variety of data from its complex global food supply chain. Large volumes of
data provide information about everything from transportation of food at the appropriate
temperature to shelf life of food items and withdrawals of products by manufacturers. The
magnitude of this data makes it difficult for large restaurant chains to get a quick insight and then
manage appropriately. This is where IBM’s advanced analytics, in conjunction with IBM’s
business partner N2N, provide solutions which allow The Cheesecake Factory to quickly withdraw
any ingredient failing to meet its standards for quality and consistency [15]. Other restaurant chains
will undoubtedly demand such services to assure that they are as equally protected from food safety
risks.

An example of an international collaboration to improve food safety is found in ComBase, which is
a combined database for predictive microbiology. It is managed by a consortium of the Institute of
Food Research in the United Kingdom, the Agricultural Research Service of the United States
Department of Agriculture, and the University of Tasmania Food Safety Center in Australia.
ComBase is the most recognized free, web-based resource for quantitative and predictive food
microbiology. It provides a systematically formatted database of quantified microbial responses to
the food environment, with more than 50,000 records. The database contains thousands of
microbial growth and survival curves collated in research establishments and from publications. It
further provides predictive models which are a collection of software tools utilizing the ComBase
data, designed to predict the growth or inactivation of microorganisms in food. Together the
database and predictive models allow researchers worldwide to predict and improve
microbiological safety and quality of food; allow companies to develop new food products and
technologies, and store foods economically; and facilitate assessing microbiological risk in foods
and setting up the government regulatory or industry voluntary guidelines, as appropriate. A user of
the ComBase Internet interface defines relevant criteria for their query, including: the type or
species of organism, the type or class of food, temperature, and specific food conditions, as well as
more technical conditions [16]. The ComBase consortium provides training in the use of its product
by hosting workshops throughout the world.

4. Looking ahead

Who owns and controls the data generated by the technology at the farm field level is an issue
which must be resolved between producers and companies selling the digital information systems
incorporated into farm machinery. This digital technology allows site specific decisions about

fertilizer and pesticide applications, crop irrigation needs, and other agronomic practices; as well as
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provides information about yield variation within fields, disease problems and product quality
characteristics. The data generated is transmitted back to the system vendors, as well as being
available to the farmer. The big data generated at the farm level makes it a challenge for farmers to
fully utilize the results. Recent developments aggregating data from various sources to create huge
data files, which have value at the farm level but also when aggregated across farms, provides data
vendors an opportunity to repackage the data and sell it for substantial sums, perhaps totaling in the
billions of dollars. This has raised privacy concerns, as well as a desire by farmers to have access to
more of the value added by these technologies. Currently there is a mix of arrangements between
the technology providers and the producers using it, but these agreements are rapidly evolving.
Prior to big data becoming such an important component of decision-making, the contracts between
the technology providers and farmers using it were relatively straightforward. After raising serious
concerns, US farmers appear to have obtained some control over details about their crop and
growing conditions on their own land. However, most data sellers who are the providers of the
digital information systems retain the ultimate say over how they can use the information. For
example, Deere & Company and Monsanto’s Climate Corp. continue to claim an absolute right to
the data collected by the combines, tractors and other equipment working the fields [17].

One strategy being tried by farmers is to form cooperatives to collect the data and develop analytics
to create value from it, which they would then retain among the cooperative members. The
American Farm Bureau Federation, the largest US farm organization, is giving serious
consideration to establishing a data warehouse and analytics system for its members who contribute
data to it. It is likely that these actions are in part responsible for the gains farmers have achieved
thus far. Whether private sector actions such as this, collaboration between farmers and digital
information systems purveyors, or public policy created through government action will resolve the
issues involved remains to be seen. Clearly some of the data gathered at the farm level and
aggregated across farms holds potential value for food safety throughout the supply chain. How the
privacy and access to data issues get resolved will therefore impact food safety.

ISOBIue is an innovative approach organized by engineers at Purdue University and cosponsored
by FarmLogs—a Michigan-based company backed by Silicon Valley money which sells software
and data analytics that lets farmers fully control the information collected—to provide an
alternative to farmers. ISOBIue teaches farmers how to capture and store their own data rather than
needing to rely on the analytics from the equipment providers. Many pieces of modern farming
equipment “share a standardized communications bus, known as ISO11783 bus, or ISOBUS. Itis a
standard CAN communications bus operating at 250 kbps. The ISO11783 protocol specifies
application layer-packet structures which are sent via the CAN link and Physical layers.” Due to
the proprietary data collection systems from tractor manufacturers, most farmers, researchers and
interpreters cannot easily access massive amounts of mineable data generated by tractors and
related sensors. The goal of ISOBIlue is to free the data by forwarding it directly from the bus
wirelessly over Bluetooth to devices capable of doing things with it. By getting precision
agriculture data into the cloud, this project provides access to those trying to leverage advanced
information technologies to produce more food efficiently and safely [18].

Demand for public access to monitoring data for foodborne ilinesses will likely increase as people
become increasingly aware of safety concerns surrounding food production domestically as well as
from ever more prevalent imported supplies. The latter is of particular concern as global trade
agreements have increased the flow of many food products, including processed foods that may
come from countries with less stringent food safety processes in place than those to which
developed countries are accustomed. Private sector approaches to providing access to information
about foodborne illnesses and safety risks are likely to increase to satisfy this demand. Public-
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private collaboration to establish and maintain open access to information resources will
undoultedly play an important role in addressing this demand. Certification of inspection results
for food safety conditions, as generally provided by third parties who have been certified by
government agencies, will likely continue to be important to the selection and integration of key
data that drive private sector management decisions and public policy.
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1. Introduction

Increased public concerns about the global impacts of climate change have heightened interest in
reliable energy sources that reduce greenhouse gas (GHG) emissions. Greater awareness of the
impact of these emissions on climate change has led to coal-fired power plants being phased out in
many areas of the world, including in the United States. At the same time, new plants are being
developed in other areas (including China), as are plans for more nuclear power plants [1].
Recent projections for the U.S. suggest that natural gas will surpass coal as the largest component
of electricity generation over the next twenty years, accounting for more than a third of the total by
2035. The share of electricity generated by nuclear power plants is anticipated to increase by 5% by
2040. In comparison, renewable energy sources other than hydropower are projected to comprise
28% of the overall growth in electricity generation during this same period [2].

With conventional fossil fuel sources identified as dominant contributors to the GHG problem, the
push for alternatives including renewable energy systems has been strong. Recent technology
developments such as advanced optical materials and feathered turbine blades that accommodate a
wider range of wind speeds have improved lifecycle estimates for variable renewables like solar
and wind energy, respectively. Nevertheless, traditional sources such as nuclear fuel and oil and
natural gas continue to be regarded as primary anchors while alternative energy sources are
developed, or as transition or bridge sources toward ultimately establishing a sustainable set of
energy options. With a focus on environmental health issues, two options that engender substantial
public concern are: (1) nuclear power plants, and (2) unconventional oil and gas development and
production, notably hydraulic fracturing. Opportunities for information and communication
technologies (ICT) to promote targeted information sharing and facilitate citizen science initiatives
are increasing, toward improving the understanding of specific environmental implications of
energy options. A key goal is to more broadly inform the development of sustainable energy
programs.

2. Environmental releases and health risk concerns

Different environmental pollutants are associated with nuclear power plant operations and
hydraulic fracturing activities. lllustrative issues that have been raised for each are highlighted
below.

For nuclear power plants, radioactive releases are a primary concern. Liquid effluents are routinely
discharged as part of normal operations, with the amount of radioactivity depending on the type of
reactor. For example, pressurized water reactors typically release more tritium than boiling water
reactors, by a factor of 20 or higher [3]. In the event of an accident at a nuclear power plant,
airborne releases are the key concern, with potential for widespread dispersion and deposition. The
scale of contamination is well illustrated by the recent Fukushima disaster. Cancer morbidity and
mortality represent primary health concerns for exposure to ionizing radiation; potential noncancer
endpoints such as cardiovascular effects have also gained attention more recently [4]. Potential
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effects associated with atmospheric releases and proximity to nuclear facilities has been reported
by Scherb and Voigt [5, 6] using sex odds at birth as a proxy in the absence of actual exposure data
(which would be important to determining such a link; see related note from McKenzie et al. [7]
below regarding the need for exposure data to explore associations indicated by a proxy).

For hydraulic fracturing, chemical pollutants are a primary concern; naturally occurring radioactive
material (NORM) and technologically-enhanced NORM (TENORM) also represent public
concerns. In some cases, unconventional gas development is occurring in regions where uranium
has been mined and milled, with a history of exposure and risk concerns regarding natural
radionuclides such as radium (as highlighted in a recent review by [8]. Such natural radioactivity is
also of concern for wastewaters from hydraulic fracturing.

Considering impacts to water quality, five different sources of contaminant releases have been
identified: (1) spills during transportation of fracking fluid and produced water; (2) leaks from
casings of production wells; (3) leaks through fractured rock in the affected zone; (4) discharges
from the drilling site; and (5) wastewater disposal [9]. The latter has been identified as the driving
concern for water contamination, posing a threat estimated to be thousands of times higher than
from the other pathways [10].

In a recent review, Vengosh et al. [11] report evidence of effects in areas of intensive shale gas
development that include stray gas contamination and surface water impacts. Various waste
management approaches are being evaluated to reduce levels of dissolved pollutants released to
water, such as a recent study that blends flowback fluid with acid mine drainage effluent to
precipitate solids for subsequent removal [12].

One of the reasons for heightened public concern about impacts to water — notably drinking water
sources — stems from the lack of public information about all the chemicals involved in the fracking
process, including proprietary proppants. A recent study reports that natural gas drilling operations
increased the activity of estrogen-disrupting chemicals in local surface water and groundwater [13].

In considering the potential for chemicals released by natural gas development activities to include
teratogens, McKenzie et al. [7] conducted a retrospective cohort study of birth outcomes in rural
Colorado using distance to maternal residence as an estimator of possible exposure. The authors
reported a negative association with preterm birth, a positive association with fetal growth (the
magnitude of association was small), and no association with oral clefts. From this initial
evaluation, the authors observed an association between density and proximity of natural gas wells
within a 10-mile (16-kilometer) radius and prevalence of congenital heart defects and possibly
neural tube defects. The authors importantly qualify these observations with the statement that
specific exposure estimates are needed to further explore the associations.

Although some chemical data are available via a clearinghouse website (see the discussion of
FracFocus in Section 4), a substantial amount of data are not. Beyond the chemical content,
associated contaminants of proppants and other materials that are being imported for use in well
development and production are also concerns. It is difficult for agencies and citizens to assess the
need for exposure controls to limit health risks when the nature of those potential exposures is
unknown.

Airborne releases associated with hydraulic fracturing are also a substantial concern, with
particulate matter and methane being among the pollutants of interest. The type of fracking affects
the extent of releases, with the volume of water needed having a marked influence. For example, to
support recent evaluations by the U.S. Environmental Protection Agency [15], the transport of
water needed for coal-bed methane extraction was estimated at 16 to 115 trucks per well fracture
event, compared to about 1,660 trucks needed for shale gas extraction [14]. Thus, diesel particulate
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matter (DPM) emissions are substantially higher for shale gas extraction, and these highly
respirable particulates have been identified as a key public health concern, with effects ranging
from lung cancer and asthma to heart disease [16].

Another health concern related to air quality effects involves frac sand, due to substantial releases
associated with mining, transport, and staging for use in fracking operations. In response, some
states are pushing to develop air quality standards for these crystalline silica particulates to help
assure health protection, including the State of Minnesota. Key health concerns include respiratory
and cardiovascular diseases [17].

Fugitive methane also poses a substantial air quality concern, although it is not typically a health
risk issue. These significant threat posed by these fugitive emissions is to climate change; methane
is a highly potent GHG, readily transforming to ozone in the atmosphere. The scale of these
releases is illustrated in the following example for a U.S. shale gas development area of Texas.
During a July period, it was estimated that more than more than 270 tonnes (300 tons) of fugitive
methane was released each day by hydraulic fracturing activities in the Dallas-Fort Worth area,
mostly from the condensate and oil tanks at the well sites. This amount generated by oil and gas
extraction activities was estimated to account for more tropospheric ozone in that area than the
entire fleet of cars, trucks, and other mobile sources combined [18].

3. Citizen science: monitoring initiatives

Environmental monitoring programs are commonly constrained by competing demands for limited
resources. ICT advances have made it possible for citizen scientists to help fill in some of the
resulting gaps in environmental characterization, as community-based initiatives are providing
alternate means for collecting and combining data from the local to the regional scale and beyond.

For example, following the Fukushima disaster, it was difficult for Japanese citizens to find
information about environmental radiation levels, not only in the immediate area of the failed
nuclear reactors but also for areas in which many lived and to which others had moved, beyond the
evacuation zone. In response to delays in obtaining data from government officials, the Japanese
citizens and nongovernmental organizations responded with grassroots efforts to collect the data
themselves, with assistance from a number of organizations including sensor developers [19, 20].

Similar community-based initiatives are under way to collect and share environmental quality data
related to hydraulic fracturing activities. One example is the Marcellus Citizen Stewardship Project,
designed to provide local Pennsylvania citizens with tools and knowledge to monitor activities in
the Marcellus shale and help protect community health. A key tool developed for this project is
FracTracker, an interactive data platform that can be used to track drilling activity; it includes a
map feature that shows where the fracking wells are located, as well as wastewater treatment plants
[21]. (Note that these treatment plants play an important role in the region because produced water
from that shale formation is not being disposed of via deep-well injection. Thus, these plants treat
millions of gallons of that wastewater and release the effluents containing residual contaminants
into local surface waters.)

A related initiative involves the partnership of a community-based alliance with a local college to
develop citizen-focused training materials for monitoring water quality in streams and other surface
waters affected by releases from hydraulic fracturing activities in the Marcellus shale [22].

4. Web-based information resources
In addition to the citizen monitoring initiatives noted above, a number of organizations have
developed websites to share environmental information, and some of these have become go-to
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resources for the general public. In some cases, regulatory agencies also rely on these websites as
part of their open and transparent communication efforts.

For nuclear power plants, government agencies have traditionally served as the primary source of
environmental data related to releases. That has changed more recently, including in response to the
Fukushima disaster and broad public desire for information about resultant radioactive
contamination worldwide. To illustrate, the Woods Hole Oceanographic Institute is pursuing
partnerships and community support for collection and sharing of data on radioactivity levels in the
ocean, as part of assess potential impacts of the Fukushima releases [23]. Additional resources are
available via non-governmental organizations, such as the Institute for Energy and Environmental
Research (IEER) [24, 25] and Citizens for Nuclear Technology Awareness (CNTA) [26], which
provide information about nuclear energy and ionizing radiation, including medical applications,
that provide a public perspective beyond basic scientific data available via national and
international agency websites. Selected online resources that emphasize citizen context are
highlighted in Table 1.

For hydraulic fracturing, FracFocus [27] has emerged as among the most popular website for
citizens, industries, and agencies alike. The online chemical disclosure registry available via this
website provides information about wells fractured since early 2011. The current registry contains
data for more than 68,000 groundwater wells, and it can be searched by location (e.g., state and
county), with chemical selected from an extensive set of “ingredients” ranging from
acrylamide/ammonium acrylate copolymer to zirconium compounds. Some states require oil and
natural gas industries operating in their states to use this FracFocus registry to disclose information
about their wells, and a number of industry personnel operating in other states without this
requirement also voluntarily provide information via this website.

Considering the extensive and increasing amount of information available in this database, to
facilitate efficient searches, the number of chemicals that can be included in a search was limited to
20, and the total number of disclosures returned from a single search was limited to 2,000.
Recognizing that well development is projected to continue at an increased pace, registries such as
FracFocus and other online databases are anticipated to benefit from ongoing ICT advances toward
the goal of sharing information in real time among the broad and varied audience interested in
environmental implications of hydraulic fracturing.

The Secretary of the U.S. Department of Energy (DOE) recently called on an advisory board to
prepare a status report on FracFocus website. The Board’s findings [28] included a call for
increased transparency about what chemicals are used in fracturing fluids, asking industry to report
a complete list of their chemicals and quantities added at each well, using Chemical Abstract
Service (CAS) numbers, and reporting a complete list of products (the Board indicates that by not
linking the products to the chemicals used, proprietary information will be protected, so this
approach would reduce the number of “trade secret” claims being made by industries to avoid
reporting).

The Board also encouraged upgrading the website to achieve a more usable interactive database,
including the following recommendations: (1) allow searching by any field (including additive
purpose and trade name); (2) eliminating the 2,0000-record display limit or adding a “next”
function; and (3) including tools for searching and aggregating data by chemical, well, company,
and geography, with one way of doing this being to release the full contents in raw, machine-
readable form on the website. Note that data are submitted through XML files, an improvement
over the earlier data submittal process using Excel sheets.
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Oceanographic
Institution (WHOI)

radiation

Organization Energy Topic Uniform Resource
Category Locator (URL)
Alliance for Aquatic | Fracking | Volunteer monitoring of local | http://www.dickinson.edu/
Resource water quality downloads/20173/alliance
Monitoring _for_aquatic_resource_mo
(ALLARM) nitoring_allarm
Catskill Citizens for | Fracking | Grassroots information, http://catskillcitizens.org
Safe Energy including about towns with
fracking bans
Citizens for Nuclear | Nuclear Grassroots educational https://www.facebook.com
Technology information, ranging from Ipages/Citizens-for-
Awareness (CNTA) energy sources to medical Nuclear-Technology-
radiation applications Awareness-
CNTA/124045627631778
Energy Information | Nuclear, Production status and energy http://www.eia.gov
Administration fracking | forecasts
(EIA)
FracFocus 2.0 Fracking | Chemical disclosure registry, http://fracfocus.org
well locations, data and maps
FracTracker Fracking Environmental impacts of http://www.fractracker.org
Alliance global oil and gas industry,
data and maps
Institute for Energy | Nuclear Data and analyses geared for http://ieer.org
and Environmental the public, including regarding
Research (IEER) Fukushima
Woods Hole Nuclear Ocean impacts of Fukushima http://www.whoi.edu/main

[topic/fukushima-radiation

Table 1: Selected Web-Based Resources with Information Related to Nuclear Energy and Fracking

Another community-based organization, FracTracker Alliance, also shares maps, data, and analyses
online to communicate impacts of oil and gas development; this organization’s website covers
information beyond the United States, including a link titled “worldwide resistance to hydraulic
fracturing” that indicates locations of national movements, moratoria, and bans [29]. The website
includes a mapping tool, FracTracker, which contains an index of pre-made maps that provides
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information such as locations of wells drilled, those in violation of current requirements,
watersheds, and storage facilities, based on available data. The organization’s earlier data/mapping
platform (Data.FracTracker.org) is being phased out, as it has been replaced by the new
FracTracker tool that runs on the Esri-based platform, ArcGIS Online. More features are being
developed for the new FracMapper, anticipated to be available in fall 2014, including the ability to
store and share the data behind the maps.

5. Summary

Growing public concerns about climate change and environmental health impacts related to energy
production have led to increased consideration of alternate sources. Nuclear power and
unconventional oil and shale gas development are among the options least favored by the public,
with pollutant releases resulting from routine operations as well as accidents being among the key
concerns. Advances in ICT approaches and the increasingly widespread accessibility of
information resources and tools have facilitated community-based initiatives and broader data
sharing that can directly contribute to more informed evaluations of energy options, toward more
sustainable programs from the local to the global scale.
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Modelling Rebound Effects in System Dynamics

Mohammad Ahmadi Achachlouei’??, Lorenz M. Hilty?**

Abstract

The induction of demand by increasing the efficiency of a production or consumption process is
known as the rebound effect. Feedback loops in System Dynamics can be used to conceptualize
the structure of this complex phenomenon and also for communicating model-based insights. In
passenger transport, the rebound effect can be induced through increased cost efficiency (direct
economic rebound) and/or increase in speed (time rebound). In this paper we review and compare
two models on environmental effects of passenger transport—including a model on the role of
information and communication technology. We highlight the feedback mechanisms used to deal
with the rebound effect (price, efficiency, and time rebound).

1. Introduction

Energy efficiency helps devices provide the same services using less energy, and thus can be a
solution for reducing greenhouse gas emissions. However, it can also induce more demand if the
energy saved leads to a lower price of a service. The induction of demand by increasing efficiency
is known as the rebound effect. To better understand the complexity of rebound effects of
investments in efficiency, dynamic models have to be used. System Dynamics provides an
approach to conceptualizing the structure of such complex phenomena and communicating model-
based insights [13, 23, 25]. We will use the domain of passenger transport as an example.

In passenger transport, the rebound can be induced through increases in fuel efficiency or other
improvements reducing the variable cost per person-kilometre (direct economic rebound) and/or
increase in speed of modes (time rebound). In this paper we review and compare two models on
environmental effects of passenger transport, including a model on the impact of information and
communication technology (ICT) on transport. We highlight the feedback mechanisms used in both
models to deal with the different types of rebound effect (direct economic and time rebound).

Brief definitions of the concepts of rebound effects, elasticity of demand, System Dynamics, causal
loop diagrams are presented first.

Rebound effects can be categorized as follows [14, 24] (See [12] for a very brief history of rebound
analysis):

¢ Direct economic rebound effects: When cheaper energy (or energy efficiency improvement in
using energy-intensive goods) induces price reductions that trigger an increase in the demand
for the cheaper good.

e Indirect economic rebound effects (income rebound): If the consumer saves money on one
good (because it is used more efficiently and its price goes down) her disposable income is
higher than the income she can spend—because she didn’t use the money for the purpose, she
can use it for something else.
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e Economy-wide rebound effects, which appear when declining energy prices induce a reduction
in the prices of intermediate and final goods throughout the economy, and cause structural
changes in production patterns and consumption habits.

e Time rebound effects, which is based on time efficiency in consumption: If a consumer can
consume a product or service in less time, she tends to demand more of it.

In this paper we only address the direct economic rebound and time rebound. If the efficiency
increase is enabled by ICT, both direct and indirect rebound effects are subsumed under the so-
called third-order effects of ICT [10].

The size of the economic rebound effect depends on demand elasticity. Economic elasticity of
demand with regard to price, or price elasticity of demand (PED) is defined as the percentage
change in demand divided by the percentage change in price. Elasticity of demand is one way of
modelling rebound effects (See [16] for an overview of price elasticities of transport demand).

Use efficiency can be expressed via price as an input for calculating price elasticity of demand. If
for example a vehicle is used more efficiently by transporting more persons at a time, the cost per
person kilometer is lower, which can lead to an increase in demand.

System Dynamics is a computer-aided systems modeling approach based on cause-and-effect
analysis and feedback loop structures, used for to theory building, policy analysis and strategic
decision support [13, 23, 25]. A feedback loop is a closed path of causal influences and
information, forming a circular-causal loop of information and action. If the tendency in the loop is
to reinforce the initial action, the loop is called a positive or reinforcing feedback loop; if the
tendency is to oppose the initial action, the loop is called a negative, counteracting, or balancing
feedback loop [23].

Feedback loops in System Dynamics are represented using causal loop diagram (CLD). In a CLD,
relationships between variables, as shown in Fig. 1, are depicted using arrows with a positive (+) or
negative (-) sign placed besides the arrowhead to indicate link polarity. A positive link polarity
implies that “if a cause increases, the effect increases above what it would otherwise have been”
and vice versa [25]. Similarly, a negative link polarity “means that if the cause increases, the effect
decreases below what it would otherwise have been” and vice versa [25]. A CLD (as a qualitative
technique) can be translated into stocks (accumulations or levels) in the system and their inflows
and outflows (rates) [25, ch. 6]. Mathematically, a system of difference equations (similar to
differential equations but with a fixed time step) formulates relationships between stocks and flows
and supports quantitative modeling in System Dynamics [23, 25].
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2. Selected models

Two models from literature have been chosen to illustrate how rebound effect is modelled using
System Dynamics feedback loops. The first model (Model 1) models the dynamics of how
information and communication technology (ICT) positively or negatively affects the passenger
transport demand and modal split. The second model (Model 2) models the dynamics of how
pollution-saving technologies positively or negatively affect the tourist transport demand and
greenhouse gas emissions.

Feedback loops related to Model 1 and Model 2 (as shown in Fig. 2 and Fig. 3 respectively), which
are used to the rebound effects, are presented and discussed in the following sections.

3. Model 1: Future Impacts of ICT on Environmental Sustainability—
Submodel of Passenger Transport (IPTS Study)

In 2002, the European Commission’s Institute for Prospective Technological Studies (IPTS)
commissioned a study to explore the current and future environmental effects of ICT to a
consortium led by the Institute for Futures Studies and Technology Assessment (I1ZT), Berlin,
Germany. The aim of the study was to estimate positive and negative effects of the ICT on
environmental indicators with a time horizon of 20 years. The method applied was to develop
future scenarios, build a model based on the System Dynamics approach, validate the model and
use it to run quantitative simulations of the scenarios. The results were published in 2003 and 2004
in five interim reports [1-5] (the 4th interim report [4] describes the model and data used), one final
report [6] and several articles [7-10].

In the passenger transport submodel of the IPTS study (called Model 1 here), the goal was to
calculate the volume of passenger transport demand (in passenger-kilometres, pkm, for different
transport modes) changing over time due to the causal mechanisms and dynamics modelled in
terms of stocks and flows. Fig. 2a shows a high-level conceptual model for the passenger transport
submodel in the IPTS study [4, 9]. Fig. 2b presents the three main feedback loops in this model:
cost efficiency loop, resource scarcity loop, and mode shift loop.

Each loop exists twice (symmetrically) because of the two modes chosen here for illustration, i.e.,
mode A and B.

Fig. 2b is not a pure CLD, since it includes parts of the stock-and-flow diagram to better describe
the central mechanism of shifting transport demand between traffic modes. This mechanism is
illustrated here for only two modes of transport, Mode A and Mode B (which can be thought of,
e.g., private car and public bus). In the IPTS model, this mechanism was generalized to n modes
based on multimodal passenger transport models developed by Hilty [17, 18]. Five traffic modes
were differentiated in the IPTS model: Private car (PCar), bus and coach (BusC), tram and metro
(TraM), train, and air. In addition, three modes of “virtual mobility” including home-based
telework, virtual meetings, and teleshopping were represented, which was a new feature developed
for this project.

Two types of rebound effect were modelled in Model 1 with regard to passenger transport [9]: (1)
Direct economic rebound effects, and (2) Time rebound effects (based on travel time budget).

The following subsections present how these two categories of rebound effects were addressed in
Model 1.

3.1.Direct economic rebound effects in Model 1

The direct economic rebound effects in Model 1 are represented via demand elasticities for
passenger transport. The IPTS study considered the rebound induced by the price level of each
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passenger transport mode: besides changes of market prices (e.g., the oil price), which are external
to the mode, higher efficiency (e.g., fuel efficiency of vehicles) can lead to lower prices per pkm
(direct rebound effect), which will create more demand according to empirical elasticity
parameters. Table 1 presents the elasticity parameters for five traffic modes and for three virtual
mobility modes that were used as input to the model. As shown in Fig. 2b the elasticity parameter
of each mode together with per-pkm price of the mode are controlling the inflow rate of transport
volume associated with the mode.

Elasticity is defined as a %-change in demand divided by a %-change in price. It will not be
realized immediately, i.e., if the price changes, in that moment no change occurs in demand, but
gradually over the years. Empirical studies of elasticity of demand therefore usually distinguish
between “short term” and “long term” elasticity. The IPTS model expresses the temporal aspect of
elasticity by adding a time constant to each elasticity value: The time values mentioned in Table
1—for example “5 a”— indicates that it takes five years until the adaptation to the price change is
realized. Note that all adaptations in the IPTS model including the elasticity-based adaptation of
demand (also the shift between modes based on relative speed and time deficit, which will be
discussed later) are not immediate in Model 1, but controlled by time constants.

Description E;Satri:‘ia%rs
Economic elasticity of PCar traffic demand with regard to fuel prices -0.3(5a)
Economic elasticity of BusC traffic demand with regard to BusC charges 0.3(5a)
Economic elasticity of TraM traffic demand with regard to TraM charges 0.3(5a)
Economic elasticity of train traffic demand with regard to train charges -0.3(5a)
Economic elasticity of air traffic demand with regard to air fares 1.5(5a)
Economic elasticity of home-based telework with regard to the cost of buying and running the equipment needed 0.1(2a)
Economic elasticity of virtual meetings with regard to the cost of buying and running the equipment needed 0.3(2a)
Economic elasticity of teleshopping with regard to the cost of buying and running the equipment needed -0.01 (2 a)

Table 1. Elasticity parameters in the IPTS study, passenger transport [4]. Note: An elasticity value of -0.5 means that demand will
decrease by 10% if prices increase by 20% (or that the demand will increase by 10% if prices are 20% lower).

Direct economic rebound effects in Model 1 are represented via the following feedback loops (see
Fig. 2): cost efficiency loop and resource scarcity loop.

a) Cost efficiency loop:

Traffic volume (pkm) for each mode—modeled as a stock—is controlled by an inflow rate
depending of the elasticity parameter and the per-pkm fuel price associated with the mode. (For
simplicity, fuel is used here a pars pro toto for the sum of all resources needed to produce a pkm
which cause variable cost; these resources may vary depending of the mode of transport.)

The elasticity parameter represents “classical” elasticity of demand with regard to price (in the
IPTS model: the “PED” submodel included for each mode). Because the fuel price per pkm does
not only depend on the fuel price per liter but also on the efficiency with which the fuel is used
(“Efficiency of A with regard to fuel”), the price of 1 pkm is affected by efficiency and will,
depending on the elasticity, influence the demand (traffic volume). The efficiency can increase by
technical measures (e.g., more efficient vehicles) or by better utilization of vehicles (more people
in the vehicle means more pkm per vehicle-km). It is possible that more volume increases
efficiency for several reasons (the “(+)”’). However, for each concrete transport mode, one has to
account for the specific causal link between volume and fuel efficiency and how fuel efficiency
affects the price the user finally has to pay.
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b) Resource scarcity loop:

Fuel (or any other resource needed to produce a pkm) may change in price if the total demand for
this resource changes, depending on how supply reacts to demand in the market. Besides fuels, we
may think of road pricing, which reflects the resource “infrastructure capacity” that is used to
produce transport. Increasing use of any limited resource will at some point lead to an increase in
price, which is reflected in this feedback loop. Again, it depends on the mode how this causal
relationship is modeled in detail.

3.2. Time rebound effect in Model 1

In addition to direct economic rebound, the IPTS study (Model 1) included time rebound, another
type of rebound effect based on time efficiency in consumption. Especially in passenger transport,
time is a scarce resource and may affect behavior more than money. Model 1 (like Model 2)
belongs to a class of models which abstain from converting time to money (which would be a
straightforward approach in economic modeling) and keep financial budgets and time budgets of
users separate. The time rebound effect was considered crucial in the IPTS study, because a core
characteristic of ICT is the potential to accelerate processes.

Time rebound effects in Model 1 are modeled via the following mechanisms, as shown Fig. 2:

e Travel time budget mechanism

e Mode shift loop

These mechanisms work with time (not money as it is the case for cost efficiency loop and resource
scarcity loop); a central variable is the speed of transport of each mode.

a) Travel time budget mechanism:

For the transport submodel the time rebound was considered via the so-called constant travel time
hypothesis, assuming that the average daily time spent in transport over the whole population is
more or less stable [26] (a critique of this hypothesis will be addressed later in this paper). At any
point in time, the given travel volumes of all modes and their current speed levels make it possible
to compare actual travel time with this time budget. If there is a deficit, this will cause a shift of the
modal split from slower to faster modes. If Mode A is currently slower than Mode B, then traffic
volume will shift to mode B, with some time constants similar to the ones mentioned for economic
elasticity, and also with some limitations of the substitution potential. In the full IPTS model with
five modes, this can for example mean that people having to commute over a higher distance will
then maybe use a private car instead of the public bus, or that car drivers faced with increasing
congestion will switch to the train or metro.

b) Mode shift loop:

As shown in Fig. 2, the mode-shift loop includes a causal link between the volume of each mode
and the speed of this mode. This reflects the fact that utilization of each mode has an effect on time.
It is important to see that this relationship can be different for each mode. For example, in public
transport higher volume can lead to a better service (increased density in time and space) such as a
higher frequency and more bus lines, which increases door-to-door speed for the passenger.
Whereas in the private car mode, increased volume usually means that speed goes down, especially
when congestion occurs. Model 1 makes this difference between “self-accelerating” and “self-
limiting” transport modes and can therefore account for complex changes in demand, in particular
when also the virtual modes and other effects of ICT come into play.

One of these effects is called the “time utilization effect” in the IPTS study (not represented in Fig
2b, but shown in Fig 2a): Because of mobile work that is possible to some limited, but increasing
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degree due to ICT, the time spent in traffic
not charged from the travel time budget. O

is not fully counted as transport time, i.e., a part of it is
f course, the degree of time utilization is different from

mode to mode (higher in public modes than in the private car mode) and changes over time with

progress in mobile ICT devices and infrast

ructures. This is a core feature of the IPTS study. Time

utilization effects can create more transport demand and influence the modal split towards public
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Two features of Model 1 could not be shown in Fig. 2. First, different modes of transport can share
infrastructure, which means that their speeds are coupled to a certain degree (e.g., public buses may
be slowed down by congestion caused by private car traffic). This can be expressed in Model 1 by
so-called coupling factors for each pair of transport modes. Second, there is an overall reinforcing
feedback loop of passenger transport demand which works via settlement dispersion: more traffic
volume slowly increases the level of dispersion. It is the level of dispersion which decides how a
time deficit is corrected; the correction is in fact a mix between the two possibilities of shifting to a
faster mode or reducing the distance covered.

4. Model 2: Tourism Transport, Efficiency, and GHG Emissions

The second model (Model 2) is taken from a study by Peeters [22] on modeling tourism transport
demand considering rebound effects of technological efficiency improvement. In a similar way to
Model 1, Model 2 has also addressed two types of rebound effects with regard to tourism transport
[22]: Direct economic rebound effects and time rebound effects (based on travel time budget).

The following subsections present how these two categories of rebound effects were addressed in
Model 2.

4.1.Direct economic rebound effect in Model 2

As shown in Fig. 3a, the direct economic rebound effects are represented via two reinforcing
feedback loops in Model 2: Efficiency enhancing loop and emissions loop.

a) Efficiency enhancing loop:

This is the main reinforcing loop, which starts with investment in efficiency enhancing technology.
The efficiency reduces energy consumption per seat-kilometer (skm), and thus it reduces cost per
skm, which in turn can induce increases in transport volume (pkm) depending on the price
elasticity of transport demand (although the economic elasticity is not clearly presented in [22]).
More transport generates funds that can be used as more investment in technology improvement,
creating a reinforcing loop that improves efficiency.

b) Emissions loop:

The reinforcing loop of efficiency improvement transport volume does not necessarily reduce total
emissions due to the increase in transport volume in the reinforcing loop. Which of the two loops of
efficiency and emissions has the most impact depends on the specifics of the transport system
described by the model [22].

c) Attitude loop:

A third relevant loop in this system is the attitude loop, a balancing loop because an increase in
environmental pressure will tend to increase the willingness to invest in pollution-saving
technology, which also improves efficiency [22].

4.2.Time rebound effects in Model 2

Model 2, as shown in Fig. 3b, contains three reinforcing feedback loops—travel time loop, cost
loop, and mode shift loop—and one balancing loop, i.e., max speed loop. The causal loop diagram
in Fig. 3b is based on three basic assumptions drawn from literature (Peeters 2010):

e Tendency to travel longer distances (a significant part of a population has the aspiration to
increase their range),

e Travel time budget (on a population level the total amount of time spent for actually traveling
from home to destinations and back is more or less constant)
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e Constant share of income (the average amount of money spent on transport per year on a
population level is a constant share of income).

a) Travel time loop:

Assuming a constant travel time budget, if people have more money they will be able to travel
more kilometers within the constant time budget (This is valid for the whole population, but not for
the individual as they can temporarily change the amount of time and money spent on travel.) From
‘‘average distance’’ a reinforcing loop boosts the distances traveled [22].
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Fig. 3: Causal loop diagram for Model 2 [22]: (a) Pollution-saving loops (b) Basic forces in transport systems (Time delay is indicated
by the double strikethrough lines in the arrows.)

b) Mode shift loop:

As shown in Fig. 3b, an increase in money budget and in average travel distance will increase the
share of faster modes. Faster transport modes are used over longer distances [22].

c) Cost loop:

This reinforcing loop runs through cost of transport. With an increase in speed, operational costs
generally reduce because productivity is increased faster than per hour operational costs, allowing
for a higher number of kilometres to be sold [22].

5. Discussion and Future Research

Both Model 1 and Model 2 have employed System Dynamics feedback loops to explore the
dynamics of transport volume (in passenger-kilometres, or pkm). A better understanding and
calculation of the demand for transport volume is important because energy demand and
greenhouse gas emissions are associated with transport volume. Both models showed that
efficiency cannot necessarily reduce total emissions if the transport volume increases because of
reinforcing feedback loops described above (both time rebound and direct economic rebound).

Both models included similar external variables such as population and the economic growth as
drivers of transport demand. (See the upper right part in Fig. 3b and upper left part in Fig 2a)

The efficiency loop modelled in Model 2 (Fig. 3a) includes investment in efficiency enhancing
technology. However, investments are not explicitly represented in Model 1.
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Both models have employed the concept of economic elasticity of demand with regard to price.
However, Model 1 addressed this in a more explicit way in terms of presenting elasticity
parameters for different transport modes.

Both Model 1 and Model 2 in a similar way have used the constant travel time budget assumption
to show the dynamics of speed versus demand; higher speed implies using the constant time budget
to cover more distance.

Critique of the travel time budget approach:

Both Model 1 and Model 2 have assumed that on a population level the total amount of time spent
for actually traveling from home to destinations and back is more or less constant (travel time
budget). The idea of a travel time budget—which has been developed since 70s in the field of
transport research (e.g., see [15])—has encountered critiques. For instance, HOjer and Mattsson
[21] point out weaknesses of this idea and found it “hardly reasonable to presuppose that travel
time is constant when planning for future transport systems and urban structures.” It would be
useful to further investigate the advantages and weaknesses of employing the hypothesis of
constant travel time compared to other alternatives. Two points regarding the critique can be
considered.

First, the travel time budget approach helps model the scarcity of the resource time. Without a
travel time budget, a model could possibly predict that someone who can afford it would travel for
more than 24 hours per day.

Second, Model 1 already showed a way how to relax the constant travel time hypothesis without
loosing its advantages: the concept of (travel) time utilization, or dual use of time, mitigates some
of the problems of this approach. As shown in Fig. 2a, the IPTS study modelled the variable of
time utilization in traffic (This variable is not presented in Fig. 2b to make the diagram as simple as
possible for the purpose of this paper), which means that if passengers can do something else while
traveling, this “something else” makes travel less “time consuming.” The IPTS study included
certain factors regarding time utilization. For example, an hour on the train while reading is not a
full travel time hour. As shown in Fig. 2a, time utilization can create more transport demand and it
can influence the modal split via the mechanisms already explained, it has roughly the same effect
as an increase in speed.

An alternative approach is to convert time into money, leading to the question of the subjective
economic value of time spent on travel. The economic value of travel time has been investigated in
empirical studies since the 1970s. As an example, if drivers have the choice to pay a fee to cross a
bridge or to accept detour for crossing a bridge without paying a fee, these choices can be related to
their income. It is known from such studies that the value people assign to the time spent while
driving a car is between 1/3 and 1/2 of their net hourly income [18]. So it is not the same as
working, but it is related to income. The advantage of this approach is that time cost could be added
to fuel cost and other variable cost, yielding one price for each pkm. It would then be easier to
apply demand elasticity data to determine the size of the rebound effect. There would be no
specific time rebound, just the economic rebound effects. However, one problem with monetizing
time is that the marginal value may increase dramatically; the second hour per day spent in traffic
might be much more expensive than the first one, considering this makes the approach less
different from the constant travel time budget approach than it may look like.

Quantification of rebound effects

Previous studies on rebound effects have presented the calculation of the magnitude of rebound
effects. For example, Borenstein [12], in his microeconomic framework or evaluating energy
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efficiency rebound, provided illustrative calculations for improved auto fuel economy and lighting
efficiency and showed that rebound likely reduced the net savings by roughly 10% to 40% from
these energy efficiency improvements.

How could such a quantitative analysis be conducted using the models discussed in this paper?
Each of the models would have to be run in two versions (so-called competitive models, [19]), an
original version and a version with those feedback loops cut which are responsible for rebound
effects. The model outputs, such as total energy consumption of passenger transport or total
passenger transport volume, could then be compared quantitatively among the two versions. Such a
simulation experiment could also be refined to a larger number of model versions by disabling only
one type of rebound effect at a time.

To our knowledge, none of the two models discussed in this paper has been used in this way. This
is due to the fact that the aim of designing these models has not been to quantify rebound effects,
but rather to make predictions in the passenger traffic sector while considering the rebound effects.

6. Conclusions

The two models we discussed both represent the same types of rebound effects in passenger
transport. Both are multi-modal transport models, considering the dynamic change of modal split as
well. Feedback loops (closed causal chains) are an obvious concept to model rebound effects at a
macro-economic level as it is done in System Dynamics (as opposed to use behaviour rules at the
micro-economic level in agent-based simulation).

Despite the similarities, the comparison of the two models showed that there can be much variety
in the details of modelling rebound effects in passenger transport. Model 1 puts greater emphasis
on the different characteristics of transport modes and how they interact, on time utilization and
virtual modes, whereas Model 2 explicitly considers investment in technology and environmental
attitude as variables in the main feedback loops.

Future research should clarify how these elements can be consistently combined in a model of
passenger transport that accounts for the dynamics of rebound effects while considering the various
impacts of ICT on transport.
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