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Abstract

The knowledge of the near surface wind speed is important for numerous applications includ-
ing wind energy. This thesis investigates the following aspects: i) the variability of the past
near surface wind climate over the North-Western Europe and specifically over the North Sea
and its relation to large scale circulation patterns; ii) possible future change of the near-surface
wind climate over Europe and North Atlantic; and iii) improvement of Weather Research and
Forecasting (WRF) model to simulate wind conditions in the lower part of the atmospheric
boundary layer.

The variability of wind speeds from different atmospheric reanalysis datasets in the past
50 years over the North-Western Europe and North Sea is studied. Wind speed patterns
explaining majority of its variance were found and related to the variability of the large scale
circulation patterns defined from Sea Level Pressure. Majority of wind speed variability can
be described by three wind speed patterns or related circulation patterns. The wind speed and
circulation patterns show coherent variability over the last decades. However, the extreme
wind speeds are less well related to the circulation patterns.

With a similar method as described above, the wind speed patterns and circulation pat-
terns explaining the significant part of the wind speed trend have been found. The possible
change of the circulation patterns from the results of the simulations of 16 IPCC models un-
der A2 greenhouse gas scenario has been investigated. From the change of time series of the
circulation patterns the climate change of the wind speed in the future climate was derived.
We observed significant increase of the winter wind speed over the Northern Atlantic.

One year long hindcast of the wind conditions using WRF model revels a bias of modelled
wind shear compared to the measurements at tower measurements at North Sea (FINO) and
Baltic Sea (Östergarnsholm). Mellor-Jamada-Janjić (MYJ) parameterisation of the turbu-
lence which was used as a surface and boundary layer parameterisation in WRF was identi-
fied as the most probable reason for the bias. A correction of the MYJ scheme is proposed
by changing the master length scale, which serves as a closure assumption of the scheme.
Among others, Prandtl mixing length scale which was used as a surface layer length scale was
corrected by surface stability. Finally, it was shown that WRF with improved MYJ scheme is
well suited to represent the wind shear in the lower part of the marine atmospheric boundary
layer.
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Zusammenfassung

Die Kenntnis der oberflächennahen Windgeschwindigkeit ist unverzichtbar für eine Vielzahl
von Anwendungen, einschließlich der Windenergie. Für die vorliegende Arbeit wurden fol-
gende Aspekte untersucht: i) die Variabilität des Windes in der Vergangenheit über Nordwest-
Europa und im Speziellen über der Nordsee sowie die Beziehung der Variabilität zu großskali-
gen Zirkulationsmustern, ii) mögliche Änderungen des oberflächennahen Windklimas im ge-
samten europäischen und nordatlantischen Raum in der Zukunft, iii) die Optimierung des
Weather Research and Forecasting Models (WRF) insbesondere im Hinblick auf die Simula-
tion des Windes in der marinen unteren atmosphärischen Grenzschicht.

Beim Vergleich der Variabilität der Windgeschwindigkeiten in unterschiedlichen Reanalyse-
Datensätzen für einen Zeitraum von 50 Jahren wurden Strukturen gefunden, die in Bezug
gesetzt wurden zur Variabilität der raumzeitlichen Muster des Luftdruckes auf Höhe des Meer-
esspiegels, die ebenfalls bei den Untersuchungen für diese Arbeit entdeckt wurden. Dadurch
lässt sich ein signifikanter Teil der Windgeschwindigkeitsvarianz erklären, weil sich die Wind-
und die Luftdruckmuster der letzten Jahrzehnte durch eine kohärente Variabilität auszeich-
nen. Die Kohärenz zwischen den darüber hinaus untersuchten Extremwerten von Windgesch-
windigkeit und Luftdruck ist etwas weniger deutlich ausgeprägt.

Ebenso erklären lassen sich mit den Untersuchungsergebnissen die größten Anteile der
aus den Reanalysedaten hervor gehenden regionalen Trends der Windgeschwindigkeiten. Die
im ersten Teil dieser Dissertation erarbeiteten Methoden wurden dann auf Ergebnisse von
Ensemble-Vorhersagen angewendet, die mit 16 Klimamodellen (GCM) erstellt wurden. Die in
den meisten Globalmodellen auf Basis des A2-Szenarios des IPCC übereinstimmend simulierten
Luftdruck-Entwicklungen weisen zusammen mit der hier entwickelten Mustererkennung auf
eine zu erwartende signifikante Zunahme der mittleren Windgeschwindigkeiten insbesondere
im Winter hin.

Vergleiche eines mit WRF für das Jahr 2005 generierten Datensatzes mit Messungen
von der Nord- und der Ostsee zeigten, dass die Parametrisierung der Turbulenz im WRF-
Modell im Falle einer stabilen Atmosphäre eine Unterschätzung und im Falle einer instabilen
Atmosphäre eine Überschätzung der Windscherung verursacht und somit unbefriedigend ist.
Dieses Problem wurde angegangen durch eine erweiterte Definition der Mischungslänge, deren
begrifflicher Ursprung auf Ludwig Prandtl zurückgeht und die die bestimmende Längenskala
für turbulente Diffusions- und Dissipationsprozesse darstellt. Es konnte gezeigt werden, dass
die neue Parametrisierung das vertikale Windprofil deutlich realitätsnäher modelliert.
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1
Introduction and Motivation

Member states of the European Union (EU) are currently the global leaders in the develop-
ment and application of renewable energy. Renewable sources of energy: wind power, solar
power (thermal and photovoltaic), hydro-electric power, tidal power, geothermal energy and
biomass are an essential alternative to fossil fuels. Promoting the use of renewable energy
is important both for meeting the targets to combat the global climate change as well as to
reduce dependency on energy imports (mainly oil and gas).

In March 2007, the European leaders signed an ambitious binding target to increase the
share of the renewable energies from 5.5% in 2005 to 10% in 2010 and 20% in 2020. In
2008, the EU Commission put forward a proposal for a new directive on renewable energies
(EU Directive, 2008), where the measures to fulfill the aforementioned target are defined. Ac-
cording to the proposal, each state will be required to increase the renewable energy produc-
tion depending on its environmental and socio-economical conditions. For example, according
to the proposal, Germany is expected to increase its share of renewable energies from 5.8%
in 2005 to 18% in year 2020 and Slovenia from 16% (in 2005) to 25% (in 2020).

The wind energy represents an important source of the renewable energy in Northern
Europe and specifically in Germany. In the last decade, the utilisation of the wind energy
in Germany has been increasing almost exponentially. In summer 2008, nearly 20.000 wind
turbines were installed with the total capacity of over 23.000 MW which produced around
6.7% of the total energy consumption in Germany (Ender, 2008b). Most of the wind energy
capacity is installed in North German states, where the wind potential is the highest. While
the onshore sites are limited and are expected to be exhausted in the next decades, the
expansion of wind energy utilisation offshore (to the North Sea and Baltic Sea) is foreseen.
According to projections (Ender, 2008a), the installed capacity of wind energy in North
Germany is expected to reach 60.000 MW by 2030 which would result in more than 25% of
the German energy consumption. The majority of the increase of the installed capacity in
the next decades is expected to be due to repowering of the onshore sites (i.e. replacing the
smaller wind turbines with the bigger ones) and especially from the utilisation of the offshore
wind energy.

While the utilisation of the offshore wind energy is only at its start and the offshore
environmental conditions are in many aspects different from the one onshore, there is a
necessity for the research of the offshore environmental (especially wind) conditions. This
has been realized by the research community as well as founding organisations. One of the
example is the EU Project financed under Marie-Curie programme ModObs: Atmospheric
Modelling for Wind Energy, Climate and Environment Applications: Exploring Added Value
from New Observation Technique, from which also the author of this work has been supported.

The properties of the atmospheric boundary layer offshore are significantly different from
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CHAPTER 1. INTRODUCTION AND MOTIVATION

the one onshore. The differences are mainly due to generally lower surface friction, more
important influence of humidity and to a large degree the absence of the diurnal cycle of
the boundary layer in the offshore conditions. The wind potential and even more the wind
shear which causes loads on wind turbines crucially depends on the structure of the boundary
layer. Therefore, the knowledge of the boundary layer structure is important for planning as
well as operating the wind turbines. For proper and cost-efficient planning of the location
for the wind parks as well as the specific wind turbine used, the long term (inter-decadal)
wind speed and its variability needs to be known. Answering above mentioned questions (i.e.
the knowledge of the boundary layer structure and the long term wind variability) is harder
for the offshore sites, since only scarce and in time limited measurements over the sea exists.
Therefore, in many cases one has to relay on the results of the numerical atmospheric models.

In this work, we tackle some questions regarding atmospheric conditions related to wind
energy. The near surface wind in past climate from different data sources over the north-
western Europe and north-eastern Atlantic are investigated in Ch. 3. The variability of the
mean and extreme wind speed on the yearly to inter-decadal time scale has been correlated
to the variability of the atmospheric forcing described by the empirically found Sea Level
Pressure (SLP) patterns. The possible climate change of the near surface wind speed in
the future climate under the Intergovernmental Panel on Climate Change (IPCC) Special
Report on Emissions Scenarios (SRES) A2 scenario and simulated by an ensemble of Global
Circulation Models (GCMs) is investigated in Ch. 4. The climate change of the near surface
wind was derived from the change of the strength of SLP patterns similar to the one found
in Ch. 3.

We showed that the near-surface wind conditions, especially the vertical wind shear from
the atmospheric models are importantly dependent on the details of the model, especially
the parameterisation of the turbulence in the atmospheric boundary layer. The simulations
of the near surface wind conditions from one of the most up to date parameterisations (i.e.
Mellor-Yamada-Janjić) as part of the Weather Research and Forecasting Model (WRF) have
been compared with the measurements over the marine boundary layer from two measuring
towers one in North Sea and one in the Baltic Sea in Ch. 5. Since we found the significant
bias of the wind conditions dependent on the surface stability, we proposed the correction of
the boundary layer parameterisation. It was shown that the wind conditions, especially wind
shear are better simulated with the improved boundary layer parameterisation compared to
the original one (Ch. 5).

The work presented in Ch. 3-5 has been prepared as a manuscripts for publications in the
atmospheric journals. Additional discussion of the methodology and rationale for each of the
topic is given in Ch. 2. In Ch. 6, the results are summarized and the overall conclusions are
given.
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2
Overview of the Methods

2.1 Introduction

The work presented in Ch. 3-Ch. 5 has been prepared for the publication in scientific journals.
Therefore, the space for describing and discussing the methodology was limited. In this
chapter, we discuss the background for the work and describe in more details the methods
used. We start with discussing different wind datasets, specifically from reanalysis, their
strengths and possible pitfalls and continue with the overview of the climate models, their
usefulness and limitations in simulating the climate of the Earth. Two methods which we
used for extracting the significant patterns from the multivariate data are described. On the
end, the need and different approaches for the parameterisation of the boundary layer in the
atmospheric models are discussed and an overview of the derivation of the Mellor-Yamada-
Janjić scheme and its modifications as used in Ch. 5 are presented.

2.2 Near surface wind climate

The atmosphere is variable on the whole spectrum of time scales ranging from seconds to
century and even longer. The reason for multiple scale variability is highly nonlinear behaviour
of the atmosphere, where the nonlinearity is responsible for coupling between different scales
as well as the variety of the external forcing (such as coupling to the ocean and land as well
as the solar radiation) on numerous scales. Multiple scale variability of the atmosphere has
an immediate consequence on the wind variability and thus on the wind resources for wind
energy. To illustrate above discussion, let us consider the variability of the North Atlantic
Oscillation Index (NAOI)1 which is known to have a significant influence on the wind speed
over the North Europe and North Atlantic in the cold part of the year. The positive NAOI
is related to the above average strength of the westerly winds and the negative NAOI to the
below normally strong westerly or even easterly winds over the North Atlantic and North
Europe (Trigo et al., 2002). It has been observed, that the NAOI has a significant power up
to the centurial and possibly even longer time scales (Hurrell and van Loon, 1997). Therefore,
the decades of the above normally positive (negative) NAOI have been observed. The last
episode of the above average high NAOI has extended from the mid 1960s till the end of 1990s
which have been preceded by the two decades of below normally low NAOI and succeeded by
the decreasing of the NAOI from late 1990s (Hurrell et al., 2003). The variability of the wind
speed over the North Atlantic has been to an significant extend coherent with the variability
of NAOI.

1NAOI is usually defined as a sea level pressure difference between Azores high and Iceland low.
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The knowledge of the variability of the wind speed on different time scales is crucial for
wind energy for the following reasons. The variability of the wind speed on the shortest time
scale (seconds to minutes) can cause damage of a wind turbine due to uneven loads on wind
turbine blades. The variability of wind speed on the time scale from minutes to few days
results in a variability of the produced wind power which might cause problems integrating
wind power to the electricity network and providing a permanent supply of electricity. The
diurnal to annual cycle of the wind speed has to be considered when planning the wind
energy supply. The change of the wind speed on decadal to centurial time scales affects the
production of the wind energy through the life time of wind turbines and the infrastructure
and is thus important for the economically feasible planning of wind power plants. In Ch. 3
we studied the past climate of WS from monthly to decadal variability mainly over the North
Sea and In Ch. 4, we investigated the possible changes of the WS resources in the next century
over the North Atlantic and Europe.

2.2.1 Near Surface wind in past climate

Estimation of the past wind climate on decadal time scales over the North Atlantic (or North
Sea) is complicated by the fact that homogeneous (time consistent) long time measurements
over the sea do not exist. The exceptions are only the coastal areas and some of the islands.
For example, measurements from FINO tower covering a few recent years (from 2004 onward)
were the only source of the wind data in the North Sea available to us. Therefore to study
the wind climate in past decades over the North Atlantic, one has to depend on numerical
data products such as reanalysis data.

To investigate the past variability of the atmosphere over few decades as much as possible
free from the artificial influence, such as spurious discontinuities and trends which can be
due to the development of the observational systems (e.g. Alexandersson et al., 2000), some
of the larger atmospheric centres, such as the European Centre for Medium-Range Weather
Forecasts (ECMWF) and National Center for Environmental Prediction/National Center for
Atmospheric Research (NCEP/NCAR) decided to reanalyse state of the atmosphere for the
period of intensive atmospheric measurements (from around 1950 onward). To do this, ma-
jority of the available measurements were assimilated into the atmospheric model to produce
gridded and physically consistent atmospheric fields. Since the same model is used to re-
analyse the total period, the results of the reanalysis do not suffer from the inhomogeneities
related to the change of the modelling system and are believed to be one of the best long term
atmospheric datasets. However, the constant development of the observational system and
measuring techniques of the atmosphere, as well as the change of the observational locations
might seriously bias the long term trends of the reanalysis fields. With a start of the satellite
era in the 1970s enormous amount of new satellite measured atmospheric data have been
assimilated in the reanalysis models. The start of the assimilation of the satellite measure-
ments might cause most serious discontinuities and spurious trends in the reanalysis data
(Kalnay et al., 1996; Kistler et al., 2001). Extreme values can be especially highly influenced,
since they are by definition rare and usually spatially limited. However, not all atmospheric
variables are equally influenced. It has been shown that the Sea Level Pressure (SLP), due
to its smooth variation in space is less prone to the possible artificial inhomogeneities (e.g.
Kistler et al., 2001). On the other hand Wind Speed at 10 m height (WS) which is the main
interest of this study is not a prognostic variable, but diagnosed from the wind at the first
model level using the Monin-Obukhov theory. Therefore, the quality of the WS from the
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reanalysis data is lower than the SLP (e.g. Kalnay et al., 1996) and can be highly influenced
by the details of the model. The assimilation of the satellite measurements is expected to
have a high impact on quality of the reanalysed WS.

In Ch. 3, we investigate the WS climate and its variability in around last 50 years over
the North Sea and compare the WS from different reanalysis datasets in order to uncover
possible problems and discontinuities in data. However, WS form different datasets can
have similar problems since all reanalysis are based on virtually the same measurement data.
Therefore, the patterns of the WS explaining a significant part of its variance have been
isolated and related to the empirically found SLP patterns. The relationship between SLP
and WS has been interpreted as a SLP forcing on WS. The WS patterns were defined based
on the Empirical Orthogonal Functions (EOFs), which are described into more detail in
Sec. 2.2.3. The co-variability of WS and SLP patterns through the reanalysis period has been
investigated and the differences have been interpreted as a suspect for the inhomogeneity
problems of the WSs. In the last part of the Ch. 3, a special attention is dedicated to the
high WSs and its relationship with the SLP patterns.

2.2.2 Future change of the near surface wind climate

The possible change of the mean and extreme WSs in the future climates is crucial for efficient
planning of the wind farms. Although the life time of wind turbines is around two decades
and probably little affected by the climate change, the infrastructure for the (offshore) wind
parks must be build (such as the transmission lines) which importantly contribute to the costs
of the wind parks and whose planned life time extends up to a century and can be affected
by the change of the wind climate. An example of the infrastructure is planned isolated
transmission lines to be build in the North Sea (Drews et al., 2008).

The climate of the earth can be simulated by climate models of different complexities, de-
pending on an application and the computational resources. The most simple are the Energy
Balance Models based on vertically integrated energy balance equations and further averag-
ing can also be done in the horizontal direction. Slightly more complex are the Radiative-
Convective Models, where the vertical dimension is partly resolved while the vertical radiative
transfer and convection are parameterised. On the other hand the most advanced models are
Global Circulation Models (GCMs) which simulate the dynamics of the atmosphere, oceans,
land surface and ice cores with a physically based approach and couple the aforementioned
components together through the heat, momentum and moisture fluxes (Treut et al., 2007).
There exist also the whole hierarchy of the models in their complexity between the simple
radiative-convective models and GCMs. The more detailed description of the hierarchy of
the climate models can be found in Schwierz et al. (2006) and the references therein. The
Atmospheric part of the GCMs (AGCMs) ais similar to the weather prediction models and
simulates the dynamics of the atmosphere and parametrises the subgrid fluxes and physical
processes (radiation, moist physics and possibly atmospheric chemistry). The AGCMs differ
from the weather prediction models by interactive coupling to the lower boundary condition
(i.e. ocean, land and ice surfaces) and by more comprehensive parametrisation of physical
and subgrid processes. The coupling to the lower boundary conditions is important, since on
the time scales of the weeks and longer the atmosphere significantly interacts with the land
and the ocean surface. Parametrisations of physical and subgrid processes must be carefully
done so that the model does not exhibit an unrealistic long term drift of the climate.

To simulate the climate change, the expected anthropogenic forcing in terms of the green-
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CHAPTER 2. OVERVIEW OF THE METHODS

house gas concentrations, land use change and other driving forces must be specified and
prescribed to the model as a change of the atmospheric albedo and/or input to the atmo-
spheric chemistry part of the model and change of the surface (land) properties. Since the
anthropogenic forcing depends mainly on the demographic development, socio-economic de-
velopment and technological change, the Intergovernmental Panel on Climate Change (IPCC)
in its Special Report on Emission Scenario (SRES) proposed 40 scenarios describing the hu-
man development and resultant emission scenarios (Nakicenovic, 2000). As discussed in the
next paragraph, one of the high uncertainties in simulating the future climate is the uncer-
tainty of the future anthropogenic forcing.

There are three well known sources of uncertainties of the GCM results (e.g. Schwierz et al.,
2006): i) uncertainty related to selection of the emission scenarios and thus the external forc-
ing of the model; ii) uncertainty related to the unknown or imprecise initial conditions whose
influence on the development of the climate system is not known a-priori; iii) the climate
models are imperfect in their description of processes. The uncertainty of the emission sce-
narios mainly reflects the uncertainty of the future human development and climate protection
practices. It is impossible to predict which of the IPCC SRES scenarios is more probable or
closer to the actual future development of society. Since the climate system has highly non-
linear dynamics and its evolution is irregular, the dependence of the solution on the initial
conditions is not known, therefore the differences in initial conditions can lead to significantly
different results. The uncertainty related to the imperfectness of the model is related both to
the processes that are not physically well described in the model as well as to the ones that
cannot be resolved and must be parametrised. Some of the uncertainties can be estimated
by ensembles of the model results, as for example the multi-model ensemble (Palmer et al.,
2005), where different models and initial conditions account for the part of the type ii and iii
uncertainties.

In Ch. 4, we investigate the climate change of the WS over the Northern Atlantic and
Europe. The result of the multi-model ensemble climate simulations prepared for the Fourth
IPCC Assessment Report (AR4) is compared. Since the near surface wind speed (WS) is not
available from most of the GCMs, we estimate its change statistically from the change of the
SLP patterns. The prominent WS patterns are related to the SLP patterns and from the
change of the strength of the SLP patterns the change of the WS is deduced. The estimation
of climate change is limited since it assumes that the climate change is only due to the change
of the strength of SLP patterns found in the past climate. However, it has been shown
that the expected climate change is mainly projected on the modes of the natural variability
(Corti et al., 1999), therefore above mentioned limitation is not expected to be very severe.

2.2.3 Main statistical methods used

In Ch. 3 and Ch. 4 we used the Empirical Orthogonal Function (EOF) and Trend Empirical
Orthogonal Function (TEOF) analysis to extract the principal modes (spatial patterns and
time series) from the gridded2 WS data. The main goal of both methods is to simplify the
gridded data to a few spatial patterns and corresponding time evolution while retaining the
significant part of the data signal. As explained later, the EOF and TEOF analysis differ by
criteria defining the significant part of the data signal.

Typically, the gridded atmospheric data are highly correlated in time3. The EOF and

2Gridded data is defined as data obtained at different locations and at different times.
3The amount of correlation between different grid points depends on the spatial scale of the principal process
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2.2. NEAR SURFACE WIND CLIMATE

TEOF analyses describe the relationship between different grid-points in gridded data as
well as to uncover the minimal and optimal sets of the data needed to describe the majority
of its variability. Both methods rotate the original data from the physical space (with the
dimension of the number of spatial points and the base vectors defined as a delta functions
at each grid point) to the synthetic space whose base vectors will be the new spatial patterns
found empirically. In EOF analysis the orthogonal rotation is defined in a way that in the
subspace spanned by the first base vector most of the variance of the data is captured. The
second base vector is found to be orthogonal to the first one while in the subspace spanned by
it most of the variance is described, etc. The TEOF method find the patterns maximising the
trend4 of the data rather than a variance. The result of the EOF or TEOF rotation are thus
spatial patterns which represent the base vectors in a new space and time series (coordinates)
representing the time evolution of the spatial patterns.

EOF method has been widely used in the atmospheric research and is well documented
(e.g. Preisendorfer, 1988; von Storch and Zwiers, 2003; Hannachi et al., 2007) while TEOF
analysis has been recently developed and described by Hannachi (2007). Below, we give an
overview of EOF and TEOF analysis. The application of the methods done by the author of
the thesis are described in Ch. 3-Ch. 4.

Empirical Orthogonal Function (EOF)

Let the gridded data s measured at n locations and t times be written in the matrix S with
the dimension n × t. The columns of matrix S represent the values of s at fixed time and
rows the values of s at fixed location. The values in matrix S must be normalised so that
each row has zero mean, i.e. the matrix S consist of anomalies form the time-mean values.
We denote the l-th column of the matrix S by sl and define the covariance matrix CSS of
matrix S as:

CSS = SST
�

�

�

�2.1

The rotation of the n-dimensional original space where the base vectors are delta functions
at each grid points to the space where the first first base vector q1 (which we call Empirical
Orthogonal Function, EOF) is defined in such a way that the variance of the data in a subspace
defined by subtracting the original data space from the subspace spanned by q1 is minimal
is preformed:

1

t

t∑

l=1

∥∥sl − q1(q1
T sl)

∥∥2
= min

�

�

�

�2.2

where the length of any column vector a is defined as: ||a|| =
√

aT a and the base vector in
new space has a unit length:

‖q1‖ = 1
�

�

�

�2.3

The Eq. 2.2 can be written as:

responsible for the variability of the field and a spatial resolution of the field.
4Exact definition of data trend is given later.
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1

t

t∑

l=1

(
sl

T − q1
T (q1

T sl)
) (

sl − q1(q1
T sl)

)
=

1

t

t∑

l=1

(
sl

T sl − (q1
T sl)(q1

T sl)
) �

�

�

�2.4

The term
∑t

i=1 = sl
T sl equals to the sum over the time and components of the same

component of vector sl and thus equals to the trace (sum of the diagonal elements) of the
matrix CSS. The term

∑T
l=1(q1

T sl)(q1
T sl) can be written as q1

T CSSq1 using q1
T sl = sl

T q1

and considering that multiplication of matrices is associative. Eq. 2.2 can be thus simplified
to yield:

1

t

(
tr(CSS) − q1

T CSSq1

)
= min

�

�

�

�2.5

In Eq. 2.5, tr denotes trace of matrix. The first term on the left hand side of Eq. 2.5 represents
the average variance of data. Finding minimum of Eq. 2.5 with respect to q1 is equivalent of
finding maximum of:

q1
T CSSq1 = max

�

�

�

�2.6

The solution of Eq. 2.6 under the constraint in Eq. 2.3 can be found using the method of
the Lagrange multipliers:

∂

∂q1

(
q1

T CSSq1 + λ(1 − q1
T q1)

)
= 0

�

�

�

�2.7

where λ is Lagrange multiplier and the operator ∂/∂q1 denotes the partial derivative with
respect to every component of vector q1 which can be written in a vector form as:

∂

∂q1

=





∂
∂q11

∂
∂q12

. . .
∂

∂q1N




�

�

�

�2.8

where the second index of vector q in Eq. 2.8 denotes the component of vector. The derivation
of Eq. 2.7 yields:

CSSq1 = λq1

�

�

�

�2.9

The solution of minimisation problem in Eq. 2.2 under the constraint in Eq. 2.3 is thus one
of the eigenvectors of matrix CSS. In order that Eq. 2.6 reaches maximum, the eigenvector
which correspond to the highest eigenvalue is the first EOF spatial pattern.

Having found the first spatial pattern the whole procedure is repeated minimising equa-
tion:

1

T

T∑

l=1

∥∥sl − q1(qT
1

sl) − q2(qT
2

s2)
∥∥2

= min
�

�

�

�2.10

with constrain
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‖q2‖ = 1
�

�

�

�2.11

With similar derivation as for the first EOF spatial pattern the result yields that the second
spatial pattern is the eigenvector of matrix CSS which corresponds to its second highest
eigenvalue. Similarly, the third pattern is the eigenvector of CSS corresponding to the third
highest eigenvalue, etc. Therefore, the problem of finding EOF spatial patterns is simplified
to finding eigenvectors of matrix CSS.

Since matrix CSS is Hermitian (real and symmetric), eigenvalues of CSS are non-negative
and eigenvectors corresponding to distinct eigenvalues are orthogonal (e.g. Weisstein, 2009).
If two or more eigenvalues are the same, which is extremely unusual in real geophysical
applications, the subspace spanned by eigenvectors that corresponds to identical eigenvalues
can be decomposed in such a way that spatial patterns are orthogonal.

The time series representing the time evolution of the pattern qi can be written in a row
matrix (ai

T ) which we name Principal Components (PC):

ai
T = qi

T S
�

�

�

�2.12

It can be shown that the PCs are uncorrelated:

ai
T aj = qi

T SST qj = qi
T CSSqj = qi

Tλjqj = λiδij
�

�

�

�2.13

where we have used that the EOFs are eigenvectors of the covariance matrix. With all n
modes, all the variance of the data can be explained:

1

t

t∑

l=1

∥∥∥∥∥sl −
n∑

k=1

qk(qk
T
sl)

∥∥∥∥∥

2

= 0
�

�

�

�2.14

which can be rewritten as:

1

t

t∑

l=1

(
sl

T sl +
1

t

n∑

k=1

(qk
T sl)(qk

T sl)

)
= 0

�

�

�

�2.15

var(s) =
n∑

k=1

qT
k CSSqk =

n∑

k=1

λk

�

�

�

�2.16

The variance of data is thus broken into n components, where the eigenvalues of matrix
CSS are proportional to the explained variance by the corresponding mode. The original
data can be rewritten as a sum of the product of the PCs (which represent the coordinates
in a new space) and the base vectors (EOFs):

S =
n∑

i=1

qiai
T

�

�

�

�2.17

where it is anticipated that only the first few k modes (k << n) are sufficient to explain the
majority of the variance of the data while the remaining k + 1 . . . n modes explain only the
marginal part of the variance and can be neglected.

On the end of the analysis, we choose to normalise the patterns in a way that the ai-s
have the unit variance (by dividing the ai by its variance and multiplying the corresponding
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spatial pattern by the same number) while not influencing the product in Eq. 2.17. We prefer
this normalisation, since the spatial patterns now represent the typical variability of the field
with the relative phase angle. Therefore we assign the unit of the field to the spatial pattern.

EOF is a linear method, i.e. it maximises the linear relationship between the data points
(covariance) but overlooking any nonlinear relationship between the data points. Attempts
to generalise the EOF to include the nonlinear relationship have been done (e.g. Monahan,
2000). However, in this study we used only the linear EOF.

Trend Empirical Orthogonal Function (TEOF)

Quite often in the climate research it is interesting to study trend structures of a gridded data,
where trend is understood as a smooth (monotonous) function with a systematic variation of
time series. For example, the study of the trend in the climate data is important to uncover
the anthropogenic influence on the climate system. Considering the complexity of the climate
system, it is expected that the trend characteristics will vary from one location to another,
therefore the trend structure could be composed of more than one single pattern. EOF is the
method used to uncover the relationship between different space points in a gridded data, but
it is not specifically designed for searching of the trend, since the EOF modes are subject to
the maximal explained variance of the data. Recently Trend Empirical Orthogonal Function
(TEOF) method was developed by Hannachi (2007), which isolates the trend patterns of the
gridded data from the remaining no-trend part of the data.

To resolve the issue of trend, the data in matrix S is transformed to matrix Q, so that the
data in matrix Q measures the monotonicity of original data. To achieve this, each row of
the matrix S is sorted from the smallest to the highest value. The newly sorted data can be
seen as some permutation of the original data. The permutation that was needed to sort the
i-th row of the matrix S is applied to the row vector {1, 2, 3, . . . , t} and its result is written
in the i-th row of matrix Q. Therefore, rows of the matrix Q consist of the position of the
original data in a sorted dataset and thus measure the monotonicity of the i-th row of matrix
S. By looking at the maximum correlation of the data in matrix Q one attempts to find
times when different time series are increasing or decreasing together. To do this, the EOF
analysis of the matrix Q is performed. Therefore, the EOF patterns and PC time series of
the matrix Q are exactly what we are looking for since they represent the patterns and the
time series of the data which explain the highest part of the data trend.

Now, the results (EOF modes of matrix Q) must be transformed back to the original
space. To do this, first the time series is calculated:

wi
T = vi

T S
�

�

�

�2.18

where vi
T is the i-th PC of matrix Q. The i-th TEOF spatial pattern (q̃i) of data is scaled

map of the correlation coefficients between the time series wi
T and S:

q̃i =
Swi

T

||Swi
T ||

�

�

�

�2.19

The i-th TPC is obtained as:

ãi
T = q̃i

T S
�

�

�

�2.20

Hannachi (2007) argues that TEOF modes have the following advantages over the EOF
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modes: i) The TEOF is based on the correlation of ranks, therefore it is not restricted to
search for a linear relationship in data; ii) It was shown by selected cases, that the method is
well able to separate the trend patterns from the no-trend patterns, which can be observed
by the gap between the explained variance of the trend and no-trend patterns (λ). In case of
the EOF patterns, the separation of the noise from signal is usually not as clear as in case of
TEOF patterns.

2.3 Boundary Layer Parameterisation in Atmospheric Models

Turbulence in the atmospheric Planetary Boundary Layer (PBL)5 has an important impact
on the whole atmosphere. Atmospheric mesoscale models whose main goal is to accurately
simulate mesoscale processes6 cannot explicitly resolve the turbulence due to their low spatial
and temporal resolution, but have to account for its influence on the mesoscale flow. Tur-
bulence directly influences the mesoscale flow only in some parts of the atmosphere such as
in the PBL, areas of intensive convection and strong wind shears (jet streams). From the
perspective of the mesoscale flow, turbulence causes an increased (esp. vertical) mixing and
can contribute to the paramount part of the flux of momentum, heat, moisture and other
atmospheric constituents.

From wind-energy point of view, the proper description of the PBL turbulence in the
mesoscale models is crucial, since the turbulent vertical mixing of momentum determines the
vertical wind shear in the boundary layer. Wind shear is important for wind energy for the
following reasons: i) It influences the wind speed at the specific height by ‘modulating’ the
geostrophic wind speed from above boundary layer; ii) The wind shear causes the loads on
the wind turbines. Loads due to the wind shear are especially serious for the larger wind
turbine rotors. In this section, we describe the need for PBL turbulence parametrisation in
atmospheric mesoscale models and give an overview of Mellor-Yamada-Janjić boundary and
surface layer parametrisation scheme which is used to simulate wind conditions and improved
as described in Ch. 5.

2.3.1 Need for PBL parameterisation in atmospheric models

The dynamics of the atmosphere is governed by partial differential equations, describing the
conservation laws for motion (Navier-Stokes, therefore NS equation), energy, mass of dry
air (continuity equation), water and other constituents (Pielke, 2002). The general analytic
solution of the governing equations does not exist, therefore the equations are numerically
solved, usually on a predefined grid (Eulerian perspective of fluid dynamics). In Cartesian
coordinates (x, y, z) = (x1, x2, x3), the NS equation and the equation for conservation of heat
in the Earth rotating frame of the reference can be written as:

∂ui

∂t
= −uj

∂ui

∂xj
− 1

ρ

∂p

∂xi
− 2εijkujΩk − gδi3 + ν

∂2ui

∂xj∂xj

�

�

�

�2.21

∂θ

∂t
= −ui

∂θ

∂xi
+ Sθ + α

∂2θ

∂xj∂xj

�

�

�

�2.22

5Planetary boundary layer is defined as part of the atmosphere that is directly influenced by the presence
of the earth’s surface and responds to surface forcing with a time scale of an hour or less (Stuhl, 1988).

6Mesoscale processes are the processes on the order of few to few hundred kilometers and time of hours.
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In the above equations, ui represents the wind speed component, ρ air density, p pressure,
Ωi components of the Earth angular velocity projected on the local Cartesian system, g
gravitational constant (g = 9.81 m s−1), θ potential temperature 7, Sθ represents the diabatic
heat source (from radiation and the phase change of water), ν and α are kinematic viscosity
and thermal diffusivity respectively and εijk is Levi-Civita tensor. In the upper equations
and further in this chapter, Einstein summation notation is used. Eq. 2.22 can be used as
a governing equation for the conservation of mass of moisture and other water species (e.g.
liquid water, ice, etc.) as well as any other atmospheric constituents (e.g. aerosol, CO2,
tropospheric ozone, etc) which can be modelled by the mesoscale model. In this case, the
variable θ must be replaced by the mass of the species under interest and the production/sink
sources (Sθ) as well as the diffusion coefficient (α) must be specified accordingly.

One of the interesting terms in the Eqs. 2.21 and 2.22 are the nonlinear terms (first
terms on the right hand side of equations) which represent the advection of the momentum
and heat. This terms couple processes on different scales (e.g. Pielke, 2002). Therefore
all relevant scales (from the smallest turbulent to planetary scale) must be resolved by the
model to properly describe the dynamics of the atmosphere. If the mesoscale models covers
the whole atmosphere, the model is able to resolve the larger scales. More usual practice
is that mesoscale models are used as a limited area models and the contribution of the
larges scales is taken into account through the boundary conditions. To resolve the smallest
scales, the spatial resolution8 of the model would have to be around 1 cm (Pielke, 2002).
This can be achieved for example by Direct Numerical Simulation (DNS) models, where the
resolution of the model is fine enough to capture scales of motion up to the smallest relevant
(dissipation) scale (Davidson, 2006). However, tremendous amount of the computing time
is required to simulate large domains with a DNS model. For mesoscale modes where the
model typically covers the areas of ∼ 105 km3-109 km3, the DNS approach is not feasible
due to tremendous computing power required. The achievable spatial resolution of mesoscale
models with the current computer power is on the order of 1 km-10 km, while the influence
of the small, unresolved scales on the resolved scale flows must be described statistically (i.e.
parametrised).

In the PBL which is the interest of this study, the main assumption of the mesoscale
models is that all scales larger than the atmospheric turbulence are resolved, and that there is a
sufficient gap between the turbulent and larger scale motion. Therefore, the parametrisation of
the unresolved scale in the PBL in mesoscale models is the parametrisation of the turbulence.
The goal of the parametrisation is not to describe the turbulence in detail, but to statistically
describe its influence on the larger (resolved) scale flow. From the perspective of the mesoscale
flow, the main role of the turbulence in the PBL is to vertically mix the boundary layer and
to dissipate the energy of the flow through the turbulent scales to the heat.

The above discussion can be written in the mathematical terms as follows. Any variable
ϕ can be written as a sum of its mean value integrated over the model grid cell and over the
model time step (ϕ) and the anomaly (variation) from the mean value inside the grid cell and
integration time (ϕ′), which represent unresolved part of the variable. The process of decom-

7Potential temperature is defined as: θ = T
“

p00

p

”R/cp

where T is absolute temperature, p00 = 1000 hPa

reference pressure, cp specific heat of dry air at constant pressure and R gas constant for dry air. θ is preferred
over T , since it is constant for adiabatic processes.

8Resolved scale is proportional to the spatial resolution of the model. For the discussion here, we assume
that the smallest resolved scale is equal to the resolution of the model.
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posing the variables to the mean and the anomaly part is called Reynolds decomposition:

ϕ = ϕ+ ϕ′
�

�

�

�2.23

where ϕ is defined as:

ϕ =
1

∆t∆x∆y∆z

∫ t+∆t

t

∫ x+∆x

x

∫ y+∆y

y

∫ z+∆z

z
ϕdz dy dx dt

�

�

�

�2.24

In Eq. 2.24, ∆x, ∆y, ∆z and ∆t represents the spatial and temporal resolution of the
model. From assumption that the model can resolve all scales higher than turbulent, it follows
that ϕ′ represent the turbulent part of the variable ϕ. With the Reynolds decomposition, the
NS and heat conservation for the mean values can be written as:
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= −uj

∂ui
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∂u′iu
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∂θ
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∂xi
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∂u′jθ

′

∂xj
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∂2θ

∂xj∂xj
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Where the assumptions that the small scale flow is non-divergent (∂u′i/∂xi = 0) and the
Boussinesq approximation for density variations (i.e. ρ′ is small, except when multiplied by
gravitational constant g) (e.g. Pielke, 2002) were used.

In the equations for the mean quantities (Eqs. 2.25 and 2.26), the new terms appear,
namely the gradients of the velocity anomaly covariances (u′iu

′

j) and gradients of the velocity

and the potential temperature anomaly covariances (u′iθ
′). The covariances represent the

kinematic momentum and heat flux9. The components of the turbulent momentum flux
can be written in a so called Reynolds stress tensor10 which is symmetric 2-dimensional
tensor. Although in the upper equations, the fluxes are meant to represent the time-space
average values, the parameterisations tries to estimate the ensemble mean values (i.e. the
most probable values) neglecting the possible variability between the space averaged values
and ensemble mean values.

2.3.2 Approaches for boundary layer parameterisation

Virtually all of the boundary layer parameterisations neglect the horizontal fluxes and the
vertical flux of the vertical velocity, while the parameterised fluxes are described through
vertical profiles in terms of the mixing coefficients (KM and KH) as:

u′iw
′ = KM

∂ui

∂z
i = 1, 2

�

�

�

�2.27

θ′w′ = KH
∂θ

∂z

�

�

�

�2.28

Therefore, the parameterisations schemes have to specify mixing coefficients. Currently
the following three types of the models for the boundary layer mixing coefficients are widely

9The fluxes are normalized by density.
10Reynolds tensor is called stress tensor, since the turbulent momentum flux has been historically treated

similarly as kinetic viscosity.
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used in the numerical atmospheric models:
• Mixing coefficients are a function of local turbulent measure such as a gradient Richard-

son number
• Nondimensional profiles of the mixing coefficients are prescribed
• Mixing coefficients are function of Turbulent Kinetic Energy (TKE)
The simplest turbulent models used in the state of the art numerical models are the ones

in which the mixing coefficients are function of the local gradient Richardson number (e.g.
Louis, 1979). Gradient Richardson number is used as a measure of the relative importance
of the buoyant and shear production for the TKE. The basic idea of these type of models
is that the turbulence characteristics (and mixing coefficients) are crucially dependent on
whether the turbulence is produced by shear or by buoyancy. This type of models have been
used in many global models, such as in NCEP/NCAR Reanalysis (Kalnay et al., 1996), since
they are computationally cheap. Their main disadvantages arrise from the fact they are local
(i.e. mixing depends on the local properties of turbulence) which is very unrealistic especially
in the convective boundary layer where typically the turbulent eddies are driven from the
surface and adjusted by the property of the boundary layer. Thus, the turbulence and the
turbulent mixing depends on the whole vertical structure of the boundary layer. On top
of this, due to the local characteristics, these schemes are prone to be numerically unstable
(Teixeira and Cheinet, 2004, and references therein).

Slightly complex PBL models have prescribed shape of the mixing coefficient profiles. An
example is the model described by Troen and Mahrt (1986). The main advantage of this
types of models is that they are not dependent on the local nature of the turbulent property
of the atmosphere (i.e., Richardson number). In Troen and Mahrt (1986) parameterisation,
the top of the boundary layer is diagnosed from the turbulent properties at the surface. The
parabolic profile of KM and KH is prescribed with zero limiting values at the ground and
at the top of the boundary layer. Due to the failure of the model to properly represent the
entrainment at the top of the boundary layer, additional mixing term is added to the mixing
coefficient of KH , which represent the effects of the large eddies at the top of the boundary
layer and is not the function of the vertical gradient of the potential temperature. The two
major drawback of these type of parameterisations are: i) the mixing is crucially depend
on the diagnosed boundary layer height which is usually hard to define well in the numerical
model and; ii) the imposed correction for the KH at the top of the boundary layer is somehow
artificial (Teixeira and Cheinet, 2004).

More physically models are based on the Turbulent Kinetic Energy (TKE), where the
prognostic equation for the TKE is solved and the mixing coefficients are the function of the
TKE. Mellor-Yamada-Janjić scheme, which was used in this work is the TKE based scheme
and is described in detail below. The main advantage of these type of models is that they are
able to represent the sources and sinks of TKE and the non-local mixing in a more physical
way than the previously described models. The main disadvantage is that the number of
closure assumptions have to be defined, including the macroscopic turbulence length scale
and higher computational expense which is mainly due to the need to solve the prognostic
equation for TKE.

Recently, some new parameterisation techniques for simulating the boundary layer have
been described. One example is the so called Asymmetrical Convective Model by Pleim (2007).
In this model, the turbulent mixing is the sum of two processes: i) the local mixing whose
strength generally decay with the height and; ii) nonlocal transient mixing which mixes the
atmosphere through the whole vertical column. The transient mixing represent the nonlocal
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mixing mainly in the convective boundary layer. This model has been implemented in the
last version of WRF mesoscale model (Skamarock et al., 2008). Siebesma et al. (2007) and
Soares et al. (2007) proposed the Eddy-Diffusivity/Mass-Flux parameterisation, where the
turbulent mixing is calculated as a sum of the i) exchange coefficients (KM and KH) based
on the prognostic equation for TKE as in the TKE based boundary layer schemes and; ii)
an additional mass flux parameterisation which is traditionally used to parameterise moist
convection and whose goal is to describe updrafts, downdrafts and resultant subsidence due to
the convective clouds. In this way the parameterisation of the boundary layer and convection
is done by one model. They argue that with the inclusion of the traditional boundary and
moist convection parameterisation in one parameterisation they are able to better reproduce
the upper part of the boundary layer, especially in the stratocumulus topped boundary layers,
which is often the case in the marine boundary layer.

2.3.3 Surface layer parameterisation

In the surface layer, which in the atmospheric models is defined to extend from the surface to
the first model level, the vertical profiles are expected to be far from linear, therefore the linear
discretization of the boundary layer model which is preformed higher in the atmosphere would
lead to high inaccuracies. Therefore, the first model level is related to land/ocean surface
layer through the Monin-Obukhov scaling theory (e.g. Stuhl, 1988). Monin-Obukhov scaling
theory proposes that the nondimensional wind shear in the surface layer is a function of the
nodimensional stability only:

kz

u∗

∂u

∂z
= φM

( z
L

) �

�

�

�2.29

where in the Eq. 2.29 u∗ = (u′w′ + v′w′)1/4 denotes the friction velocity and represent the
velocity scale, L = u3

∗
θ/(kgw′θ′) is Obukhov length, z/L represent the nondimensional stabil-

ity and φM is the empirical function of the nondimensional stability. Assuming that the heat
and momentum fluxes are almost constant within the surface layer Eq. 2.29 can be integrated
in a vertical from a roughness length (z0) which represent the height where the wind speed
is zero and depends on the roughness of underlying surface to the first model level (z1). The
integration of Eq. 2.29 yield:
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where the integrated stability function ψ is defined as:

ψM (ξ) =

∫ ξ

0

φM (ξ) − 1

ξ
dξ
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In Eq. 2.31, the lower limit for the integration is taken to be 0 instead of z0 and ξ is an
integration constant.

With similar scaling arguments, the vertical profiles of potential temperature, moisture
and other constituents can be derived. For example, the potential temperature at the first
model level can be related to its surface value (θS) as:

θ(z1) − θS =
θ∗
k

[
ln

z

z0H
+ ψH

( z
L

)] �
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�

�2.32
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where the integrated stability function for the temperature is calculated as:

ψH(ξ) =

∫ ξ

0

φH(ξ) − 1

ξ
dξ
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In the upper equations, the nondimensional heat profile (φH) and the roughness coefficient
(z0H) are different that the one for momentum. The temperature scale in the surface layer is
defined as θ∗ = θ′w′/u∗.

2.3.4 Ideas for stochastic boundary layer parameterisation

As far as we are aware all of the parameterisations in the state of the art atmospheric models,
including boundary layer are deterministic. In the deterministic parameterisation the ensem-
ble mean (i.e. the most probable value) of subgrid scale processes are parameterised and their
tendency is included in the prognostic equations for the resolved scale flow. With this, the
variability of the tendency of parameterised processes from one to the other grid box/time
step is neglected. With the other words, the parameterisation predicts only the mean values
of tendency of subgrid scale processes and ignores higher order moments.

On the other hand, it has been shown that ignoring the stochastic nature of subgrid scale
processes can importantly influence the results of the atmospheric models. For example,
Palmer (2001) showed that the behaviour of the simple Lorenz nonlinear dynamical system11

can be very sensitive on the truncation order and whether the truncated processes are pa-
rameterised in a stochastic or deterministic way. His experiments showed that neglecting the
stochastic nature of the parameterised processes can lead to totally different behaviour of the
system. Also in the context of the global atmospheric models it has been realized that some
of the problems of the models can be due to the deterministic parameterisation of the subgrid
scale processes. The examples include i) generally too strong westerly winds over the tem-
perate latitudes which can be due to the deterministic parameterisation of the gravity wave
drag; ii) the inability of the global models to realistically simulate the areas of convection
which has an immediate influence on the radiation budget (Buizza et al., 1999).

Only recently, the option to include the stochastic parameterisations in an atmospheric
models have been studied. Buizza et al. (1999) investigated the influence of the stochastic vs.
deterministic parametrisation in global atmospheric model on the above mentioned too strong
westerly winds over the temperate latitudes. He constructed ad-hoc stochastic parameteri-
sation of subgrid processes by multiplication of the subgrid scale tendencies by the random
number from the uniform distribution within interval [0.5 1.5]. He showed on selected case
studies that changing the deterministic to stochastic parameterisations can lead to high dif-
ferences in the results and possibly leads to the decrease of the too strong westerlies over the
temperate latitudes. Teixeira and Reynolds (2008) proposed the stochastic parameterisation
that would be more physical than the one of Buizza et al. (1999). Instead of using ad-hoc
assumption for the variability of the subgrid scale fluxes, they propose the simple model to
estimate the variance of the subgrid scale fluxes and then prescribe the subgrid scale fluxes
to be normally distributed with the calculated variance. The applicability of the model by
Teixeira and Reynolds (2008) is yet to be investigated.

It is not exactly clear what would be the all of the consequences of changing the de-

11Lorenz system is the system of nonlinear partial differential equations and can be seen as an extremely
simplified equivalent to the equations describing the dynamics of the atmosphere.
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terministic PBL parameterisation in atmospheric models to stochastic. We are not aware
of any work that investigates this topic. With the stochastic parameterisation, it would be
possible to better simulate the intermittent behaviour of the turbulence especially in the sta-
ble boundary layer and which the current mesoscale models are not able to predict. In the
GABLS12 inter-comparison study (Cuxart et al., 2006) of numerous numerical models, it was
shown that in the stable boundary layer virtually all of the models over-predict the vertical
mixing which leads to too deep boundary layers and unrealistic vertical profiles. The too
strong vertical mixing in the stable layer seems to be needed by the boundary layer models
to assure the numerical stability of the models. With the stochastic parameterisation, the
net too high vertical mixing could be avoided thus leading to better prediction of boundary
layer heights and vertical wind profiles. Inclusion of the realistic stochastic parameterisation
of PBL could also help to simulate the higher order statistics of the wind properties, such
as the wind gusts which are important for many applications including wind energy. In this
work we do not address the question of the stochastic parameterisation, but leave it as an
interesting possibility for future work.

2.3.5 Mellor-Yamada-Janjić models

Prognostic equations for turbulent momentum and heat flux can be written, by manipulation
of Eqs. 2.21 and 2.22 with the Reynolds decomposition (e.g. Stuhl, 1988) as:
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In Eq. 2.35, the covariance of the potential temperature anomaly appear for which the
equation could be derived from Eq. 2.22 using Reynolds decomposition:
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In the prognostic equations for the turbulent fluxes (Eqs. 2.34-2.36), the higher order
covariances of anomalies appear (u′iu

′

ju
′

k,u′iu
′

jθ), as well as other unknown terms. The prog-
nostic equations for the unknown terms in Eqs. 2.34-2.36 can be written, but then in those
equations even more unknown terms appear. The process of writing the prognostic equa-
tions for the unknown terms produces more and more unknown terms and does not lead to
the closed set of the equations. This result indicate that the atmospheric flow cannot be

12GABLS stand for Global energy and Water Cycle Experiment (GEWEX) Atmospheric Boundary Layer
Study
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exactly described by resolving just the larger scales of the fluid and statistically (as average)
describe the unresolved part of the flow (Davidson, 2006). At some point, the closure as-
sumptions for the unknown terms must be made (e.g. defining unknown quantities in terms
of the known) to form the closed set of equations. In this work, we used the Mellor-Yamada
models (Mellor and Yamada, 1974, 1982) where second order closure (closure assumptions for
the unknown terms in the Eqs. 2.34-2.36) are defined.

Closure assumptions for Mellor-Yamada models

In the Mellor-Yamada models, the closure assumptions for the unknown terms in Eqs. 2.34 -
2.36 are defined (Mellor, 1973). Here, we give the overview of the closure assumptions. For
further discussions, the Turbulent Kinetic Energy (TKE) representing the energy containing
part of the Reynolds stress tensor is defined as:
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The role of the covariance between the pressure and the strain of velocity anomalies13 in
Eq. 2.34 is to distribute the TKE between different space components while not contributing
to the change of the total TKE. This term is modelled as proposed by Rotta (1951):
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Actually, in Eq. 2.38, only the two higher order terms of the Rotta (1951) model are
considered: i) The so called slow or return-to-isotropy term (first term on the right hand side
of Eq. 2.38) whose role is to redistribute the TKE from the space components containing
more than average energy to the ones containing less and is the function of the measure of the

anisotropy
(
u′iu

′

j − q2δij/3
)

. It could be shown that without the return-to-isotropy term, the

turbulence described by Eq. 2.34 would become more and more anisotropic which contradicts
observations (Davidson, 2006). ii) The rapid term as a function of the strain of the large scale
velocities (last term on the right hand side of Eq. 2.38) which simulate the long distance
effects of the pressure anomalies. The model for the pressure redistribution term is one of
the most controversial closure assumptions and has been questioned by many authors (e.g.
Cheng et al., 2002).

In similar fashion, the covariance between the pressure anomalies and gradient of temper-
ature anomalies is written, but without the terms proportional to the strain of the large scale
velocity:
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In Eqs. 2.38 and 2.39, l1 and l2 are the typical length scales over which the pressure anomalies
are able to redistribute the turbulence, and C is a constant. Both length scales as well as
constant C must be obtained from measurements.

The dissipation of TKE to heat (last term in Eq. 2.34) is modelled using Kolmogorov
cascade theory. The turbulent energy is dissipated to the heat only at the smallest scales

13Strain of the velocity anomalies is
∂u′
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∂u′

j
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while the dissipation equals to the energy transfer from the largest scales through the energy
cascade. The energy transfer through the energy cascade is proportional to the dU2/dt ∼
−U2/(L/U), where U is the typical velocity scale and L the length scale of the large eddies.
We take TKE as the velocity scale and assume that the turbulence is isotropic on small scales
(the energy dissipation is isotropic) and arrive to the equation for the energy dissipation:
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With similar arguments as for defining the Eq. 2.40, the dissipation of the heat flux is
written as:
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In Eqs. 2.40-2.41, Λ1 and Λ2 are the typical dissipation length scale and must be obtained
from measurements.

The third order variances of anomalies are parametrised as a downgradient diffusion of
the second order terms, where the efficiency of the diffused flux is proportional to the square
root of the TKE and the diffusional length scale (λ1, λ2 and λ3). Taking into account the
symmetries the following equations are derived:
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An important assumption of the model is that all length scales are proportional to each
other everywhere in the boundary layer. Therefore, the master length scale l can be defined
which controls all of the aforementioned length scales:
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Constants written in the vector on right hand side of Eq. 2.45 are purely empirical and must
be obtained from measurements. The assumption of the single length scale controlling all
length scales has been questioned by many authors (e.g. Lenderik and Holtslag, 2004), where
they proposed to distinguish between the length scale defining the dissipation (Λ1 and Λ2)
and diffusion (λ1, λ2 and λ3). In the work presented here it is assumed, that only one master
length scale controls all length scales.
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Mellor-Yamada-Janjić boundary layer model in WRF

In Mellor-Yamada model, six new independent prognostic equations for the momentum flux
(Eq. 2.34), three for the heat flux (Eq. 2.35) and one for the covariance of the potential
temperature anomalies (Eq. 2.36) must be solved in the mesoscale model in addition to the
original set of equations for the mean flow. The ten new prognostic equations would signif-
icantly increase the computational burden of the mesoscale model. Therefore, for practical
reasons those equations must be further simplified. Mellor and Yamada (1974, 1982) realized
that momentum flux equations can be written as a sum of the isotropic part (representing
the energy containing part) and the anisotropic. They defined the measure of anisotropy aij

as:
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Similarly anisotropy measure (bi) can also be defined for the heat flux:
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Mellor and Yamada (1974, 1982) simplified Eqs. 2.34-2.36 with above defined closure as-
sumptions by neglecting the terms proportional to the high orders of aij and bi. They derived
different level of models, with respect to the level of the anisotropy they retain. In this work,
we used the so called level 2.5 model, where the model consist of the prognostic equation for
TKE and two algebraic equations relating the nondimensional wind and potential tempera-
ture gradients with the nondimensional mixing coefficients. The simplifications of the original
equations to the level 2.5 is in detail described by Mellor and Yamada (1974, 1982) and the
equations of the model are written in appendix of Ch. 5. The level 2.5 model is very popular,
since it is computationally cheap while it relatively well simulates the boundary layer.

Janjić (2002) applied the Mellor-Yamada parametrisation to the WRF mesoscale mod-
els. He solved the well known problem of numerical instability of the Mellor-Yamada model
in the growing turbulence which arrise due to neglecting the high order anisotropy terms
Helfand and Labraga (1988) by imposing upper limit to the master length scale. Therefore,
the parametrisation scheme in WRF is called Mellor-Yamada-Janjić scheme.

Mellor-Yamada-Janjić surface layer model in WRF

In the surface layer, which is defined from the ground to the first model level, and represents
the lower boundary condition for the boundary layer, the Mellor-Yamada level 2.5 model
cannot be used. The equations of the level 2.5 model are further simplified to the so called
level 2, by assuming the local balance between the production and the dissipation of the TKE.
The equations of the model are given in appendix of Ch. 5.

Surface layer parametrisation in WRF model is defined based on the Monin-Obukhov
(MO) scaling theory (Eqs. 2.30 and 2.32).  Lobocki (1993) showed that Mellor-Yamada level
2 model is consistent with the (MO) theory, if the stability corrections are defined properly.
In Ch. 5, we derived the stability corrections for the MO profiles to be consistent with the
Mellor-Yamada-Janjić level 2 model.
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Master length definitions

The main problem of Mellor-Yamada models remains the specification of the master length
scale. Mellor and Yamada (1982) realized that the definition of the proper master length
scale is a crucial part for of the boundary layer model to properly predict its behaviour.
Unfortunately, the solid physical definition of the master length scale does not exist and there
is no physical equation for it. In the original version of the Mellor-Yamada models, they
propose two limiting values for the master length scale.

Close to the surface, the height above the ground is the relevant macroscopic length scale
since it limits the size of the turbulent eddies. Following the work of Prandtl (1925), the
surface length scale is defined as:

l1 = kz
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�

�
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Where k is von Karman constant (k ≈ 0.4) and z height above the ground.
Far away above the ground, the limiting value based on the bulk property of the turbulence

in the boundary layer is calculated as a ratio between the first and zero momentum of square
root of TKE:
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The total length scale is defined in a way that the shortest of the length scales have the most
influence on it as:
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In Ch. 5, we adjusted the definition of the master length scale where we discuss and
describe the changes.
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3
North Sea Near Surface Wind Climate and its

Relation to the Large Scale Circulation Patterns†

Abstract

The North Sea 10 m wind speed (WS10) climate is compared and related to circulation
patterns based on the Sea Level Pressure (SLP) extracted from three reanalysis and one high
resolution model datasets. The mean magnitude and the trends of WS10 depend considerably
on the selected reanalysis. The variability of WS10 among the three reanalysis datasets is
highly correlated in the recent period (1980-2000), but less so in the past period (1960-1980).
The WS10 over the North Sea is well represented by the relatively low reanalysis resolution
when compared to the high resolution WS10 model data partially owing to the high spatial
correlation of WS10. Exceptions are observed only at the coastal areas. The dominant mode
of WS10 explains coherent variability of WS10 over the North Sea and is related to a SLP
pattern similar to the North Atlantic Oscillation (NAO). The increase of the magnitude of
the dominant WS10 pattern is related to the increase of the magnitude of the NAO like SLP
pattern from 1960s to mid 1990s. The second dominant WS10 pattern - a dipole in WS10 to
the north and south of Great Britain - is related to the differences in SLP between Scandinavia
and Iceland. The relation between the second WS10 and SLP patterns is more prominent in
the recent period. The extreme WS10 in the German Bight is related to the low SLP over
Scandinavia. The extreme WS10 is strongly increasing from the early 1980s to the beginning
of 1990s, which is not observed in the corresponding SLP time series over Scandinavia.

3.1 Introduction

The climatology of marine surface wind field is of considerable commercial interest, e.g. for
harnessing wind energy at favourable offshore sites, for the shipping and for the offshore oil
and gas industry. In view of a strong increase in the industrial exploitation of the North Sea,
this study addresses some questions related to the climatology of the daily mean wind speed
at 10 m height (WS10), namely i) whether there are important differences in the mean and
extreme WS10 in different low resolution reanalysis datasets, especially related to their long
term trends; ii) how well is WS10 represented in the low resolution global reanalysis dataset
(horizontal resolution of roughly 100 km × 100 km) compared to the high resolution simula-
tions (horizontal resolution of 3 km × 3 km), or alternatively are there important processes

†The work presented in this chapter is accepted for publication in Theoretical and Applied Climatology as:
Kay Sušelj, Abha Sood, Detlev Heinemann: North Sea near surface wind climate and its relation to the large

scale circulation patterns.
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that remain unresolved at low resolution and are resolved in higher resolution simulations and
whether there is a subsequent long term impact; iii) can the relationship between the monthly
mean WS10 and the large scale circulation patterns over the European-Atlantic region and
their inter-annual variability in the last few decades be quantified; and iv) can the extreme
WS10 over the German Bight be related to extreme circulation patterns and do the long term
trends of extreme WS10 and circulation patterns agree?

The WS10 from different reanalysis datasets can be used to study the near surface wind
climatology and its relation to the circulation patterns. The reanalysis data have previously
been widely used for climate studies since the data quality is mostly consistent over a num-
ber of decades, which is achieved by using the same model throughout the reanalysis period
(Kalnay et al., 1996). However, with the development of the observation system, the quality
of reanalysis data has improved over the last two decades. The most pronounced change af-
fecting WS10 is probably the assimilation of the satellite measured near surface wind speeds
which started in the late 1970s (Kistler et al., 2001). This can lead to discontinuities in the
WS10 time series and artificial trends. It was confirmed that some basic parameters, such as
the SLP from different reanalysis generally agree well over Europe (e.g. Greatbatch and Rong,
2006), which increases confidence in using the reanalysis data. The WS10 from reanalysis may
be sensitive to the model details, such as the selected surface and boundary layer parametriza-
tions (Kalnay et al., 1996). As far as we are aware, there has been no systematic comparison
of the WS10 from different reanalysis over northern Europe.

Most studies concerned with the wind climatology over northern Europe use low reso-
lution wind speed or a proxy dataset (e.g. derived from the horizontal pressure gradients).
For example, Pryor and Barthelmie (2003), Pryor et al. (2006) and Yan et al. (2006) use re-
analysis data to infer the climatology of near surface mean and extreme winds over northern
Europe, their inter-decadal variability and linear trends. Weisse et al. (2005) investigated the
changes of cyclone intensity and frequency over the North Atlantic and the North Sea from
the downscaled NCEP reanalysis data of around 50 km horizontal grid size. Studying extreme
winds, some authors prefer to use proxy data, such as the mean sea level pressure (SLP) or
geostrophic wind speed inferred from the SLP gradients, arguing that the SLP data is less
prone to systematic errors which may lead to artificial trends (e.g. Schmidt and von Storch,
1993; Alexandersson et al., 2000; Matulla et al., 2007). The proxy data derived from SLP is
usually able to capture the large scale forcing on the wind field, but not the local effects.
The ability of the low resolution wind speed datasets or the proxy data to represent realistic
surface wind conditions over the North Sea remains unclear. The largest differences between
low and high resolution wind speed are expected close to the coastline or orographic features,
where the wind speed may deviate due to strong gradients in forcing and formation of local
circulation patterns or in case of strong horizontal gradients (e.g. fronts).

The influence of the North Atlantic Oscillation (NAO), which is described by the anomaly
of pressure gradient between north-western (usually Iceland) and south-western North At-
lantic (usually Azores), on the wind speed over northern Europe is well documented (e.g.
Marshall et al., 2001; Hurrell and van Loon, 1997; Trigo et al., 2002). The NAO index (NAOI)
is well correlated with the wind speed over northern Europe, especially in the winter season
where the large scale circulation has a more dominant influence on the weather. In the summer
season, the surface heating produces disturbances weakening the large scale circulation. An
increase of the NAOI from the 1960s to the mid 1990s was observed. It is known that the in-
crease in NAOI leads to higher wind speeds over northern Europe (e.g. Hurrell and van Loon,
1997). Here we investigate, whether a regional spatial pattern of SLP exists, which has a more
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dominant influence on the WS10 variability over northern Europe than the NAO. It is also
not clear if there are other patterns, which are able to describe an additional fraction of WS10
variability. For example, Barnston and Livezey (1987) have observed that the second domi-
nant mode of the North Atlantic pressure variability is the East Atlantic (EA) pattern, which
can explain a considerable part of the wind speed variability in northern Europe. Kaas et al.
(1996) found that a pressure structure similar to the NAO, is related to the wind speed in
northern Europe, although the northern centre of their pattern is more elongated and shifted
eastwards. Rogers (1997) identified a pattern similar to the one from Kaas et al. (1996) and
observed that it was related to the position of the storm tracks. Another alternative is to
relate the surface wind speeds to other large scale fields such as the surface temperature. The
study by Deser and Blackmon (1993) suggests that the Sea Surface Temperature (SST) is
well correlated with the wind speed. However they found that the relationship is local and
suggest that the surface wind influences the SST by mixing the upper ocean waters.

High resolution simulations can resolve a number of physical processes such as the land-
sea breeze in the coastal areas which is additional information not obtained by statistical
downscaling of low resolution reanalysis data. The climate signature of these processes may
be vital for some applications such as for wind energy resource studies. The long term fluc-
tuations and trends extracted from the reanalysis can be combined with the detailed regional
information from high resolution simulations. This information is vital for risk management,
resource assessment and long term planning to compensate for the inherent fluctuations of the
climate system in the development of renewable energy resources and by other stakeholders.
Here we use three year data from a mesoscale model (WRF) simulation with 3 km resolution
to determine the significance of key regional physical processes.

As opposed to the well studied variability of the mean wind speed over northern Europe,
the variability of extreme winds over the past few decades is less known. On one hand, with an
increase in the NAOI and the mean wind speed from the 1960s to the mid 1990s, the extreme
wind speeds are expected to rise. On the other hand, there are studies that show a trend
in shifting of the North Atlantic storm track northwards in the past decades, which causes a
trend of decreasing storms in the southern part of northern Europe (e.g. Schneidereit et al.,
2005; Wang et al., 2006). The extreme winds can be characterized by different criteria, such as
the occurrence of wind speeds exceeding a threshold (e.g. Weisse et al., 2005) or wind speeds
at certain high percentiles, such as for example the 90 percentile (e.g. Pryor and Barthelmie,
2003; Matulla et al., 2007). With the first approach, the number of storm events exceeding
a predefined threshold level is investigated, while with the second approach, the intensity
of storms is studied. Different and sometimes contradictory results regarding the trends
of the extreme winds or storms have been presented. Based on the SLP measurements,
Schmidt and von Storch (1993) found no increase and very little inter-annual variability of
the high wind speed percentiles over the last century in the German Bight. From the SLP
analysis, Matulla et al. (2007) concluded that the extreme wind speeds in the north-eastern
Atlantic region were high in the late 19th and the beginning of the 20th century, lower in
the middle of the 20th century and then at the end of the 20th century reach a similar level
as at the beginning of the 20th century. Their analysis is focused on the wind speed north
and east of the North Sea. Pryor and Barthelmie (2003) observed an increase in the high
wind speed in the last few decades over the Baltic Sea and parts of the North Sea derived
from the NCEP (NCR) reanalysis. An increase in the extreme wind speeds over the Baltic
is related to an increase in the frequency of the western types of Grosswetterlagen in the
last quarter compared to the middle of the 20th century. The extreme weather conditions
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are usually not well linked to the large scale circulation patterns such as the NAO, since the
NAO explains well the variability on monthly to inter-decadal time scales, while the extreme
values by definition occur only for short periods. Therefore, some authors link the extreme
values to different circulation patterns (Yiou and Nogaj, 2004; Panja and Selten, 2007).

The paper is structured as follows. The data are described in Section 3.2. In Section 3.3,
the WS10s over the North Sea from different reanalysis datasets are compared to each other
and to the high resolution WS10. The relation of the mean WS10 to the circulation patterns
and their time evolution and the relation of the extreme WS10 to the extreme circulation
patterns are then derived. Finally the discussions and conclusions are presented in Section 3.4.

3.2 Data Description

The present study uses the daily sea level pressure (SLP), 2 m temperature (T2M), wind speed
at 10 m height (WS10) and wind speed at 700 hPa level (WS700hPa) from three reanalysis
datasets - NCEP/NCAR (therefore, NCR) (Kalnay et al., 1996; Kistler et al., 2001), NCEP-
DOE (NCR2)(Kanamitsu et al., 2002) which is an updated version of the NCR reanalysis
and ECMWF ERA40 (ERA40) (Uppala et al., 2005). The NCR and NCR2 reanalyses are
based on the same model with a global T62 horizontal grid and 28 vertical sigma levels.
In NCR2, errors found in NCR were corrected; additional data were assimilated as well as
some of the physical parametrizations were changed. For the present analysis, the most
relevant modification is the change of a simple boundary layer parametrization based on the
local Richardson number in NCR to a non-local diffusion scheme in NCR2 (Kanamitsu et al.,
2002). The ERA40 model is defined on the global T159 grid with 60 hybrid vertical levels.

In addition, the higher resolution (3 km grid size) but shorter (3 years) WS10 data was
obtained by integrating the Weather Research and Forecasting (WRF) (Skamarock et al.,
2005) model (Sood et al., 2007). The duration of the short time series of high resolution data
is not adequate to derive climate variability characteristics of WS10. Rather, it was used
to investigate how well daily WS10 over the North Sea is represented in the low resolution
reanalysis dataset, and to detect additional high resolution information. WRF was initialized
at 18 UTC every second day with a spin up time of 6 hours and a forecast horizon of 53
hours. A continuous 4-times daily time series is constructed by combining the 6 hourly data
from 6th – 53rd forecast hours. The initial and boundary conditions are prescribed from the
NCEP Final Analysis (FNL). Three (two-way) nested domains are defined in WRF, where
the third domain with a horizontal resolution of 3 km spans the innermost region (lat. 52.5N–
55.25N, lon. 4.75E–9.5E). The WRF model includes parametrizations of all essential physical
processes. The surface and the boundary layer parametrizations were based on the Mellor-
Yamada-Janji model (Janjić, 2002). Here only WS10 from the third WRF domain (WRF3)
was analysed.

To relate the dominant WS10 patterns to the main modes of atmospheric variability, the
North Atlantic Oscillation Index (NAOI) and the East Atlantic Index (EAI) from the Climate
Prediction Centre (CPC) were used. These indices were constructed based on the Rotated
Principal Components analysis of the northern hemispheric 500 hPa geopotential height. In
addition, the corrected and pre-processed measurements of SLP from the stations at Göteborg
(Sweden) and Oksoy (Norway), which were a part of the European project EMULATE (Eu-
ropean and northern Atlantic daily to multi-decadal climate variability) (Ansell et al., 2006),
were used to relate the extreme WS10 to the circulation indices.
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Dataset Resolution Time period Parameters
(lat.×lon.)

NCR 2.5◦ × 2.5◦a Jan.1948 - Dec.2007 WS10 WS700hPa
1.85◦ × 1.9◦b SLP T2M

NCR2 2.5◦ × 2.5◦a Jan.1979 - Dec.2007 WS10 WS700hPa
1.85◦ × 1.9◦b SLP T2M

ERA40 2.5◦ × 2.5◦ Sept.1957 - Aug.2002 WS10 WS700hPa
SLP T2M

WRF3 3km×3km Jan.2004 - Dec.2006 WS10

NAOI, EAIc - Jan.1950 - Dec.2006 -

SLP measurementsd - Jan. 1948 - Dec. 2002 SLP

a Resolution for SLP and T2M
b Resolution for WS10
c Data derived from geopotential height at 500 hPa
d From stations Göteborg and Oksoy

Table 3.1: Dataset used for this study (for abbreviation look in text), the horizontal resolution,
time period and parameters.

All dasets used in this study are shown in Tab. 3.1, where the time period, the horizontal
resolution and the parameters used (where applicable) are listed.

The focus of the WS10 analysis is mainly over the North Sea region (NS) (lat. 50N–
60N, lon. 3W–20E), though for relating the WS10 patterns to the large scale patterns, a
larger North Sea region (lNS) is defined (lat. 45N–65N, lon. 15W–30E). For the case where
only WS10 patterns were investigated, the North European (NE) region is additionally used
(lat. 40N-70N, lon. 20W–30E). The SLP and T2M data, used as predictors of WS10 are
defined on the Atlantic-European (AE) domain (lat. 30N-90N, lon. 80W-40E). The extreme
WS10 were studied over the German Bight (lat. 52.5N-55.5N, lon. 4.7E-9.5E).

The analysis is based on the daily mean values defined as an average of the four times
daily data (00 UTC, 06 UTC, 12 UTC and 18 UTC). In case of WS10, the magnitude of
WS10 was calculated from the wind speed components (U10 and V10) from 6-hourly data
and averaged over the day.

A part of the analysis is performed on the anomalies from the annual cycle. The anomalies
were computed for each grid point of the data field separately. First, the monthly average
value is computed as an average value at each grid point within a calendar month. The mean
annual cycle was constructed by assuming that the monthly average corresponds to the 15th
day of the calendar month, while the daily values of mean annual cycle are calculated as a
linear interpolation of the values at the 15th day. The anomalies, i.e. deviations from the
mean annual cycle, are obtained as a difference between the original field and the mean annual
cycle. Part of the analysis is performed for the winter (December-February) and the summer
(June-August) seasons separately. Two periods of 21 years were defined, the past pre-satellite
period (1960-1980) and the recent period (1980-2000) where the satellite data (in particular,
the marine surface wind) is assimilated in the reanalysis.
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3.3 Analysis Methods and Results

The surface wind conditions over North Sea derived from the datasets described in Section 3.2
are investigated for a range of temporal and spatial scales to detect resolution dependent
characteristics and to test the robustness of consequent assertions. The modes of wind speed
variability over the North Sea are examined and related to the large scale circulation patterns
to identify and analyse relevant indicators of regional climate trend. The time evolution of
the extreme wind speed and its relation to the circulation patterns is studied.

3.3.1 Description of surface wind speed in different data-sets

To estimate the reliability of reanalysed daily wind speed in terms of mean values and trends,
the surface wind speed (WS10) and the wind speed at 700 hPa level (WS700hPa) from differ-
ent reanalyses are compared. Since all reanalyses are based on virtually the same measurement
data, the wind speed especially close to the surface (WS10) may have similar problems such
as the artificial trends and discontinuities due to advances in the observation system (such as
the assimilation of near-surface satellite measurements). In order to assess the representation
of WS10 by the low resolution data, it was interpolated and compared to the high resolution
data.

In the recent period, the pattern of the mean WS10 across the NS domain is mainly influ-
enced by the land-sea interface, with the highest WS10 values over seas reaching a maximum
between around 8 m s−1 and 10 m s−1 (depending on a reanalysis model) and the lowest val-
ues over land between around 3 m s−1 to 6 m s−1 in the south-eastern part of the NS domain
(Fig. 3.1, upper panel). The mean WS10 from NCR and ERA40 agree well over the studied
area, while the mean WS10 from NCR2 is around 2 m s−1 higher. The difference between
the mean WS10 from NCR and NCR2 is strikingly high even though both the reanalysis are
based on the same model core and assimilation setup. The possible reasons for the differences
are different atmospheric boundary and surface layer parameterization or the description of
the land surface used in NCR and NCR2 models. Comparing the mean WS700hPa from the
reanalysis models, which is used as a measure of the wind speed at the top of the boundary
layer or in the free atmosphere and represents the upper kinematic forcing on the boundary
layer, between all models (lower panel of Fig. 3.1) reveals small difference (less than 0.5 m s−1)
which indicates that the differences in mean WS10 between the models are primarily due to
different representations of the boundary or land surface processes in the reanalysis models.

The variability of WS10, characterized by the standard deviation of daily mean WS10
time series of roughly half its mean value, varies very little across the domain (not shown).
Significant fraction of the WS10 variability is due to the mean annual cycle, which is con-
sidered by examining the probability density distribution of the wind speed P(WS10) and
the wind direction P(θ) averaged over the NS domain for the recent period (Fig. 3.2). The
data plotted in Fig. 3.2 is binned on monthly resolution to present the intra-annual vari-
ability. The magnitude of spatially averaged WS10 is sensitive to the domain definition and
the reanalysis data used, while the time evolution of the mean annual cycle of WS10 and
the wind direction are relatively insensitive. The strongest winds are observed in the winter
months (November – February), when the storm activity over the northern Europe is peaking.
During this period, the wind direction is mostly from west to south-west (200◦ – 270◦). In
the spring season (March – June), the mean wind speeds decrease with the weakening of the
storm activity over northern Europe. The wind directions remain predominantly from west
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Figure 3.1: Mean WS10 [m s−1] (upper panel) and WS700hPa [m s−1] (lower panel) in the
recent period (1980-2000) over NS domain from NCR, NCR2 and ERA40 reanalysis.

to south-west, but other directions are also observed. The weakening of the storm activity
allows for more frequent outbreaks in this region especially from the north and north-east.
Approaching summer, the wind speeds decrease further reaching the minimum in late summer
and then increasing again from August onwards.

The temporal variability of WS10 between the datasets agrees well. The linear correlation
coefficient between the time series of daily WS10 from NCR and ERA40 (bi-linearly interpo-
lated on the NCR grid points) is high, reaching the values between 0.9 to 0.95 everywhere
within the NS domain, except in the southern part of Scandinavia where the values are as low
as 0.8 (not shown). The reason for the lower correlation coefficient above Scandinavia may be
the different model resolutions which also lead to different representations of terrain. Since
the NCR and NCR2 models are based on the same underlying orography, the correlation
coefficient between WS10 from those two reanalysis is above 0.95 over the NS domain.

Even though WS10s from different reanalyses are well correlated, the linear trends differ
substantially. In Fig. 3.3, the linear trends in the annual averaged WS10 data calculated
for each grid-point separately and significant at the 5% level are plotted. To estimate the
statistical significance of the WS10 trends, Student t-test was used with an adjusted number
of degrees of freedom to account for serial autocorrelation in the data. The effective sample
size is calculated as:

ne = nt
1 − r1
1 + r1

�

�

�

�3.1
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Figure 3.2: Probability density distributions of WS10 [(m s−1)−1] (left) and wind direction
[deg−1] (right) for the annual cycle from the NCR averaged over NS domain in the recent
period (1980-2000).

where nt is the number of sample members, ne the effective sample size and r1 the lag
one correlation of the regression residuals. The effective data size was used to correct the
estimation of variance of residuals above the regression line and the number of degrees of
freedom in the Student t-test. Further details can be found in Santer et al. (2000). In the
past period, ERA40 data show a high positive trend of WS10 over the North Sea, while the
trend in NCR is lower and seems to be centred in the north-western part of the domain and
over the coastal areas (Fig. 3.3, upper panel). In the recent period, the trend from the three
reanalysis models are positive everywhere, but quite different (Fig. 3.3, lower panel). The
WS10 trend from NCR data is the lowest and concentrated over the south-western part of
the domain. In the ERA40 data, the trend is mainly over northern Germany whereas in
the NCR2 data it is over the south-western part of the domain including the North Sea.
The linear trends in the WS700hPa well agree among all reanalysis models and are positive
and significant over the northern part of the domain. As with the mean daily WS10, the
different trends in WS10 reanalysis data appear mainly as a result of different representations
of surface and boundary layer processes in the reanalysis models. The WS10 trends in the
different datasets differ substantially while the correlation coefficients of WS10 are high. This
seems contradictory, but understood since the linear trends explain only a small proportion
of the WS10 variance.

The question addressed next is whether it is possible to represent the daily mean WS10
over the North Sea by the low resolution datasets, such as the reanalysis data. This depends
on the spatial scales of the governing physical processes responsible for the daily regional
WS10 variability compared to the resolution of the reanalysis data. It is well known that
WS10 over the North Sea is partly influenced by the North Atlantic storm activity with
typical horizontal scales of a few hundred kilometres. It is not clear if there are other local
circulation patterns that distinctly influence the daily WS10. To estimate the typical length
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Figure 3.3: Linear trends in the annual averaged WS10 [m s−1 yr−1]for the past (upper panel)
and recent (lower panel) period. From left to right: NCR, NCR2 and ERA40. Only the trends
significant on the 5% level (estimated by Student t-test) are plotted.

scale of WS10, the isotropic first order auto-regressive AR(1) model is fitted to the WS10
data. In the AR(1) model, the correlation coefficient between time series at locations ri and
rj , separated by the distance d(ri, rj) exponentially decrease (e.g. von Storch and Zwiers,
1999) and is not directionally dependent:

corr(ri, rj) = e−d(ri,rj)/d0

�

�

�

�3.2

where the d0 is the decorrelation length and is interpreted as the characteristic length at
which points in space are no longer correlated. In the WRF3 data, the decorrelation length
of the daily WS10 anomaly from the annual cycle is around 800 km over most of the domain
and the North Sea, with smaller values over the southern and northern part of the domain
as well as along the coastal regions (Fig. 3.4). The absolute value of the decorrelation length
is not too reliable, since the horizontal domain of WRF3 is smaller than the decorrelation
length. However, the result indicates that the daily WS10 variability over the North Sea can
be well represented by the reanalysis models, since the decorrelation length of the daily WS10
is larger than the resolution of the reanalysis models. Exceptions are probably the regions
along the North Sea coast especially in the Weser-Ems area, where the decorrelation length is
lower probably due to the local circulation patterns. The spatial pattern may result from the
local land-sea orientation with respect to the prevailing south-west to west winds. A smaller
decorrelation length at the northern and southern parts of the domain may be related to a
real signal and not an artefact of the boundary conditions while calculating the decorrelation
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Figure 3.4: Decorrelation length (d0) [km] for the WS10 anomaly from the annual cycle
estimated from the WRF3 data.

length. The second Empirical Orthogonal Function of WS10 describes that the WS10 over
these areas is negatively correlated (Section 3.3.2).

To quantify the relationship between WS10 from the low resolution reanalysis data (NCR)
and the high resolution WRF3, WS10 from NCR was interpolated on the WRF3 grid and
compared on the 3 years common time frame. To interpolate the WS10 data, two different
techniques were used: i) bilinear interpolation of WS10 from NCR ignoring any informa-
tion of the land-sea interface (we refer to this interpolation as BILIN); ii) separate bilinear
interpolation for the WRF3 land and sea areas. At the interface, where the bilinear interpo-
lation is not possible, the WS10 from the nearest point was taken (we refer to interpolation
as BILIN-COAST). These simple interpolations do not take any specific knowledge of the
atmospheric dynamics into account. As expected, the 3-years mean WS10 interpolated with
BILIN-COAST show excessively high gradient of WS10 along the coasts, while the WS10
interpolated with BILIN method shows a too weak gradient at the coast compared to WS10
from WRF3 (Fig. 3.5). Therefore, it appears that at the coastal regions, high resolution
WS10 adds additional information to the low resolution data related to the local circulation
patterns. In the upper panel of Fig. 3.6, it is seen more clearly that in case of the BILIN
interpolation, due to the too weak gradient of WS10 at the coast, WS10 is overestimated
at the land points close to the coast and underestimated over the sea points at the coastal
region, while with WS10 interpolated with the BILIN-COAST method with a sharp land-sea
discontinuity, just the opposite is true. The correlation coefficient of WS10 from WRF3 and
interpolated from NCR is high over the whole domain, with the lowest values at the coast
of the Weser-Ems area and Holland. The lower correlation is probably due to the prevailing
south-western wind which mixes the continental and oceanic air masses at the land-sea in-
terface weakening the local circulation patterns at the windward side but retain some part
towards the leeward side, which may leave an imprint on the long term daily WS10 variability.
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Figure 3.5: The three years averaged WS10 [m s−1] from WRF (left), NCEP interpolated
with BILIN (middle) and with BILIN-COAST (right) interpolation on the WRF3 grid.

3.3.2 Modes of Wind Speed Variability and their relation to the Large
Scale Patterns

Since WS10 over the North Sea is spatially highly correlated, it is sufficient to characterize
it by a few well chosen modes as for example with the Empirical Orthogonal Functions
(EOFs). EOF analysis (e.g. Preisendorfer, 1988; von Storch and Zwiers, 1999) finds a linear
combinations of modes comprising of the spatial patterns (Empirical Orthogonal Functions,
EOFs) and their time evolutions (Principal Components, PCs), so that the modes explain
the highest part of the variance of data under the orthogonality constrain of the EOFs. The
resultant EOFs represent the spatial distribution of the magnitude of the field together with
its relative phase, while the time series (PCs) are uncorrelated and explain the time evolution
of the corresponding EOF. In this analysis, each pair of PC and EOF is normalized so that
the variance of PC equals unity and the EOF represents the magnitude of typical variation
of the field and thus the physical units of the field are attributed to the EOF. The EOF
analysis is performed on the monthly mean WS10 anomalies from the mean annual cycle to
account for the seasonality. Since only the monthly WS10 anomalies from the mean annual
cycle are considered in this section, we simply refer to them as WS10. EOF modes of WS10,
related SLP and T2M patterns from NCR dataset for the complete NCR period (1948-2007)
are shown in first part of this section, while in the second part, the differences between NCR
and other two reanalysis datasets in the recent (1980-2000) and the past (1960-1980) period
are discussed.

The EOF modes of WS10 from NCR reanalysis are calculated on three domains (NS, lNS
and NE, as defined in the previous section) and compared to investigate the sensitivity of
the modes on the domain size, where the measure of similarity is the correlation coefficients
between the corresponding PCs (Tab. 3.2). While the first EOF mode is almost identical
on all three domains, the second mode is very similar on only the two largest domains (lNS
and NE), while on the smallest domain it deviates considerably. The third (and also higher)
EOF modes are sensitive to domain selection. In addition, the rotation of the EOFs have
been preformed with theVARIMAX method (e.g. Richman, 1986) using the first 5 or 10
EOF patterns. In both cases, the first rotated pattern was almost identical to the first non-
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Figure 3.6: Mean difference (upper panel) and correlation coefficient (lower panel) between
three years of WS10 [m s−1] from WRF3 and NCEP interpolated on WRF3 grid. Left panel
is for BILIN-COAST interpolation and right for BILIN interpolation (look in text for details).
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Mode corr(NS,lNS) corr(lNS,NE)

1 0.90 0.99

2 0.69 0.91

3 0.50 0.53

4 0.31 0.64

Table 3.2: Correlation coefficients for the first four PCs of monthly WS10 anomaly from NCR
data for the time period 1948-2007 calculated over the NS and lNS domain (corr(NS,lNS))
and over the lNS and NE domain (corr(NS,lNS)).
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Figure 3.7: First three EOF patterns of monthly WS10 anomaly [m s−1] for lNS domain.
EOF patterns for NS domain are also shown with the black contours.

rotated, while the second and third rotated patterns were mainly the linear combination of
the second and the third non-rotated patterns (not shown). Since the rotated EOF modes do
not seem to give additional information or better capture the relevant WS10 variability, only
the non-rotated EOF modes are used in further analysis.

To investigate the relevance of the EOF modes of WS10, the explained variance of each
mode is compared to the explained variance of the simple isotropic diffusive model modes
projected on the EOF modes of WS10. The diffusive model is defined in Dommenget (2007)
as AR(1) model in space and time:

d

dt
Φ = cdampΦ + cdiff∇2Φ + f

�

�

�

�3.3

where the Φ is the synthetic field forced by the spatial and temporal white noise (f), the
damping (cdamp) and diffusive (cdiff ) coefficients are calculated from the WS10 data. As
shown by Dommenget (2007), the comparison of the explained variance of the data modes
and the ones from an AR(1) process projected on the data modes helps to separate the
data modes which represent the spatial covariance of the data and modes which represent
teleconnection patterns.

The first three EOFs of the monthly WS10 for the lNS domain are plotted and the EOFs
on the smaller NS domain are superimposed (Fig. 3.7). The explained variance of first five
EOF modes of WS10 from the lNS domain is shown in Fig. 3.8, where the confidence limits
are obtained from the North’s rule of thumb (North et al., 1982). The explained variance of
the AR(1) process-modes projected on the EOF modes are also shown in this plot.
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Figure 3.8: Explained variance [%] of the first five EOF modes of the WS10 anomaly with
confidence interval (solid lines) and explained variance of the AR(1) modes projected on the
data modes (dashed lines).

The first EOF mode of WS10, which explains around 38% of its variance is hardly sepa-
rated from the stochastic AR(1) model, suggesting that this mode reflects that WS10 above
the area studied is highly correlated in space (consistent with Fig. 3.4) and does not repre-
sent any specific teleconnection pattern. The higher magnitude of the WS10 in the first EOF
above the sea is due to the higher variability of the WS10 over sea compared to land.

The second mode, which shows the negative correlation of WS10 above the North At-
lantic north and south of Great Britain is statistically different from the AR(1) model. This
mode explains around 18% of the WS10 variability, while the same mode will explain only
around 10% of WSA10 variability under the assumption of an isotropic AR(1) process. The
large separation of the explained variance between the WS10 mode and the same mode from
the AR(1) process suggests that this mode represents a teleconnection pattern of the WS10
anomaly rather than just being a higher order mode of an AR(1) process or the first EOF
mode. The EOF pattern from the smaller (NS) domain is very similar, although the corre-
sponding PCs are not highly correlated. The negative correlation between the northern and
southern part of the domain is consistent with the lower decorrelation lengths at those two
areas (Fig. 3.4).

Third and higher modes cannot be distinguished from the EOF modes of the AR(1)
process and seem to be partly determined by the domain geometry and the requirement of
the orthogonality of the EOF modes. The third EOF spatial pattern explains the dipole in
the WS10 anomaly between the western (west of England) and eastern (above the North Sea
and the Baltic Sea) parts of the domain.

For further analysis, the EOF modes from the lNS domain are used to ensure an adequate
regional representation of WS10 over the North Sea. The first three modes of WS10 anomaly
over the lNS domain are related to the monthly SLP and T2M anomalies from the annual
cycle. The relation between the WS10 and the SLP patterns describes the dynamical forcing
of WS10, while relating the WS10 modes to T2M is an attempt to describe the baroclinic
contribution to the WS10 anomalies. Even though the third EOF mode seem to only represent
the orthogonality requirement of the first EOF mode of an AR(1) process, it was included in
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Correlation summer winter

SLP(1)/NAOI 0.24 0.81

T2M(1)/NAOI 0.52 0.72

SLP(2)/EAI 0.17 0.20

T2M(2)/EAI 0.46 0.13

Table 3.3: Correlation coefficient between NAOI (EAI) from CPC and the first (second)
circulation index derived from SLP/T2M.

the following analysis. The justification to neglect the third mode in the following analysis
was established with the cross-validation procedure.

For each of the first three PCs of the WS10, two maps of temporally averaged SLP and
T2M anomalies are plotted after filtering days for which the PCs of WS10 are higher or lower
than the standard deviation separately (Fig. 3.9). The filtered fields plotted in Fig. 3.9 are
in the units of their local standard deviation; i.e. each grid point is divided by its standard
deviation. For the first three PC modes of the WS10 anomalies, the SLP and T2M anomaly
patterns show a bimodal structure. The sign of the extrema changes with a change in the
sign of the PC, which suggests an approximately linear relationship between the PCs of WS10
and the large scale circulation. Therefore, a large scale index is defined as a time series of
the difference between spatially averaged predictors within a defined centre of activity at
extrema (shown in Fig. 3.9) in SLP and T2M separately and is used to predict the PC of
WS10 anomalies.

As expected, the first SLP anomaly pattern has a similar spatial structure as the NAOI,
although the northern centre is moved slightly eastwards. The correlation between the first
SLP index and NAOI from CPC is fairly high only in the winter season, while it is low in the
summer season (Tab. 3.3). The first T2M anomaly pattern appears to be almost identical to
the surface temperature related to the NAOI (e.g. Trigo et al., 2002), which suggests that the
T2M anomaly pattern describes a relationship between SLP and T2M anomalies but adds
no additional information for predicting the PC of WS10 anomaly. The second SLP anomaly
pattern is a dipole between the SLP over Great Britain/North Sea and Greenland and is
not much related to the EA pattern, which is also indicated by a low correlation coefficient
between EAI and the second SLP index (Tab. 3.3). The second T2M anomaly pattern is
the dipole with minimum above Great Britain and maximum above the south-eastern part of
Europe and may be explained by the advection related to the SLP pattern. In the positive
phase of the anomaly pattern, the SLP is lower over Great Britain and the cyclonic circulation
advects warmer air to eastern Europe and the colder air west of Great Britain. Therefore
the T2M anomaly maxima are at these locations. In the negative phase, the situation is
approximately inverse. The third SLP anomaly pattern is a dipole between Scandinavia and
the North Atlantic west of Great Britain. It is seen that the third pattern has a much lower
amplitude compared to the first two patterns, implying a lower association between the third
SLP pattern and the third EOF pattern of WS10. The related T2M pattern is a dipole
between west of Scandinavia and central North Atlantic. The relationship between the SLP
and the T2M anomaly pattern may be explained as with the second pattern.

To test the relationship between the EOF modes of WS10 and the corresponding large
scale patterns the cross-validation is preformed as follows. The large scale indices are linearly
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Figure 3.9: First and second row: The mean SLP anomaly for the days of high (first row) and
low (second row) first three PCs of wind speed (left to right). Third and fourth row: Same
as first and second row, only for T2M instead of SLP. The fields are in units of their local
standard deviation.
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fitted to the corresponding PCs of WS10 anomaly on the 4/5 of the time series length and
the fitted relationship was used to predict the remaining 1/5 time series of the PCs of WS10
anomaly. This procedure was repeated five times each time one fifth of the consecutive data
was omitted from the fitting procedure and predicted. From the predicted PCs of WS10
anomalies, the whole WS10 anomaly field was reconstructed, assuming that the EOF spatial
patterns are constant in time. The ability of the indices to predict WS10 anomaly was
estimated by computing the correlation coefficient between the original and predicted WS10
anomaly field. In all cases, the SLP indices were better predictors than T2M indices (not
shown). Also using both the SLP and T2M indices at the same time by multiple regressions
did not improve the correlation coefficient between the original and the predicted WS10 time
series. The highest correlation coefficients were obtained when the first two PCs of WS10
were predicted and used for reconstructing the WS10 anomaly. Including the third EOF
mode of WS10 decreases the correlation coefficient. This is since the third EOF mode does
not represent significant variability of WS10 and adds mostly noise. Therefore in the further
analysis, only the first two EOF modes of WS10 and the related circulation patterns from
the SLP are considered.
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Figure 3.10: Time series of the 5 year running mean PCs of WS10 anomalies (solid black),
linearly fitted corresponding SLP index (dashed black), T2M index (solid gray) and NAOI
(dashed gray). Upper panel first PC, lower panel second PC. Left panels for winter, right for
summer. All data except NAOI is from NCR.
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PC ERA40 NCR

1 0.99 (0.95) 0.99

2 0.95 (0.92) 0.98

3 0.91 (0.89) 0.97

Table 3.4: Correlation coefficient between PCs of WS10 anomalies from different datasets.
The numbers in brackets are for the past period (1960-1980), all others for the recent period
(1980-2000).

The PCs of WS10 and the large scale circulation indices of SLP and T2M as well as NAOI
are shown on Fig. 3.10. The SLP and T2M indices and NOAI are linearly fitted to the PCs of
WS10. In the winter, the PCs of WS10 are more variable than in the summer. The first PC of
WS10 over the NCR period shows a strong inter-annual variability with an increasing trend.
The increasing trend is most pronounced in winter, while only slight increase is observed in
the summer. The positive trend is consistent with the NAOI trend (Marshall et al., 2001).
In the last decade, a relatively strong decrease of the first PC of WS10 anomaly is observed,
reaching almost its mean value over the NCR period. It is not clear if this decrease is due to
a change in trend or a manifestation of the inter-annual variability. The first SLP and T2M
indices as well as NAOI follow closely the first winter PC of the WS10 on an inter-annual
time scales. There is some disagreement between the time series at the beginning of the
period (from 1950 to 1960). The reason for this may be the lower quality of WS10 from NCR
before 1960 (Kistler et al., 2001). In the summer, the first SLP index captures inter-annual
variability of the first PC of WS10 anomaly relatively well, while the NAOI and the T2M
index are not able to describe it.

The intra-annual variability of the second PC of WS10 is poorly described by either the
SLP or the T2M indices. Especially poor agreement is seen in the winter where even the
trends do not match. The trends of the second SLP and T2M index show a decrease, not
observed in the PC of WS10 anomaly. During the summer period, inter-annual variability of
the second SLP index follows the second PC of WS10 anomaly well. However since only a
small improvement in the correlation coefficient of WS10 is achieved when the second PC of
WS10 anomaly is related to the indices, it may be inferred that predicting only the first PC
of WS10 anomaly is sufficient.

The EOF patterns of WS10 are not very sensitive to the reanalysis dataset used. The
correlation coefficients between corresponding PCs of WS10 from NCR and other two reanal-
ysis datasets are very high (up to 0.99), but decreases with the higher order of PC (Tab. 3.4).
The correlation coefficient between PCs of WS10 anomalies are slightly higher in the recent
period compared to the past period (in brackets).

The correlation coefficients between PCs of WS10 anomaly and the corresponding derived
SLP circulation indices are shown in Tab. 3.5. In the winter, the surface winds are much
better described by the large scale circulation patterns compared to the summer, which is
indicated by high correlation coefficients between the PCs of WS10 and the circulation indices.
In this season, the correlation coefficients between PCs of WS10 and circulation indices are
not significantly dependent on the reanalysis dataset used. The correlation coefficients in
the recent period are considerably higher than in the past period for both NCR and ERA40
data. The reason for the lower correlation coefficients in the past period may be due to the
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winter summer
PCs NCR NCR2 ERA40 NCR NCR2 ERA40

1 0.85 (0.61) 0.86 (-) 0.85 (0.55) 0.49 (0.43) 0.46 (-) 0.54 (0.47)

2 0.61 (0.29) 0.59 (-) 0.59 (0.42) 0.31 (0.35) 0.35 (-) 0.43 (0.49)

Table 3.5: Correlation coefficients between PCs of WS10 anomaly and the circulation patterns
for the recent period (1980-2000, without brackets) and for the past period (1960-1980, in
brackets).
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Figure 3.11: The SLP anomaly [Pa] from NCR related to high WS over the NS domain.

better quality of WS10 data in the recent period with the assimilation of the satellite derived
near-surface wind speeds or the change in the climate dynamics within the last decades. Since
the PCs of WS10 anomalies from different reanalysis in the past period differ more than in
the recent period, we argue that at least part of the lower correlation between PCs of WS10
anomalies and circulation patterns in the past period may be related to the lower data quality
of the reanalysis data of the past period.

3.3.3 Extreme wind conditions

In this paper, the extreme wind speeds are defined as for example in Pryor and Barthelmie
(2003) with pre-defined high percentiles of the daily WS10 distribution. The WS10 percentiles
are calculated for each winter season. The winter season was selected where the highest wind
speeds during the storms are predominant. For example, the 90 percentile of WS10 is defined
when WS10 is exceeded in 10% of the days during the winter season in a given year. The
extreme WS10 and its relation to the circulation patterns can be assessed from the high PCs
of WS10 or the high intensity of the circulation indices as shown in the previous chapter.
However, EOF functions are not optimally designed to capture extreme values since the
extreme values occur rarely and thus do not necessarily have an important contribution to
the total variance of data which is the criteria for extracting EOF patterns. Moreover, there is
also a scale mismatch between the circulation patterns that describe the variability of WS10
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Figure 3.12: 90th percentile of winter WS10 [m s−1] (black lines), related circulation indices
from reanalysis models (red lines) and from measured SLP (green lines). Thin lines represent
yearly data, the thick 9 yrs. moving average. Top for NCR, middle for NCR2 and bottom
for ERA40 data.

and the typical duration of extreme WS10. Typical duration of the extreme wind speeds by
definition cannot exceed a few days, while the first EOF pattern of WS10 is related to the
NAO like patterns which is known to describe well the monthly to inter-decadal variability of
the SLP (e.g. Hurrell and van Loon, 1997). The more scale-appropriate circulation patterns
describing the extreme WS10 may be obtained for example from the circulation types such as
from the Grosswetterlagen (GWL) catalogue, which usually persist for few days (e.g. James,
2007).

Therefore, to find a relationship between the extreme WS10 over the North Sea and the
corresponding circulation patterns, a slightly different approach is considered as described
below. For each day, a maximum WS10 (MWS10) over the German Bight region is first
calculated. The circulation pattern related to the extreme WS10 is found in the following
manner. The map of time averaged SLP anomalies for the days when the MWS10 exceeds
twice its standard deviation over the mean value is plotted on Fig. 3.11. It is observed that
the high WS10 are related to an anomalously low SLP over Scandinavia. This SLP pattern is
related to the Cyclonic-Westerly and Cyclonic-Northwesterly GWL, which have already been
identified and related to the wind storms over the North Sea. The resultant SLP pattern is
very robust regarding the choice of the mean or the maximum WS10 over German Bight or
the reanalysis dataset used. Also, almost the same pattern is obtained by using the more
complicated method of extreme associated functions described in Panja and Selten (2007),
which finds the combination of EOF patterns that are optimally related to the extreme WS10.
The SLP index related to the extreme WS10 can be derived as the negative of the spatial
averaged SLP anomaly over the area of the lowest SLP anomaly (lat. 55N–70N, lon. 10E–25E)
as in Fig. 3.11. The index is also constructed from the SLP measurements at stations located
in the southern part of the Scandinavian peninsula. The advantage of deriving the index from
measurements is that the pressure measuring techniques did not significantly change in the
last century and thus the measurement cause less problems regarding temporal inconsistencies
compared to the SLP from the reanalysis data. Here, the measured index is constructed as the
negative of the mean daily SLP measurement at the synoptic stations in Göteborg (Sweden)
and Oksoy (Norway). The results do not change, if SLP from only one of the stations is taken
instead of the average of both stations.

The relationship between the SLP index and the extreme WS10 is almost linear (not
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Figure 3.13: Linear trends of the high percentiles (from 70 to 90) of winter MWS (solid lines)
and high percentiles of related circulation patterns (dashed lines) for past (left) and recent
(right) period. Green line is for measured SLP, black for NCR, blue for NCR2 and red for
ERA40.

shown), the high percentiles of the MWS10 are fitted to the high percentiles of the SLP
index. For example, the annual time series of the 90 percentile of MWS10 and the 90th
percentile of the indices (from both reanalysis and measurements) linearly fitted to the 90
percentile of MWS10 are shown in Fig. 3.12. The correlation coefficient between the time
series of the 90th percentiles of MWS10 and 90 percentiles of the related indices are relatively
high (exceeding 0.7 for all datasets). However, the time series of the 90th percentiles of
MWS10 and the related indices show consistently different inter-annual variability. The time
series of the 90th percentiles of MWS10s are also sensitive to the reanalysis dataset. The
90th percentile of the MWS10 from the NCR shows almost no inter-annual variability till the
mid of 1970s and subsequently a strong increase which reaches a maximum in the mid 1990s
and a decrease thereafter with a slight increase towards the end. The results from NCR2 are
similar to NCR for the common data period. The 90 percentile of MWS10 from ERA40 is
slightly decreasing till beginning of the 1970s, then shows a sudden jump over a few years
followed by a constant period and an increase till mid 1990s with decrease thereafter. The
90 percentiles of the SLP index from the reanalysis agree with respect to the MWS10 being
relatively constant till the mid-1980s and then show a slight increase till the mid-1990s and
a decrease thereafter. The indices show significantly smaller trends compared to the WS10.
The MWS10 index derived from the measurement is amazingly constant in time and does not
show an increase from late 1970s till mid 1990s.

The disagreement of the inter-annual variability between the high percentiles MWS10 and
the related indices fitted to the MWS10 are observed in other high percentiles. In Fig. 3.13,
the linear trends are shown during the recent and the past period. The high percentile
indices derived from the measurements show no significant trend. The index derived from the
reanalysis SLP shows a slight trend in the recent period, which in most cases is not significant,
while the high percentiles of WS10 show significant trends towards higher high percentiles of
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WS10. We investigated if the trend in MWS10 may have resulted by the change in thermal
forcing. The T2M and thickness between 700 hPa and 1000 hPa was used to calculate the
extreme indices, same as with the SLP and were related to the MWS10. None of these two
indices was able to explain the inter-annual variability of MWS10.

3.4 Discussions and Conclusions

The representation of daily mean WS10 over the North Sea between the NCR, NCR2 and
ERA40 reanalysis data is compared with the main goal to assess the reliability and deficiencies
of the datasets for applications such as the long term wind resource assessment. The WS10
over the North Sea from different reanalysis sources is highly correlated, as shown by the high
linear correlation coefficient of the data as well as the correlation coefficient between the first
three PCs from different reanalysis datasets (Tab. 3.2). The agreement between PCs of WS10
is slightly better in the recent period (1980-2000) compared to the past period (1960-1980)
which can partially be attributed to the improved WS10 dataset in the recent period probably
due to assimilation of satellite measured wind data.

Some important differences in the WS10, such as its mean magnitude and linear trends
of time averaged values, are model dependent which can be at least partially attributed to
the choice of parameterizations of boundary layer, surface layer and land surface processes
and the model resolutions. The WS10 from reanalysis is interpolated from the first model
level to 10 m height using surface layer parameterizations and is also sensitive to the vertical
model resolution. As a result, in the recent period, the mean magnitude of NCR WS10 is
around 2 m s−1 lower than in NCR2 WS10. Also, the linear trends of annual mean WS10
are significantly different among the three reanalysis datasets. Since the trends and the mean
values of WS700hPa from all models are nearly the same again increases the confidence in
this reasoning.

Next, the imprint of local circulation patterns on the WS10 climatology over the NS
domain resolved in the high resolution model (WRF) simulations is investigated. Some of
the processes such as the land-sea breezes are to some degree smoothened by averaging the
WS10 on the daily time step. It is expected that the daily WS10 in the low resolution dataset
is well represented since the decorrelation length of daily WS10 is around 800 km which
is considerably larger than the horizontal resolution of the reanalysis models. Exceptions
are only at the coast of Weser-Ems area and Holland which probably deviate due to the
influence of the local circulation patterns. The comparison of WS10 reanalysis data with a
high resolution dataset (WRF3) for the three year (2003-2006) period is sufficiently long to
warrant a closer examination of the influence of local processes on the WS10. Comparing the
NCR reanalysis data to the high resolution WRF3, it was again confirmed that the variability
of daily WS10 over the North Sea is mostly well described by the low resolution reanalysis
dataset. The highest deviations between NCR and WRF3 data were found mostly along the
coast which indicates the influence of the local circulation patterns that can not be resolved
in the low resolution dataset. As with the different reanalysis datasets, the mean magnitude
of the WS10 from the NCR and high resolution datasets differ. The exact location of the
coastline is not well resolved in the NCR resulting in larger deviations between the NCR and
high resolution WS10 along the coast.

The dominant modes of the mean monthly WS10 described by the EOF modes are related
to the SLP and T2M patterns. The SLP and T2M patterns were obtained empirically to
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represent the forcing on WS10 such that the circulation indices (corresponding time series) are
well correlated to the PCs of WS10. The circulation indices were fitted to the corresponding
PCs of WS10 in order to hindcast the WS10. There are alternative approaches for searching
the dominant modes of WS10 variability and its relationship to the circulation patterns. For
example, Fil and Dubus (2005) preferred cluster analysis over EOFs of the northern European
SLP in order to isolate the climate regimes since the cluster analysis does not require an
assumption of the linearity. However, for the analysis presented here, the cluster analysis is
not well suited, since it would be harder to obtain the continuous relationship between the
large scale indices and the clusters of WS10 anomaly. The other alternative would be to use
one of the multivariate methods for finding the relationship, such as Canonical Correlation
Analysis (CCA) (von Storch and Zwiers, 1999) of the EOF pre-filtered fields. However, the
disadvantage of the CCA is that its patterns do not necessarily represent a large proportion of
the data variability. The T2M pattern does not bring a significant improvement in explaining
the WS10 variability. Most of the inter-annual variability of the WS10 explained by the first
EOF pattern describes a coherent increase of WS over the North Sea region and is related
to a SLP pattern similar to the NAO. However, the northern centre of the pattern found
in this study is shifted eastwards and is very similar to the pattern found by(Kaas et al.,
1996). In the winter, the correlation coefficient between first SLP index and NAOI is high.
The first SLP index is highly correlated to the first PC of WS10 only in the winter. The
higher correlation between the first PC of WS10 and the SLP index in the winter reflects
that the empirically found pattern is better correlated to the WS10 variability compared to
the NAOI. The second SLP pattern is the SLP anomaly between Scandinavia and Greenland
and is related to the WS10 dipole over south and north of Great Britain. The index from
the second circulation pattern is well related to the WS10 in the recent period, whereas it
was rather poor in the past period. Again, it is not self evident if this is an indication of the
better quality of the WS10 data in the recent period compared to the past period or reflects
the changes between the recent and past period. The second SLP and WS10 patterns seem
to reflect the monthly mean position of the storm tracks and increases toward the end of the
reanalysis period which is consistent with the observed northern shift of storms tracks in the
recent period (Schneidereit et al., 2005; Wang et al., 2006).

The extreme wind speeds are described as the WS10 exceeding a predefined high percentile
(e.g. 90th) of daily WS10 for each year in winter season separately. The extreme circulation
patterns related to the high daily WS10 were found by filtering the SLP anomalies for the
days when WS10 cross a predefined limit. The search for the different SLP patterns related to
the extreme wind speeds may not be suitable since the patterns based on the EOF functions
are not designed to find rare extreme values. The extreme wind speeds in the German
Bight are related to the low SLP over Scandinavia. The time series of the extreme WS10s
are insensitive to the reanalysis datasets used in the analysis. In the past period, there
are an important differences between the extreme WS10s from different reanalysis, while in
the recent period, the correspondence is better. The circulation indices defined as the same
percentiles of the negative SLP over the Scandinavia and regressed on the extreme percentiles
of the WS10 show considerably less inter-annual variability; especially the increase from the
1960s to the mid 1990s is underestimated. Similar SLP index was constructed from the daily
SLP measurements at two stations in the south of the Scandinavian peninsula (Göteborg
and Oksoy). The circulation index from these two stations shows incredibly little inter-
annual variability. These results show high sensitivity to the methodology of the estimation
of extreme wind speeds. It has been noted in the literature, that the time series of extreme
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near surface wind speeds are very different when estimating them from the wind speeds
and from the proxy data like the SLP. We showed here that even if the data from the same
reanalysis is used, which is expected to be highly consistent, the deviations in the inter-annual
variability of extreme wind speeds exist. The extreme wind speeds are probably only partially
captured in the SLP patterns.

The analysis of different resolution data sets was undertaken in this study to compre-
hensively describe the current state of surface wind climate (WS10) over the North Sea. In
particular a methodology to detect and examine a regional indicator of climate change influ-
encing primarily the surface marine wind field is developed and applied. This methodology
is applied in a subsequent study to compare and investigate the surface wind climate states
in the regional climate hindcasts and future climate scenarios.

Acknowledgements

The data used in this study was obtained from NCEP/NCAR, ECMWF and CPC. The work
was partially supported by the European Union Marie-Curie Early Stage Researcher Program
Modobs (MRTN-CT-2005-019369).

60



Bibliography

Alexandersson, H., H. Tuomenvirta, T. Schmith, and K. Iden, 2000: Trends of storms in NW
Europe derived from an updated pressure data set. Climate R., 14, 71–73.

Ansell, T. J., et al., 2006: Daily mean sea level pressure reconstructions for the European-
North Atlantic region for the period 1850-2003. J. Climate, 19 (12), 2717–2742.

Barnston, A. G. and R. E. Livezey, 1987: Classification, seasonality and persistence of low-
frequency atmospheric circulation patterns. Mon. Weather Rev., 115, 1083–1126.

Deser, C. and M. L. Blackmon, 1993: Surface climate variations over the North Atlantic
during winter: 1900 – 1989. J. Climate, 6, 1743–1753.

Dommenget, D., 2007: Evaluating EOF modes against a stochastic null hypothesis. Clim.
Dynam., 28, 517–531.

Fil, C. and L. Dubus, 2005: Winter climate regimes over the North Atlantic and European
region in ERA40 reanalysis and DEMETER seasonal hindcast. Tellus, 57A, 290–307.

Greatbatch, R. J. and P.-P. Rong, 2006: Discrepancies between different northern hemisphere
summer atmospheric data products. J. Climate, 19 (7).

Hurrell, J. W. and H. van Loon, 1997: Decadal variations in climate associated with the
North Atlantic oscillation. Climate Change, 36, 301–326.

James, P. M., 2007: An objective classification method for Hess and Brezowsky Grosswetter-
lagen over europe. Theorertical and Applied Climatology, 88, 17–24.
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4
The near surface wind speed over Europe and the

North Atlantic in future climate†

Abstract

In this paper we investigate the climate change of the Wind Speed at 10 meters height
(WS) over the North Atlantic and the Europe based on simulations from 16 Global Circulation
Models (GCMs) presented in the 4th IPCC report. The future climate is from simulations
forced by the IPCC SRES A2 greenhouse gas scenario (covering the period 2061-2100) and the
past climate is forced by the observed greenhouse gas concentrations (period 1961-2000). First
from the reanalysis data, the WS patterns explaining the dominant part of the WS trend were
found and related to the Sea Level Pressure (SLP) patterns. The climate change of the WS
was calculated based on the change of the strength of the SLP patterns from the past to the
future climate. There is a clear signal of the increase of the future WS in winter (December-
February), over most of the North Atlantic with the largest increase over the central North
Atlantic reaching the magnitude between 0.5 m s−1 and 2.5 m s −1. In other seasons, the
climate change signal of the WS is weak. The WS is expected to increase over the north-
western part of the North Atlantic and decrease over the south-eastern part of the North
Atlantic whereas the expected magnitude of the climate change is smaller than 1 m s−1. Some
uncertainty of the above results remains since the GCMs are unable to properly reproduce the
variability of the relevant SLP pattern in the 20th century climate. Although the results of
this study are quantitative change of the WS with the uncertainty intervals, it can also be used
as a study to help selecting the most appropriate GCM results to downscale them further in
order to compute the best estimates of local high resolution wind conditions.

4.1 Introduction

The climate change of the Near Surface Wind (NSW) over the European and North Atlantic
region is not only important for human activities such as wind power production, shipping,
construction, etc. but it is also closely linked to other climate variables, such as temperature,
cloudiness, etc. mainly due to the change of the advection of the air masses. For example,
in the winter season the temperature and precipitation over the northern Europe are highly
related to the magnitude and direction of the NSW (e.g. van Oldenburgh and van Ulden,

†The work presented in this chapter is under review for publication in Tellus Series A: Dynamic Meteorology
and Oceanography as: Kay Sušelj and Abha Sood: The near surface wind speed over Europe and the North

Atlantic in future climate.
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2003). Westerly winds advect warmer and moister marine air from the Atlantic Ocean over
the northern Europe, while the eastern winds advect cold and dry continental air from Siberia.

The 4th Intergovernmental Panel on Climate Change (IPCC) report (Christensen et al.,
2007) concluded that the confidence in the climate change of the NSW magnitude over Europe
in the next century is low. Recently, Räisänen et al. (2004) and Pryor et al. (2005) evaluated
the change of the European NSW speed in the 21st century as simulated by the Swedish
Rossby Center Regional Climate Model (RCM) forced by two different global circulation
models (GCMs). Both studies show high sensitivity of the RCM results to the GCM forcing.
The RCM results forced by one of the GCM do not show any significant change in the
NSW characteristics, while the results forced by the other GCM show an increase of the
annual NSW magnitude in the northern Europe and a decrease over the southern Europe.
Räisänen et al. (2004) found that the possible change of the NSW depicts a strong annual
cycle. In winter, over the northern Europe the NSW is expected to increase whereas in the
summer it is expected to decrease. The main conclusion of both studies is that the change
of the NSW is mainly induced by the change of the large scale circulation patterns which
are well simulated by the GCMs, while the local forcings (such as change of the atmospheric
stability) play a secondary role.

Therefore, one approach to study the climate change of NSW is to detect the climate
change of the relevant circulation patterns and from the change of the circulation patterns
derive the climate change of the NSW. This can be achieved for example by studying the
change in the magnitude of the North Atlantic Oscillation (NAO) (e.g. Marshall et al., 2001),
the dominant low frequency circulation pattern in the northern hemisphere, which is well
related to the NSW over North Atlantic and Europe. In the positive NAO phase, the northern
Europe is under the influence of stronger storm activity where the NSW is anomalously
western, while the southern Europe is under influence of weaker storm activity and the NSW
is anomalously eastern (Trigo et al., 2002). In the negative NAO phase, the situation is
approximately reversed. The NAO not only explains the dominant part of the low frequency
circulation in the northern hemisphere, but also the dominant part of the long term change
in the Sea Level Pressure (SLP) pattern (Corti et al., 1999; Hannachi, 2007). Although NAO
well describes the climate change of the NSW, it is however not clear whether the NAO is
optimally related to the climate change of the NSW over the North Atlantic and Europe.
Also, the magnitude of the NSW is nonlinearly related to the NSW, therefore the magnitude
of the NSW has to be computed from the high resolution NSW (e.g. daily scale, on which
the synoptic scale processes are captured), where the role of the NAO Index (NAOI) to
describe the significant part of the SLP variability becomes weak (Blessing et al., 2005). The
question which now arises is whether the climate change of the high resolution NSW can
be described by the climate change of the NAOI or if it is better to relate it to the climate
change of the synoptic weather types, such as Grosswetterlagen. Also, it has been shown by
many authors (Osborn, 2004; Gillett et al., 2003; Miller et al., 2006) that the simulated NAOI
from the state of the art GCMs in general underestimate its natural variability in the past
climate. So far no consensus has been reached on the missing physical processes responsible
for the underestimation of the NAO variability in the past climate (Schwierz et al., 2006).
Some of the proposed causes are too low model heights unable to properly describe the
coupling between the troposphere and stratosphere (Scaife et al., 2005; Miller et al., 2006)
and improper setting of the gravity wave drag parameterization (Sigmond et al., 2008).

The importance of the circulation patterns for the NSW variability over the North Europe
has been noted by many researchers (e.g. Alexandersson et al., 2000; Pryor and Barthelmie,

66



4.2. DATA AND METHODS

2003; Pryor et al., 2006). Pryor and Barthelmie (2003) related the observed increase of the
NSW magnitude over the Baltic Sea in the last part of the 20th century to the increase in
the westerly type of Grosswetterlagen. Pryor et al. (2006) linked the distribution of the past
NSW magnitude described by the Weibull probability density function parameters to the
SLP indices (i.e. gradient and vorticity of SLP) and based on the change of the SLP indices
from numerous GCMs derived the climate change of the NSW. They found small increase of
the NSW magnitude from the 20th to the 21st century which is also inconsistent among the
GCMs.

In the work presented in this paper, the patterns explaining the dominant part of the
NSW trend1 in the past climate are extracted and optimally related to the circulation patterns
obtained from the SLP. From the climate change of the relevant circulation patterns in the 21st
century climate, the climate change of the NSW is estimated. We assume that the dominant
patterns describing trend of NSW as well as their relation to the circulation patterns stays
the same in the future climate. Our approach is similar to the one of Pryor and Barthelmie
(2003) and Pryor et al. (2006) where they related the circulation patterns (or SLP) to the
NSW in order to describe the climate change of the NSW. However, the relationship between
the NSW and the SLP was not optimized in describing the trend of NSW but in describing
its variance. Since the climate signal of NSW over North Atlantic and Europe is weak (e.g.
Räisänen et al., 2004), it is important to find the NSW patterns optimally describing its trend.

The paper is organized as follows. In the Sec 4.2, the data and the methods used in this
study are described. In Sec 4.3, the patterns describing the dominant part of the NSW trend
and relation to the SLP patterns from the past reanalysis data are extracted and presented.
Similar analysis as for the past data is done for a sample climate model in Sec 4.4 in order
to investigate the sensitivity of the patterns to the dataset or the period under consideration.
The time evolution of the relevant SLP patterns from the GCMs and the change of the NSW
magnitude from the past to the future climate is shown in Sec 4.5. Finally, the discussions
and conclusions are presented in Sec 4.6.

4.2 Data and methods

In order to derive the patterns explaining the significant spatially correlated wind speed trend,
the mean daily Wind Speed at 10 m height (WS) over the North Atlantic and European
region (lat. 35◦N-80◦N, lon. 70◦W-30◦E) as vector of the zonal and meridional components
has been used. The related circulation patterns were derived from the Sea Level Pressure
(SLP) over the northern hemisphere (lat. 30◦N-90◦N). Both WS and SLP are part of the
ECMWF ERA40 reanalysis (ECMWF) (Uppala et al., 2005) dataset available on 2.5◦ × 2.5◦

horizontal resolution and cover a 45 years period (September 1 1957 to August 31 2002).
The mean daily values are 4 time per day averaged analysis values. Although the main focus
of this analysis is to investigate the magnitude of the WS, the wind vector is preferred for
the analysis, since the SLP directly influences wind vector implying that its patterns are
better related to the SLP patterns. The reason for the preference of the daily WS data for
the analysis is that on the daily time step the WS variability caused by the synoptic scale
processes is well described, while it does not contain a signal from diurnal cycle. Here, we
develop a methodology to statistically reconstruct the daily WS from the strength of the

1 Trend is a smooth and usually monotonic change, in this study of the NSW, which over the long periods
of many decades indicates a change in the state of the climate.

67



CHAPTER 4. CLIMATE CHANGE OF WS OVER EUROPE AND NORTH ATLANTIC

monthly SLP patterns and then calculate the magnitude of the WS from the daily WS as
described below.

As an additional historic SLP dataset, the mean monthly SLP from the HadSLP2 dataset
covering period from 1850 to 2004 were used (Allan and Ansell, 2006). The HadSLP2 data is
based on the observations and is gridded on horizontal resolution of 5◦×5◦. Allan and Ansell
(2006) showed that HadSLP2 data well reproduce the observed temporal variability of the
prominent modes of the atmospheric circulation in the Northern hemisphere such as NAOI.

The results from the General Circulation Models (GCMs) prepared for the 4th IPCC
report2 were used to investigate the climate change of the WS. We constructed a 250 years
(1851-2100) time series of the mean monthly SLP. The SLP for the past and the future
climate are from the simulations forced by the observed greenhouse gases and aerosols and
the radiative forcings based on IPCC SRES A2 scenario respectively. Results from 16 GCMs
were used, for some models multiple ensembles are available calculated from perturbed initial
conditions. Tab. 4.1 lists the GCMs, the country of origin, their code names used for further
reference, horizontal resolution and the number of available ensembles.

To investigate the sensitivity of the significant WS patterns and their relation to SLP
patterns obtained from the ECMWF data, the mean daily SLP and WS were used as a
combination from one of the ensemble members of the ECHAM5/MPI-OM GCM with the
observed forcings (1981-2000) and the IPCC SRES A2 scenario forcings (2046-2065 and 2081-
2100). The reason for selecting ECHAM5/MPI-OM simulations is that the near-surface daily
wind speeds are available and that the ECHAM5/MPI-OM results of the past climate well
represent the mean circulation over Europe (van Ulden and van Oldenborgh, 2006).

The analysis was performed on the four seasons independently: December-February (DJF),
March-May (MAM), June-August (JJA) and September-November (SON). The mean annual
cycle was removed from each grid point of the data as described next. First, the monthly
mean annual cycle was computed as a mean of the values in each calendar month. The daily
mean annual cycle was calculated by assuming that the values of the monthly mean annual
cycle are valid for the 15th day of the daily mean annual cycle for corresponding month and
linearly interpolated in between. The data with removed annual cycle were calculated as
the difference between the original data and the daily mean annual cycle. For each season
separately, the data were normalized to have the unit variance at each grid-point in order
that the spatially varying magnitude does not play the role in defining the patterns.

Trend Empirical Orthogonal Functions (TEOF) analysis is used to derive the patterns
explaining the majority of spatially coherent trend of WS. The method is described in detail
by Hannachi (2007); here a brief overview of the method is given and its application is
described. The TEOFs can be seen as a rotation of data, similar to EOF, but with different
criteria defining the dominant modes as follows.

Let the primary multivariate data measured at n locations and t times be written in
matrix S with the dimension of n× t and the secondary data measured at m (not necessarily
the same) locations and at the same t times be written in the matrix Z with the dimension
m × t. The primary data is the data for which the trend patterns are to be extracted (i.e.
WS in this study), while the secondary data is the forcing data (SLP) from which the akin
patterns are statistically extracted and envisaged to be physically linked to the primary data.
Before the analysis, the data in matrices S and Z are centered in time and normalized to

2Data were downloaded from the World Climate Research Programme’s (WCRP’s) Coupled Model Inter-
comparison Project phase 3 (CMIP3) multi-model dataset
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Originating Group(s) Country Short Name Horizontal Num.
Resolution of en-
(lat.×lon.) sembles

Canadian Center for Clim.
Modelling and Analysis

Canada CGCM3.1 3.75◦ × 3.75◦ 4

CSIRO Atmosph. Res. Australia CSIRO-Mk3.0 1.9◦ × 1.9◦ 1
CSIRO Atmosph. Res. Australia CSIRO-Mk3.5 1.9◦ × 1.9◦ 1
Meteorol. Institute of the Univ.
of Bonn / Meteorol. Research
Institute of KMA

Germany
Korea

ECHO-G 3.75◦ × 3.75◦ 3

US Dept. of Commerce /
NOAA / Geophysical Fluid Dy-
namics Laboratory

USA GFDL-CM2.0 2◦ × 2.5◦ 1

Hadley Centre for Clim. Pre-
diction and Res. / Met Office

UK UKMO-HadCM3 2.5◦ × 3.75◦ 1

Institute for Numerical Mathe-
matics

Russia INM-CM3.0 5◦ × 4◦ 1

Institute Pierre Simon Laplace France IPSL-CM4 2.5◦ × 3.75◦ 1
Center for Clim. System Res. /
National Institute for Environ-
mental Studies / Frontier Res.
Center for Global Change

Japan MIROC3.2 (medres) 2.8◦ × 2.8◦ 3

National Center for Atmo-
spheric Research

USA CCSM3 1.4◦ × 1.4◦ 3

Météo-France / Center
National de Recherches
Météorologiques

France CNRM-CM3 2.8◦ × 2.8◦ 1

Max Planck Institute for Mete-
orology

Germany ECHAM5/MPI-OM 1.9◦ × 1.9◦ 3

US Dept. of Commerce /
NOAA / Geophysical Fluid Dy-
namics Laboratory

USA GFDL-CM2.1 2◦ × 2.5◦ 1

NASA / Goddard Institute for
Space Studies

USA GISS-ER 4◦ × 5◦ 1

Hadley Center for Clim. Pre-
diction and Res. / Met Office

UK UKMO-HadGEM1 1.25◦ × 1.875◦ 1

Meteorol. Res. Institute Japan MRI-CGCM2.3.2 2.8◦ × 2.8◦ 4

Table 4.1: List of the GCMs with the contry of origin, code name for reference, horizontal
resolution and number of ensembles from which the SLP is used in this study
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unit variance, i.e. the mean of each row in data matrices S and Z is zero and its standard
deviation is one.

The modes which explain the largest proportion of a coherent trend in the primary data are
obtained with the EOF analysis (e.g. von Storch and Zwiers, 1999, chap. 13) of the weighted
matrix Q, where the rows of Q are permutations P of the [1 2 . . . t] where P is such that
it orders the values of the corresponding row of matrix S from the smallest to the largest.
The data in matrix Q are weighted by the square root of the cosine of the corresponding
latitude to account for the converging latitudes towards the pole. Let the k-th Empirical
Orthogonal Function (EOF, spatial pattern) of matrix Q be written in column vector qk

and the k-th Principal Components (PC, time series) be written in a row vector ak so that
Q =

∑n
k=1 qk · ak. To obtain the k-th Trend Empirical Orthogonal Function (TEOF, spatial

pattern) and Trend Principal Component (TPC, time series), first the time series wk = qk
T ·S

is calculated and scaled to the unit variance. The k-th TEOF pattern (rk) is the correlation
of the time series wk to the original field. With the normalization of data as described above,
it is simply rk = S · wk

T . The TEOF pattern is normalized to have unit length (i.e. so that
rk · rk

T = 1) and the k-th TPC is obtained by projecting the normalized k-th TEOF pattern
on the original data: bk = r̂T

k
· S, where the i-th element of r̂k is:

r̂k[i] =
rk[i]

√
cosϕi√

1/n
∑n

j=1 rk
2[j] cosϕj

�

�

�

�4.1

In Eq. 4.1, the ϕi represents the corresponding latitude for the i-th element and the denomi-
nator weights the r̂k to unit length. For calculating the TPC, we prefer to use the r̂k instead
of rk, where each grid point is weighted by the area it represents. The sets of the TPCs
and TEOFs are normalized by dividing the TPC by its standard deviation and multiplying
the TEOF by the same number. In this way, the TPC is normalized to unit variance and
the TEOF represents the typical variation of the field in its original units, i.e. in the local
standard deviation of the field.

The patterns of secondary data written in matrix Z are optimally related to the patterns
from the data in S as folows. We call the spatial patterns of Z Akin Trend Empirical Orthogo-
nal Functions (ATEOF) and the corresponding time series Akin Trend Principal Components
(ATPC). Let the k-th ATEOF of Z be written in a column vector pk and k-th ATPC in
the row vector ck. The k-th ATEOF is a map of correlation coefficients between the k-th
TPC and field in matrix Z. which is simply pk = Z · bk

T . The k-th ATPC is obtained by
projecting the weighted k-th ATEOF to the original field ck = p̂k ·Z, where p̂k is calculated
from pk as in Eq. 4.1.

The main aim of this analysis is to estimate the change in the WS from the past to future
climate over the North Atlantic and European region, which for the purpose of this paper
covers periods of Jan. 1961 to Dec. 2000 and Jan. 2061 - Dec. 2100 respectively. Since the
daily near surface wind speed from the most of the GCMs is not available, the climate change
of the WS magnitude is estimated from the change in the time series of the low resolution3

SLP modes from the past to the future climate period by statistically ‘reconstructing’ the
WS data as:

3With the low resolution we mean the seasonally (3 months) averaged values within a calendar year.
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S̃ ≈
K∑

i=1

rif(c′
i
)

�

�

�

�4.2

where the S̃ are reconstructed daily WS anomalies and after proper rescaling (multiplying
with the standard deviation and adding the annual cycle) leads to the WS, ri is the i-th TEOF
patterns of WS (obtained from the ECMWF data). The c′

i
represents the i-th low resolution

SLP time series of the relevant spatial pattern from GCM obtained with two different methods:
i) the projection of the ATEOF of SLP from ECMWF on the SLP anomalies from GCM
which were previously interpolated on ECMWF grid; ii) the i-th TEOF of SLP anomalies
calculated for each GCM and run separately. As shown later in the paper the second method
is also suitable, since the time series of TPC of SLP and TPC of WS show similarities. The
summation in Eq. 4.2 goes over the first K dominant modes, which here is simply K = 1.

The function f estimates the daily time series of TPC of WS from the low resolution
time series of SLP as follows. The low resolution time series of WS is calculated first, by
averaging the high resolution TPC within a year. Both low resolution SLP and WS time
series are normalized to the unit variance and zero mean in the past climate. The function
f first multiplies the normalized time series of SLP with the standard deviation of WS and
adds the mean of the WS. Next, the function f statistically reproduce the daily values of
WS as follows. The standard deviation of the daily WS within each calendar year for each
season separately from the ECMWF is calculated and averaged over all years. The function
f reproduce the daily data by calculating normal stochastic time series of WS with the mean
of the low resolution time series and the standard deviation from the past climate data. We
assumed that the daily WS is normally distributed and that only the mean of the distribution
changes from the past to the future time period4. When comparing the climate change of the
WS the reconstructed WS from the past and from the future time series are compared.

4.3 Trend of wind speed in the past climate

In all seasons, only the first TEOF mode of WS explains a significant part of the trend over
selected domain. Since the daily data is used in the study and the WS is highly variable on
the daily time step, the first EOF mode of the matrix Q is able to explain less than 1% of
its variance. However, the first mode is significantly separated from the second and further
modes (not shown), whose corresponding TPCs do not show a significant trend. Fig. 4.1
shows the first TEOFs of WS, ATEOFs of SLP, first TEOFs of SLP over extended North
Atlantic Domain (lat. 30◦N-90◦N, lon. 120◦W-60◦E)5 and time series corresponding to the
pattens linearly fitted to the first TPCs of WS.

In DJF, the first TEOF pattern of WS in its positive state explains the above normal
westerly flow south of 65◦N and the above normal southerly to easterly flow north of 65◦N.
The first TEOF pattern of WS is dynamically related to the first ATEOF of SLP which shows
the higher than average zonal gradient of SLP over the Northern Atlantic and Europe with the
extrema of the SLP anomaly between Greenland and Iceland (minimum) and in the south-
western Europe extending over the southern part of the North Atlantic (maximum). The

4This assumption is tested on the ECMWF data as well as on the sample climate model data.
5The TEOF of SLP was calculated over the extended Atlantic domain in order to avoid the influence of

the Pacific variability on the results.
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Figure 4.1: First modes from ECMWF data. First row: TEOF modes of WS; second row:
ATEOF modes of SLP; third row: TEOF modes of SLP; forth row: TPC of WS (red lines)
and linearly correlated ATPC of SLP (blue lines) and TPCs of SLP (green lines) as a mean
yearly values and 11 year running mean averages.

ATEOF patterns of SLP resemble the North Atlantic Oscillation (Marshall et al., 2001). The
first ATEOF pattern of SLP is almost identical to the first TEOF pattern of SLP, therefore
in DJF the climate change of the WS can be detected by the change of the strength of the
first TPC of SLP. In DJF, the first TPC of WS and both ATPC and TPC of SLP have
been increasing from early 1960s till mid 1990s therefore the wind speed south (north) of the
65◦N was becoming more western (eastern) and the zonal SLP gradient over North Atlantic
and Europe have been increasing. The increase of the zonal SLP over the North Atlantic
(explained by NAO index) in the second half of the 20th century has been well documented
(Marshall et al., 2001). ATPC of SLP is only slightly better correlated to the TPC of WS
than the TPC of SLP (Tab. 4.2) and also slightly better explains the long term variability of
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Figure 4.2: Histograms of the TEOF time series of the wind speed (dashed lines) and SLP
patterns (solid lines) for earlier period (first 22 years) (red) and recent (second 22 years)
(blue) period.

TPC of WS. Around one quarter of the year to year variance of the first TPC of WS can be
explained by the simple linear trend (Tab. 4.2). The second TPC of WS is only poorly related
to its ATPC of SLP and almost show no linear trend over the studied period (Tab. 4.2) which
again indicate that the first TEOF of WS is sufficient for explaining the WS trend.

In MAM, the spatial patterns of WS and the akin SLP are essentially similar to the
DJF case, only the location of extreme is displaced. The southern center of ATEOF of
SLP pattern is moved considerably northward to around 50◦N over the Atlantic, while the
Northern center is over the Norwegian Sea. The first TEOF of WS explains above normal
westerly winds between 50◦N and 60◦N and above normal easterly to northerly winds over
the North Atlantic south of 50◦N. The shape of the first TEOF pattern of SLP is similar to
the ATEOF pattern of SLP, although the centres of extrema are displaced. The southern
extreme of the TEOF pattern of SLP is at around 10◦ south of the southern extreme of the
ATEOF pattern of SLP, while the northern extreme is above Greenland instead of over the
Norwegian Sea. The first TEOF of SLP clearly reflects the NAO pattern. The TPC of WS
and ATPC of SLP are well correlated (Tab. 4.2) and have been increasing from the beginning
of the period till beginning of 1970s and in the 1980s, while TPC of SLP has a different time
dynamics and is thus poorly related to the TPC of WS. In MAM, the small proportion of the
TPC of WS can be explained by the linear trend, which is not surprising since its time series
are nonlinear function of time.

In JJA, the WS variability explained by the first TEOF is spatially limited mainly to the
Norwegian Sea where it is related to above normal south to south-westerly wind and over the
north-western Europe related to anomalously north-easterly flow. The akin SLP pattern is
above normally high over the Great Britain and north-western Europe and anomalously low
over Scandinavia. The first TEOF of SLP is basically the same as the akin SLP pattern and
similarly as in DJF representing the zonal SLP gradient but with the southern center shifted
significantly northward. The displacement of the southern center of the zonal SLP toward
the north in the warm period of the year is consistent with the findings of Ogi et al. (2004).
Both the time series of the SLP are well correlated to the first TPC of WS and have been
strongly increasing from the beginning of the period till early 1970s and slightly thereafter.
In JJA, relatively high proportion of the variance of TPC of WS can be explained by linear
trend showing the persistent increase of TPC throughout the ECMWF period.

In SON, the first TEOF pattern of WS explains above normal westerly (easterly) flow
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Pattern 1 Pattern 2
exp.var. ccATPC ccTPC exp.var. ccTPC

DJF 0.25 0.872 0.768 0.11 0.527
MAM 0.18 0.740 0.458 0.017 0.575
JJA 0.31 0.823 0.754 0.02 0.9067
SON 0.094 0.750 0.320 0.058 0.565

Table 4.2: Explained variance (exp.var.) of the first two TPC of WSs by the linear trend and
the correlation coefficient between the first two TPCs of WS and ATPC of SLP (ccATPC)
and the first TPC of WS and TPC of SLP (ccTPC). All measures are calculated on the mean
yearly data.

north (south) of Great Britain which is related to the dipole of SLP with the minima over
Greenland and maxima over the northern part of Great Britain. The TEOF pattern of SLP is
similar to the NAO pattern, whereas its southern center is significantly south of the southern
center of the ATEOF pattern of the SLP. The TPC of WS and related SLP patterns show the
long term variability, but almost no long term trend. The TPC of SLP is poorly correlated
to the TPC of WS which is due to the different position of the southern maxima in those two
patterns.

As discussed earlier, the WS magnitude is a nonlinear function of the TPC of WS which
also depends on the local values of the standard deviation and the mean of the WS, therefore
from the climate change of the TPC, the change of the WS magnitude is not immediately
obvious. For example, in the DJF season, the mean wind speed is westerly to southwesterly
over most of the North Atlantic and European domain (not shown). An increase of the higher
percentiles of the TPC distribution leads to an increase in the magnitude of the westerly WS
between 45◦N and 65◦N. However, the lower percentiles of the TPC distribution are related
to the easterly flow and the increase of the lower percentiles of TPC of WS leads to the
decrease of the easterly WS magnitude. Therefore to characterize the climate change of the
WS magnitude, the change of the whole distribution of TPC of WS must be known. Fig. 4.2
compares the distributions of the daily TPC for all seasons from the earlier 22 years to the
latest 22 years of the ECMWF period. In all seasons and specifically in DJF and JJA, the
shift of the TPC of WS distribution toward the highest mean value can be seen in the recent
compared to the earliest part of the period. In all seasons, the shape of the TPC distribution
has not changed (according to the Kolmogorov-Smirnov test at 5% significance level) and is
also not significantly different from the normal distribution except in DJF.

The WS trend can be considerably better captured by the TEOF patterns compared to
the EOF patterns of WS. As an example, the first four EOF modes of WS and akin SLP
patterns in DJF are shown on Fig. 4.3, where the akin patterns were computed similarly to
the akin TEOF patterns (see Sec. 4.2). The first EOF pattern is in its positive (negative)
phase related to the blocking (low) west of the Great Britain and the anticyclonic (cyclonic)
WS circulation around the maxima (minima) of SLP. In the positive phase, the maxima of
SLP from the first akin EOF pattern of SLP is consistent with the area of the most frequent
blocking occurrence over the Atlantic (Scherrer et al., 2006). The second EOF pattern of WS
show in its positive phase anomalously southerly wind in the north-east Atlantic and northerly
in the north-west Atlantic and is related to the SLP between Scandinavia and north-western
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4.4. WS IN THE PAST AND FUTURE CLIMATE FROM ECHAM5/MPI-OM MODEL
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Figure 4.3: ECMWF data. First EOFs of WS (first row), related SLP patterns (second row),
TPC of WS (red lines) and regressed time series of the SLP patterns (blue lines) as a yearly
values and 11 year running mean values (third row) and the first TEOF patterns of the SLP.

Europe. The third EOF pattern of the WS and akin SLP is similar to the first TEOF pattern
of WS and first ATEOF pattern of SLP. The linear trend explains 0.13 year-to-year variability
of the second PC of WS, and 0.06 variability of the third PC, while it cannot explain the
significant part of the variability of the first and fourth PC.

4.4 WS in the past and future climate from ECHAM5/MPI-OM
model

The TEOF modes of WS and related SLP patterns from the ECHAM5/MPI-OM calculated
from the whole available period (1981-2000, 2046-2065 and 2081-2100) are shown in Fig. 4.4.
As in case of the ECMWF data modes, in all seasons only the first TEOF modes of WS are
sufficient to explain the significant part of the spatially coherent trend of the WS over the
North Atlantic European region. The TEOF and related ATEOF patterns of WS and SLP
as well as TEOF patterns of SLP are similar to the ones obtained from the ECMWF data,
the differences are discussed below.

In DJF, the TEOF pattern of WS and ATEOF of SLP from ECHAM5/MPI-OM are al-
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Season cc. ATEOF cc. TEOF

DJF 0.865 0.542
MAM 0.781 0.693
JJA 0.907 0.838
SON 0.904 0.837

Table 4.3: The correlation coefficients of the yearly TPC of WS with the ATPC of SLP and
TPC of SLP from ECHAM5/MPI-OM data.

most identical to the ones obtained from ECMWF data, although the location of the southern
center of SLP and the wind pattern has moved southwards and the southern center of SLP
is weaker compared to the one from the ECMWF patterns. In MAM, the shape of the WS
pattern from ECHAM5/MPI-OM is similar to the one from ECMWF, but it is moved around
10◦ westwards, as is also in the case of the southern center of the ATEOF of SLP. In MAM,
TEOF and ATEOF patterns of SLP are almost identical which was not the case from the
ECMWF data. Therefore the TPC of SLP is well able to describe the variability of the TPC
from WS, which is indicated by the higher correlation coefficient between the two time series.
In JJA, the TEOF patterns from ECMWF and ECHAM5/MPI-OM are relatively different.
The southern center of the WS pattern is stronger and the northern center has moved south-
wards compared to in the ECMWF case. The TEOF of SLP has a maxima of the southern
center over the eastern USA. In SON, there is almost no difference between ECMWF and
ECHAM/MPI-OM modes. In all seasons, the southern centres of the SLP in ECHAM5/MPI-
OM TEOF patterns are weaker compared to the southern centres from ECMWF data. The
patterns from the ECMWF show more inter-seasonal variability compared to the ones from
the ECHAM5/MPI-OM. The correlation coefficients between the first TPCs of WS and the
ATPCs of WS as well as to the TPCs of SLP are in all seasons in the same range than the ones
from ECMWF. The similarity of the patterns between the ECMWF and ECHAM5/MPI-OM
gives the confidence that the TEOF patterns are stable regarding the period and dataset used
and well represent the trend of the data in the past as well as in the future climate.

The distribution of the TPC of WS in all seasons except MAM do not significantly change
from the past to both future periods (20046−2065 and 2081−2100) (Fig. 4.4, lowest row) and
is not significantly different from the normal distribution, based on the Kolmogorov-Smirnov
test at 5% confidence level. Therefore, the estimation of the daily WS by assuming the normal
distribution of the TPC as explained in Sec. 4.2 is justified.

To test the method developed for detecting the climate change, the change of the mean WS
between the past (1961-2000) and future (2081-2100) climate calculated from the difference of
the mean WS from ECHAM5/MPI-OM and the difference of the reconstructed WS from the
change of the first ATPC of SLP as explained in Sec. 4.2 are compared (Fig. 4.5). In DJF,
the reconstructed WS magnitude increased in the future climate in the southern part of the
domain (from around 50◦N to 60◦N) centred over the Atlantic and approximately agrees with
the increase of the WS magnitude. However, the increase of the WS magnitude is confined to
the smaller geographical area. The change in reconstructed WS underestimates the decrease
of the WS magnitude in the northern part of the domain. In MAM, the reconstructed WS
shows only a minor change in magnitude in the future climate with a slight increase over
the North Atlantic at around 50◦ and a decrease southern and northern parts, while the WS
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SPEED
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Figure 4.4: First modes from ECHAM5/MPI-OM data. First row: TEOF modes of WS; sec-
ond row: ATEOF modes of SLP; third row: TEOF modes of SLP; forth row: the probability
density of TPC of WS for period 1961-2000 (blue), 2045-2065 (red) and 2081-2100 (green).

from the ECHAM5/MPI-OM show decrease over most of the domain. In JJA and SON,
the reconstructed WS change indicates an increase in magnitude over the northern part and
a decrease over the southern part of the domain. A similar change is observed in the WS
although the location of the maxima and minima are not at exactly the same place.

4.5 Future change of the North Atlantic and European wind speed

The time series of the monthly SLP obtained from the GCMs and related to climate change
of the WS are constructed by i) projecting ATEOF of SLP from ECMWF on the monthly
SLP anomalies from the GCMs (Fig. 4.6), termed as the Projected Principal Components
(PPC), and ii) as the first TPCs of the monthly SLP anomalies calculated for each GCM
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Figure 4.5: Difference between mean WS magnitude (in m s−1) from the future (2081-2100)
and past (1981-2000) climate reconstructed from the change of the first ATPC of SLP (top
row) and directly from the ECHAM5/MPI-OM WS (bottom row).

run separately (Fig. 4.7). All time series (PTS and TPC) are normalized to the unit year to
year variance and zero mean in the past climate. The first and the third row in Figs. 4.6 and
4.7 show the 15 year averaged time series for each GCM and run separately and the second
and fourth row, the 9 year running model-mean values, as well as the values between 10th
and 90th percentile of the 9 year running mean time series. The 10th and 90th percentile
are interpreted as the limiting values of the time series. The historic data from ECMWF
reanalysis and the HadSLP2 are also plotted. Since the TEOFs and thus TPCs are invariant
to the sign of the pattern, we chose the sign of the TPCs from GCM so that the correlation
coefficient between the TEOFs from GCM and from ECMWF is positive.

In all seasons, the time series from ECMWF and HadSLP2 in common time period agree
very well among each other. The slight difference between the TPC from ECMWF and
HadSLP2 is only in JJA. In the second part of the 19th century and in the whole 20th century
all time series (PPCs and TPCs) from GCMs in all seasons show relatively constant variability
and almost no trend. The time series of the ECMWF and HadSLP2 show considerable
interdecadal variability which in most seasons exceeds the values from GCMs (10th and 90th
percentile). The reason for the difference is different properties of the time series. In the past
period, the time series from GCMs show random from year-to-year uncorrelated departures
from the mean values while the time series from HadSLP2 show a decades of the positive and
negative anomalies. Therefore, the time series from HadSLP2 are significantly autocorrelated
at the time lag of one and in some seasons even higher time lags, while this is not the
case for the majority of the time series from GCMs. Fig 4.8. shows the example for the
autocorrelation function of the PPC in DJF for the HadSLP2 and mean GCMs as well as
10th and 90th percentile values from GCMs.

In all seasons of the 21st century climate, the time series from almost all GCMs are in-
creasing, indicating the increase of nearly zonal SLP gradient. The time series from one of the
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4.5. FUTURE CHANGE OF THE NORTH ATLANTIC AND EUROPEAN WIND
SPEED

Figure 4.8: Autocorrelation for the PPC in DJF. Blue line: GCM average, blue area cov-
ers the 10th to 90th percentile of autocorrelation from GCMs, black line HadSLP2. The
autocorrelation higher than 0.2 is significant at 1% confidence level.
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Figure 4.9: Sample TEOF patterns from the climate models: CSIRO-Mk3.5 (top row), GFDL-
CM2.1 (middle row) and IPSL-CM4 (bottom row).

81



CHAPTER 4. CLIMATE CHANGE OF WS OVER EUROPE AND NORTH ATLANTIC

CCM
A C

GCM
3.

1

CSIR
O−M

k3
.0

CSIR
O−M

k3
.5

ECHO−G

GFDL−
CM

2.
0

UKM
O−H

ad
CM

3

IN
M

−C
M

3

IP
SL−

CM
4

M
IR

OC3.
2(

m
ed

re
s)

UCAR−C
CSM

3

CNRM
−C

M
3

ECHAM
5/

M
PI−

OM

GFDL−
CM

2.
1

GIS
S−E

R

UKM
O−H

ad
GEM

1

M
RI−

CGCM
2.

3.
2

NCEP

Had
SLP

2

ECM
W

F
 

 

DJF

MAM

JJA

SON

0.6

0.7

0.8

0.9

1

CCM
A C

GCM
3.

1

CSIR
O−M

k3
.0

CSIR
O−M

k3
.5

ECHO−G

GFDL−
CM

2.
0

UKM
O−H

ad
CM

3

IN
M

−C
M

3

IP
SL−

CM
4

M
IR

OC3.
2(

m
ed

re
s)

UCAR−C
CSM

3

CNRM
−C

M
3

ECHAM
5/

M
PI−

OM

GFDL−
CM

2.
1

GIS
S−E

R

UKM
O−H

ad
GEM

1

M
RI−

CGCM
2.

3.
2

 

 

DJF

MAM

JJA

SON

−1

−0.5

0

0.5

1

Figure 4.10: The correlation coefficient between the yearly TPC and PTS data (left) and the
difference of the PTS and TPC in the 21st century and 20th century (right).

GCM, namely IPSL-CM4 is strikingly different than from the others. It shows the decrease
of the 21st century PTS in DJF and MAM. In order to investigate the difference between the
PTSs from IPSL-CM4 and other models, the TEOF patterns of SLP from three sample mod-
els are plotted on Fig. 4.9. The TEOF patterns from most of the models show the zonal SLP
gradient whose southern center is in the warm part of the year usually displaced northwards.
The zonal SLP from most of the models can be interpreted as the Arctic Oscillation, as for
the example in the GFDL-CM2.1, while from some of the models it clearly shows the North
Atlantic Oscillation such as in CSIRO-Mk3.0. The TEOF of IPSL-CM4 shows almost merid-
ionally oriented dipole of SLP instead of the zonal. Therefore, its TPC is also considerably
different from the time series of other models.

The PTSs and TPCs are relatively well correlated in all seasons except MAM (Fig. 4.10,
left). However, the TPCs show considerably higher trend that the PTSs. This is not surprising
result. The TEOFs are able to optimally find the patterns so that corresponding TPCs explain
the highest trend of the data and the TEOFs and TPCs are adjusted to each model separately
and account for possible displacements of the patterns in each model.

Since the multiple model runs are available, the reliability of climate change for the WS
between the future climate (2061-2100) and the past climate (1961-2000) can be estimated. As
the most probable change in the mean speed, the mean expected change of the WS magnitude
in the future climate are the reconstructed from the TPC and PPC averaged over all models.
The upper limit of the WS change was estimated as the 90th percentile of the WS change
reconstructed from the TPC. TPC was chosen as a upper limit since it shows higher increase
than PPC in the future climate. The minimum change of the WS was estimated as a 10th
percentile of the WS reconstructed from the PPC since PPCs show smaller trend than TPCs.
The climate change of the WS is shown on Fig. 4.11.

In DJF, the clear signal of the increase of the WS magnitude over the Atlantic is found.
The maximum increase of the WS in the future climate is expected to be between 0.5 m s−1

and 2.5 m s−1 over the central Northern Atlantic. In MAM, climate change of the WS is
the expected to be small and not very consistent among the models. The WS is expected
to increase over the Atlantic at latitude of around 55◦N and decrease in south and western
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Figure 4.11: The change of the mean WS from past (1961-2000) to future (2061-2100) climate.
First column: the GCM mean change derived from PPC, second column: GCM mean change
derived from TPC, third column: 90th percentile of WS change derived from TPC and fourth
column: 10th percentile WS change estimated from the PPC.
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part of the domain. The expected change of the WS is smaller than 1 m s−1. In JJA and
SON, the climate change of the WS is also below 1 m s−1 and is expected to increase over
the northern to north-western part of the North Atlantic and decrease over the south-eastern
part of the North Atlantic and over north-western Europe.

4.6 Discussion and conclusions

The aim of the work was to quantify the change of the near surface wind speed (at 10 meters
height, WS) over the North Atlantic and Europe in the 21st century under IPCC SRES A2
greenhouse gas scenario. From the 45 years of the ECMWF reanalysis, the WS patterns
explaining the dominant part of the spatially coherent trend were found. The dominant
WS patterns were defined as Trend Empirical Orthogonal Functions (TEOFs). The TEOFs
are not well suited for isolating the local trends but this limitation of TEOFs is not the
drawback of our study, since the climate change of the WS over the Northern Europe mainly
dependend on the large scale forcings (Räisänen et al., 2004) while the regional WS changes
play secondary role and is also not well resolved by the GCMs. The dominant WS patterns
were optimally related to the SLP patterns with the goal to investigate the climate change
of WS from the climate change of the relevant SLP patterns. The climate change of the WS
between the past (1961-2000) and future (2061-2100) climate was investigated from the SLP
as simulated by the ensemble of 16 GCMs, where for each GCM one to four simulations based
on perturbed initial conditions were available. Although the GCMs are not independent, due
to partly common development, the simulated SLP from ensemble of GCMs were used to
estimate the reliability of the climate change of the WS. The assumption used to derive the
climate change of the WS is that the dominant climate modes which describe the trend in
the past WS data remain the most important also in the future climate and leads to the
climate change. The first attempt to define the WS patterns was based on the Empirical
Orthogonal Functions (EOFs). However, the EOFs are not suited to isolate the trend of the
data, therefore the most significant part of the WS trend is spread over many EOFs.

For all seasons, only the first TEOFs of WS are sufficient to explain the significant part of
the spatially coherent WS trend. The second and further TEOF patterns exhibit significantly
weaker trend and are in most seasons poorly related to the corresponding SLP pattern.
Therefore to estimate the WS change, only the first TEOF patterns of WS were considered.
The first TEOFs of WS explain nearly zonal WS variability over the North Atlantic and
Europe, while the exact location of the WS magnitude is seasonally dependent. In DJF, the
WS from the first TEOF is variable over most of the North Atlantic and European domain,
and is related to zonal SLP gradient over Atlantic and Europe, which essentially represent
the North Atlantic Oscillation (NAO). In the warmer part of the year, the WS pattern is
spatially isolated to a smaller extend and displaced northward, while in the southern part
of the domain the wind has nearly easterly direction. The smallest and the most northern
extend of the WS is found in JJA. The shift of the WS pattern toward north is partially
explained by the northward movement of the southern center of NAO dipole in the warm
part of the year. Similar shift of the southern center of zonal SLP gradient over the northern
Europe toward north has been documented by Ogi et al. (2004). Although the SLP patterns
related to WS partially resemble NAO, in most seasons they are locally restricted to smaller
region. Especially in MAM, the akin SLP pattern does not well resemble NAO.

The change of the WS from the past to the future climate was statistically reconstructed
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from the change of the strength (i.e. time series) of the relevant SLP patterns. Still some
uncertainties exist regarding to the best SLP patterns from GCMs related to WS change, since
the exact location of the WS as well as SLP patterns is dependent on the model. Therefore
to account for the uncertainties of the best SLP patterns, two sets of the relevant time series
were computed from each GCM by projecting the SLP patterns related to WS from ECMWF
on GCM anomalies and by computing the first Trend Principal Component (TPC) from each
GCM run separately. As expected, the TPCs show higher trend as the projected time series,
since the TPCs are designed to find SLP trend more efficiently. Most of the models show
consistent variation of the relevant time series, with almost no trend in the second half of the
19th and in 20th century and the increase of the time series in the 21st century, representing
the increase of the nearly westerly wind over most of the domain in DJF and increase of
the westerly wind over northern part of the domain and easterly over southern part of the
domain in the warmer part of the year. The exact location of the WS change depends on the
season and is defined by the first TEOF of WS. However, compared to the measurement and
reanalysis data, the time series from the second half of the 19th and 20th century data do
not agree in their inter-annual variability. The measured time series have more pronounced
intra-annual variability which can be seen by higher autocorrelation on the yearly to few
yearly time step, while the time series from GCM almost no inter-annual variability. Too low
variability of the NAO Index (NAOI) from GCMs, which is strongly related to the time series
explaining WS has been already noted (Osborn, 2004; Gillett et al., 2003; Miller et al., 2006).

The strongest climate signal of the WS change was observed in the DJF, where the increase
of the WS magnitude up to between 0.5 m s−1 and 2.5 m s−1 in its maximum over the northern
Atlantic is expected. In other seasons the climate change of the WS is less pronounced.
The WS is expected to increase over the north west part of the domain up to the 1 m s−1

and decrease over the south-east part of the domain also for around 1 m s−1. Contrary to
the analysis of the Räisänen et al. (2004) and Pryor et al. (2006), we observed a significant
increase of the WS over the North Atlantic and Europe in DJF, while in the other seasons
the change of the WS is smaller. The work presented in this paper qualitatively estimates
the WS change over North Atlantic and Europe in the future climate as well as estimates the
reliability of the climate change of the WS. The dynamical downscaling of the GCM would
be desired to account for the additional local influence on the WS change, such as the change
of the surface stability. However, when interpreting dynamically downscaled GCM results,
it should be clear that the WS change crucially depends on the large scale forcing from the
GCMs.
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5
Improving Mellor-Yamada-Janjić parameterization

for the wind conditions in the Marine Planetary

Boundary Layer†

Abstract

The structure of the lower part of the Marine Planetary Boundary Layer (MPBL) is rele-
vant not only for climate and numerical weather prediction simulations but also for commercial
applications such as offshore wind energy harvesting. A proper description of the turbulence
is crucial for accurate simulations of the wind field properties such as the mean wind speed,
turbulent fluxes and especially the vertical wind profile. In this study, the Mellor-Yamada-
Janjić (MYJ) boundary and surface layer parameterization within the Weather Research and
Forecasting Model (WRF) was improved by redefining the Master Length Scale (MLS), which
controls the diffusion and dissipation of the turbulent fluxes as well as the pressure-temperature
and pressure-strain covariances. In the surface layer, the modified MLS is dependent on the
surface stability. In the boundary layer, the surface stability correction of the MLS is included
which has the strongest influence close to the surface. The non-local effects in the stable
boundary layer based on surface heat forcing are also included. The Single Column Model
studies were performed to compute the changes of the wind field properties due to the change
in the formulation of the MLS. The three dimensional version of the model was then used to
downscale some real cases and compare them with the measurements. Improvements in the
simulations of the wind shear in the lower part of the boundary layer (up to around 30 m)
with the new parameterization have been shown, while its impact higher in the MPBL is less
pronounced. On the other hand, the simulated wind speed is only slightly modified by the new
approach.

5.1 Introduction

Planetary Boundary Layer (PBL) is characterized by enhanced turbulence influencing larger
scale atmospheric motions by increase of the vertical mixing. The effect of the turbulence is
not explicitly resolved in the atmospheric mesoscale models but parameterized in terms of
larger scale mean quantities. For some applications, such as in wind energy, pollution studies,

†The work presented in this chapter is under review for publication in Boundary Layer Meteorology as: Kay

Sušelj, Abha Sood: Improving Mellor-Yamada-Janjić parameterization for the wind conditions in the Marine

Planetary Boundary Layer.
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air traffic, etc., where the near surface atmospheric conditions are the most relevant, the
accurate parameterization of the PBL structure is the critical part of the mesoscale model.

Turbulence parameterizations of different complexities were proposed in the literature.
Example of the simple first order closure model is described by Hong and Pan (1996). A family
of popular models, based on the second order closure was introduced by Mellor and Yamada
(1974) and further developed in their succeeding paper (Mellor and Yamada, 1982), thus they
are called Mellor-Yamada (MY) models. MY models were successively simplified by neglecting
the highest orders of the turbulent anisotropy terms and are named according to the level of
anisotropy they can describe. This simplification reduces the number of differential equations
of the turbulence model. For example, widely used level 2.5 model retains only prognostic
equation for the trace of the stress tensor (which represent turbulent kinetic energy); while
the equations for the other stress tensor components, the velocity-temperature covariances
and temperature covariance are simplified to the algebraic equations. MY level 2.5 model
is a popular turbulent parameterization in mesoscale models, since it can reasonably well
represent the turbulent effects in the PBL while adding only one prognostic equation to the
mesoscale model. Even the more simplified level 2 model, where no prognostic equation for
the turbulent fluxes remains (the turbulent mixing is the function of the stability alone), can
be used to provide the lower boundary conditions for any higher order MY models.

Three main weaknesses of the original MY models were identified in the literature (e.g.
Moeng and Wyngaard, 1989; Cheng et al., 2002): i) the low order of pressure-velocity and
pressure-temperature covariance closure, ii) downgradient closure of the turbulent fluxes and
iii) the uncertainty in the definition of the Master Length Scale (MLS) which controls the rate
of the turbulent diffusion and dissipation, the pressure-strain and the pressure-temperature
covariances. All three weaknesses were treated separately by different authors developing
turbulence models. For example, Cheng et al. (2002) improved the closure of the pressure-
strain and pressure-temperature covariances by including the additional higher order terms.
Their improved MY scheme produced the turbulent fluxes closer to the measurement data as
well as to the large eddy simulations. Among others, Canuto et al. (2001) derived the closures
for the third order terms that were not restricted to be downgradient. They showed that with
their closure, the modelled turbulent fluxes well resemble results from large eddy simulations.
A lot of work on the improvement of the MLS was published since no useful physical equation
for it exists. Rather, it is defined from the plausible assumptions. Umlauf and Burchard
(2003) derived the generic equation for the MLS applicable to the large range of the turbulent
flows. They also showed that many of the well known models can be derived by simplifying
the generic length scale. However their generic length scale is more of theoretical value, since
in its original form, it can not be implemented in the boundary layer parameterization model.
Therry and Lacarrére (2002) distinguished between the dissipative and the diffusive length
scales and further included the countergradient term into the turbulent exchange coefficient for
heat. They argued that with these improvements, they were able to more realistically model
the turbulent fluxes in the unstable atmosphere. Lenderink and Holtslag (2004) proposed
the MLS in the neutral to convective conditions as a combination of two length scales, both
as vertically integrated function of the Richardson number. The first length scale limits
the total length scale at the surface and the second one at the top of the boundary layer.
They showed that with their MLS formulation, the predictions of the wind and temperature
profiles agree well with the measurements at Cabauw in the neutral and unstable atmosphere.
Nakanishi (2001) changed the MLS definition of the level 2 MY model (used as a surface layer
parameterization) and level 3 MY model (used as a boundary layer parameterization). He
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included the stability corrections close to the ground and non-local corrections in the stable
atmosphere, improved the closure assumption of the pressure-temperature and pressure-strain
covariance closures and retuned the parameters with the large eddy simulation results for the
dry atmosphere.

In this paper, the MLS in the non-singular implementation of MY level 2.5 model in the
boundary layer and MY level 2 in the surface layer by Janjić (2002) (therefore MYJ model)
as formulated in the Weather Research and Forecasting Model (WRF) – Advanced Research
Version (ARW) (Skamarock et al., 2005) was modified as described by Nakanishi (2001). The
goal of this approach was to obtain improved wind profile structure in the lower part (up to a
few 100 m’s) of the Marine PBL (MPBL) for different stability conditions applying only simple
adjustments to the WRF code. In the original version of the boundary layer MYJ model, the
length scale following Blackadar (1962) was used as a MLS, which combines the Prandtl mixing
length and the length scale depending on the bulk turbulent properties of the vertical column
of the PBL. The surface layer parameterization in WRF is written in terms of the Monin-
Obukhov similarity theory where the surface integrated stability functions must be specified.
In the original WRF version, the integrated stability functions are based on Paulson (e.g.
Chen et al., 1997) functions in the unstable surface layer and Holtslag and de Bruin (1988)
functions in the stable surface layer. The integrated stability functions were recalculated to
be consistent with the MY level 2 model. The sensitivity of the simulation results to the
original or the modified parameterization was first investigated by idealized single column
simulations. WRF with the original and adjusted parameterization was used for downscaling
real (3 dimensional) data over the North and Baltic Sea. The improvement of the modified
vs. the original parameterization was estimated by comparing the simulation results with the
measurements in the lower part of the MPBL.

The organization of paper is as follows. In Sec. 5.2 and App. 5.A the original MYJ PBL
parameterization is introduced. The modification of the MLS is described and the new surface
integrated stability functions are derived. The measurement data used for the validation of
the new scheme is introduced in Sec. 5.3. The results of the single column model are presented
in Sec. 5.4. The ability of the new scheme to reproduce the observed structure of the PBL was
tested against the measurements in Sec. 5.5 and compared to the original scheme for selected
cases as well as evaluated for a longer time period. Finally, the discussions and conclusions
are presented in the Sec. 5.6.

5.2 Boundary and surface layer parameterization

The surface and boundary layer parameterization model based on the second order closure by
Mellor (1973); Mellor and Yamada (1974, 1982) as implemented in the WRF model by Janjić
(2002) and the modification introduced in this study are briefly described in this section. The
parameterization equations are presented in App. 5.A. The definition of the so called Master
Length Scale (MLS) is altered to include the effect of surface stability close to the ground and
in addition the nonlocal surface heat forcing in the statically stable atmosphere is included.
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5.2.1 Original Mellor-Yamada-Janjić (MYJ) boundary layer parameteri-
zation

As is with the other second order schemes, in the MYJ model, closure assumptions for the third

order moments (u′iu
′
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) covariances must be made1. In MYJ

scheme, the third order moments are parameterized as a downgradient flux, i.e. they are equal
to the minus the product of the gradients of the second order terms and the diffusion length
scale. The dissipation terms are proportional to the inverse of the dissipation length scale. The
pressure-strain covariances are closed following the assumption of Rotta (e.g. Cheng et al.,
2002), but retaining only the two highest order terms, the so called turbulence self interaction
(return to isotropy, slow part) and mean shear-turbulence interaction (rapid part) terms. The
turbulence self interaction term is assumed to be proportional to the inverse of the typical
length scale over which the turbulence interacts. The pressure-temperature covariances are
closed similarly, as the self interaction term of the pressure-strain closure. The important
assumption of the MYJ scheme is that all the above mentioned length scales are proportional
to each other everywhere in the boundary layer, therefore the MLS l is postulated which
controls all of the above mentioned processes.

The MYJ scheme further simplifies the model equation by successively neglecting the
highest orders of turbulent anisotropy. For the surface layer (from the ground to the first
model level), so called level 2 model can be used, which assumes local balance between
turbulence production, diffusion and dissipation. In level 2 model, the differential equations
are simplified to yield the algebraic equation, where the turbulent mixing can be written as
a function of Richardson flux number (Rf ). The level 2 MYJ parameterization is equivalent
to the Monin-Obukhov (MO) similarity theory, if the surface integrated stability functions
are defined accordingly ( Lobocki, 1993). The surface integrated stability functions derived
in this paper are obtained from the MYJ level 2 model and used in WRF, whereas in the
original version of WRF they were based on the Paulson (e.g. Chen et al., 1997) functions in
unstable surface layer and Holtslag and de Bruin (1988) functions in the stable surface layer.
In the proper boundary layer (from the first model level to the top of the PBL), the MYJ level
2.5 model is used where only prognostic equation for the Turbulent Kinetic Energy (TKE)
is retained. For completeness, the equations of the level 2 and 2.5 MYJ model are given in
App. 5.A, where the coupling of the surface layer with the surface is also briefly described.

In the original MYJ parameterization, the MLS close to the surface is assumed to be equal
to the Prandtl mixing length (Stull, 1988):

lS = kz
�

�

�

�5.1

where k is von Karman constant (0.4) and z height above the ground. Far from the surface,
the MLS l is the function of the bulk vertical structure of the PBL layer:

lT = α

∫
∞

0 zqdz∫
∞

0 qdz

�

�

�

�5.2

The constant α = 0.3 and the q2 is the Turbulent Kinetic Energy (TKE), i.e q2 = 1
2u

′2
i . The

1The dash represent the fluctuations from the Reynolds averaged values, α and ν are kinetic heat conduc-
tivity and kinetic viscosity. Other symbols have their usual representation.
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integration in the Eq. 5.2, goes in principle till infinity, but in practice the TKE is zero above
the top of the PBL. Inside the PBL, the MLS is a combination of lS and lT , so that the
shortest length imposes the strongest constrain on the MLS:

1

l
=

1

lS
+

1

lT

�

�

�

�5.3

5.2.2 Modifications of the original MYJ scheme

Surface layer

Usually the Prandtl mixing length lS (Eq. 5.1) is used as a relevant macro-length scale for the
turbulence in the near-neutral atmosphere close to the surface (e.g. Stull, 1988). Therefore
the Blackadar MLS approaches Prandtl mixing length close to the surface. Prandtl mixing
length is stability independent, while in the atmosphere far from neutral, it is expected that
the stability plays a strong role in the rate of turbulent mixing and diffusion. In the statically
stable atmosphere, the vertical movements require additional energy in order to overcome the
environmental stability, which suppresses the vertical movements and thus effectively decrease
the MLS. In the unstable atmosphere, the buoyancy assists vertical movements and therefore
enhances turbulent vertical mixing and diffusion, causing an effective increase of the mixing
length. Clearly, the characteristics of surface layer itself are stability dependent since the
turbulent fluxes are a function of the stability (App. 5.A). With stability correction of the
surface MLS, the rate of the dissipation and diffusion is adjusted accordingly.  Lobocki (1992)
also showed that the MY level 2 model with Prandtl mixing length does not have the right
limits of the normalized fluxes and suggested to make the surface MLS stability dependent.
To resolve the above mentioned problems, Nakanishi (2001) suggested that the new surface
MLS be the function of the nondimensional surface stability ζ = z/L, where L is Obukhov
length and z height above the ground:

l = kz(a+ bζ)c
�

�

�

�5.4

where a, b and c are empirical constants and Obukhov length (L) is defined as:

L = − u3
∗
θ

kgw′θ′

�

�
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with the friction velocity u∗ ≡ (u′w′
2

+ v′w′
2
)1/4. Nakanishi (2001) performed a set of the

idealized large eddy simulations (LES) and using the assumptions of the MY level 2 models,
fitted the surface MLS to the LES results. For the stable layer (ζ > 0), he found the best
fit of l to the LES data with parameters a = 1, b = 2.7 and c = −1 from Eq. 5.4. In the
unstable layer (ζ < 0), he used the original Prandtl mixing length (i.e. c = 0 in Eq. 5.4)
and changed the l as a function of stability for the unstable boundary layer with parameters
a = 1, b = −100 and c = 0.2. Our experiments showed that decreasing the surface MLS in the
unstable surface layer improves the agreement between the simulations and measurements.
The surface MLS used in this paper is defined:

l =






kz(1 + 2.7ζ)−1 ζ > 0
kz ζ = 0

kz(1 − 100ζ)0.2 ζ < 0

�

�

�

�5.6
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According to  Lobocki (1992) analysis, the MLS should become independent of height in a
very stable surface layer (ζ → ∞) since the turbulence becomes uncoupled from the ground
and thus the height becomes irrelevant parameter. The new definition of the MLS agrees
with this limiting values (l → kL/2.7 when ζ → ∞). In the very unstable surface layer
(ζ → −∞), the MLS should be proportional to z. The newly defined MLS does not exactly
fulfil this requirements since l ∝ z1.2 when ζ → −∞. The mismatch between the expected
limiting value and the one from Eq. 5.6 in the unstable surface layer however does not play an
important role for the range of the stabilities modelled by the atmospheric mesoscale models.

The WRF surface layer parameterization is written in terms of the Monin-Obukhov (MO)
similarity theory. Therefore the integrated stability functions for momentum and heat (ΨM (ζ)
and ΨH(ζ), respectively) are required in order to represent the surface values of temperature,
momentum and moisture to the first model level. In the approach taken here, the integrated
stability functions are derived from the MY level 2 model with the surface length scale as
defined in Eq. 5.6. The turbulent mixing in the MY level 2 scheme is expressed as a function
of the flux Richardson number (Rf ), while the integrated stability functions are dependent
on the stability ζ = z/L. The implicit relation between Rf and ζ based on the level 2 MY
equation is derived by  Lobocki (1993) in his Eq. A31.

l

kz
=
Rf (1 −Rf )−1/4

S
3/4
M B

1/4
1 ζ

�

�

�

�5.7

where SM is the nondimensional diffusion coefficient for momentum and B1 is the constant
of the level 2 MYJ model (for details look in the App. 5.A). From the definitions of integral
stability functions (ΨM and ΨH), flux Richardson number (Rf ) and the gradient Richardson
number (Ri) the integrated stability functions are calculated as ( Lobocki, 1993):

ΨM (ζ) =

∫ ζ

0

(
1

Rf
− 1

ζ ′

)
dζ ′

�

�

�

�5.8

ΨH(ζ) =

∫ ζ

0

(
Ri

R2
f

− 1

ζ ′

)
dζ ′

�

�

�

�5.9

The ratio of the gradient and flux Richardson numbers (Ri/Rf ) in the Eq. 5.9 can be
expressed by the ratio of the nondimensional diffusion coefficients for momentum and heat
(SM (Rf ) and SH(Rf ), respectively) defined in App. 5.A or numerically as a function of ζ
using Eq. 5.7:

Ri

Rf
=
SM (Rf )

SH(Rf )
= f(ζ)

�

�

�

�5.10

The integrated stability functions are obtained by numerically integrating Eqs. 5.8 and
5.9. In Fig. 5.1, the following integrated stability functions are shown: i) from original WRF
model, ii) derived by  Lobocki (1993) (from MY level 2 model where Prandtl mixing length is
used as a MLS) and iii) derived in this paper (new) with the similar procedure as in  Lobocki
(1993), where the MLS is described by Eq. 5.6. Both the integrated stability functions for
heat and momentum from the original WRF implementation and  Lobocki (1993) approach do
not differ considerably among each other, while the new stability functions are significantly
different. In the unstable surface layer (ζ < 0), the new stability functions for momentum
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Figure 5.1: Integrated stability functions for momentum (ΨM , left) and heat (ΨH , right).
Dotted line represent original WRF, dashed  Lobocki (1993) (MY level 2 with Prandtl mixing
length) and solid lines new stability functions.

(heat) are lower than the other two which implies that the parameterization with new stability
functions will yield weaker momentum (potential temperature and moisture) gradients. In the
stable surface layer (ζ > 0), the opposite is true; the new stability functions for momentum
(heat) are considerably higher than the other two which implies that the parameterization
with the new stability functions will yield higher momentum (potential temperature and
moisture) gradients.
The numerical fitting of the new stability functions to ζ from Fig. 5.1 gives the following
relationships:

ΨM (ζ) =

{
ζ

Rfc
+ 1.12 · exp(1 − 1.67/ζ) ζ > 0

−0.99 · ln(1 − 14.2ζ) ζ ≤ 0

�

�

�

�5.11

ΨH(ζ) =

{
ζRic

R2

fcΦT (0)
+ 8.21ζ1.11 ζ > 0

−1.0 ln(1 − 16.3ζ) ζ ≤ 0

�

�

�

�5.12

The values for the critical Richardson number Ric = 0.183 and critical flux Richardson num-
ber Rfc = 0.19 and the ratio between gradient and flux Richardson number in the neutral
atmosphere ΦT (0) = 0.8 were used above.

Boundary layer

The MLS in the boundary layer was taken from Nakanishi (2001). Similarly to Blackadar
(1962), he defined the inverse of the MLS as the sum of the inverses of three different length
scales: the surface layer length scale (lS), the length scale depending on the turbulence
property of the PBL (lT ) and the buoyancy suppression length scale (lB). Formally, the MLS
is written as:

1

l
=

1

lS
+

1

lB
+

1

lT

�

�

�

�5.13
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Where the lS , lT and lB are defined as:

lS =






kz(1 + 2.7ζ)−1 ζ > 0
kz ζ = 0

kz(1 − 100ζ)0.2 ζ < 0

�
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�
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lT = α1

∫
∞

0 qzdz∫
∞

0 qdz
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lB =






α2q/N ∂Θ/∂z > 0 and ζ ≥ 0

(α2q + α3q
√

(qc/lTN))/N ∂Θ/∂z > 0 and ζ < 0
∞ ∂Θ/∂z ≤ 0

�

�

�

�5.16

The lS is equal to the surface MLS which constrains the total master length scale at the
surface. The function of lT was not changed from the original definition of the MLS although
the constant is now α1 = 0.23. The role of the buoyancy length scale (lB) is to constrain
the MLS in the statically stable atmosphere, especially in the upper part of the boundary
layer. Here N is Brunt-Väisälä frequency and qc the vertical velocity scale defined qc =
(g/θ0w′θglT )1/3, where the subscript g indicates values at the ground. The parameters in the
Eq. 5.16 were set to α2 = 1 and α3 = 5 based on the LES simulation results.

5.3 Measurement Data

In order to compare the new with the original WRF surface/boundary layer parameterization
for reproducing observed wind conditions in the lower part of the boundary layer, the results of
the WRF simulations with both parameterizations are compared to the measurements of the
wind profiles. Data from two measurement towers were used for validation. The Östergarns-
holm tower operated by the University of Uppsala (Sweden) located in the Baltic Sea outside
Gotland measures high resolution wind and temperature data up to around 30 m height above
sea level. The data from the Östergarnsholm tower were widely used in the studies of the sea-
atmosphere interactions (e.g. Smedman et al., 1999; Rutgersson et al., 2001b). As discussed
below, the lower measurement levels are strongly influenced by the interaction of atmosphere-
sea dynamics and are not useful for the purpose of this study. The tower structure does not
influence the wind field as long as the wind does not come from the tower direction. In this
study, seven months of the measurements were used (June 2005 - December 2005). FINO
tower in the North Sea, build as a research platform mainly for the wind energy applications,
is operated by German Wind Energy Institute (DEWI). The measurements are performed
between 30 m and 100 m above msl. Due to the massive structure of the tower, different
corrections were applied to the data. For this study, one year of measurements (January 2005
- December 2005) were used.

5.3.1 Measurements at Östergarnsholm

The field station Östergarnsholm is situated 4 km east of Gotland in the Baltic Sea (lat. 57◦26′N,
lon. 18◦54′E). The wind measurements at Östergarnsholm tower are available at the heights
of 6.9 m, 11.8 m, 14.3 m, 20.2 m and 28.8 m above the tower base which is 1 m above the
mean sea level. The magnitude of the tide is around 0.5 m. The measuring levels in this
paper are referred to as the levels from 1 (lowest level) to 5 (highest level). The variation of
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measuring height due to the tide is neglected. The heat and momentum fluxes are derived
from the high resolution (20 Hz) sonic wind speed and virtual temperature measurements
9 m above msl. The turbulent fluxes were provided by the University of Uppsala and were
calculated from the deviations of wind speed/temperature from the 10 min running mean av-
erage and then averaged over an hour. More details on the flux calculation, and the applied
corrections can be found in Smedman et al. (1999). Only the measurements representing the
open sea conditions are used (wind direction between 80◦ and 220◦) where the wind speed is
not influenced by the tower structure or limited water depth.

The lower boundary layer structure over the sea can be significantly different from the
boundary layer over land, mainly due to the influence of the waves (Sjöblom and Smedman,
2003). The wave influence on the atmosphere depends on the wave state; the growing waves
behave almost like the land surface while mature or swell waves alter the momentum flux
due to their dynamics. In the presence of long waves (or swell) the surface momentum flux
is reduced or even changes sign. A smaller friction velocity changes the Obukhov length
and the surface will appear to be more unstable (Rutgersson et al., 2001a). Close to the
interface between atmosphere and the sea, the so called wave boundary layer (WBL) develops,
where the wind speed does not follow the Monin-Obukhov scaling (Sjöblom and Smedman,
2003). In case of the developed or swell waves, the WBL can influence the lower part of the
measuring levels. As was shown by Sjöblom and Smedman (2003), the wind profiles in the
upper measuring levels (from 3 to 5) do not significantly suffer from the wave effects.

To properly describe the wave-atmosphere interaction in the mesoscale model, additional
information about the state of the waves would be needed, i.e. the wave model would have to
be run and coupled to the atmospheric model. Current version of WRF cannot describe the
wave state, but couples the atmosphere to the ocean with the simple Charnock relationship,
which assumes the local and instantaneous relationship between the wave state and the at-
mosphere. In order to avoid the complexities of the WBL influence on the atmosphere, only
the wind speed measured at levels from 3 to 5 were used.

5.3.2 Measurements at FINO

FINO research platform (Neumann et al., 2004) located in the North Sea(lat. 54◦0.86′ N,
lon. 6◦35.26′ E) performs multilevel measurements of three dimensional wind speed and
temperature with high resolution (10 Hz) sonic instruments as well as with the lower resolution
(1 Hz) cup anemometers. The sonic and cup instruments are positioned in the opposite tower
arms, enabling correction of the tower wake effects on wind measurements. In this paper, the
wind speeds at 40 m, 60 m and 80 m above mean sea level were used to derive the wind shear.
The turbulent momentum and heat fluxes were calculated from the 40 m height and taken to
represent the surface conditions. The measurements from the sonic anemometers were used
as a primary source of the data while cup anemometer measurements were used to determine
the corrections of the sonic measurements. The correction algorithms are crucial to obtain
the reliable measurements of the wind speed and turbulent fluxes.

The data was pre-processed the following manner. First, the high resolution measure-
ments were quality controlled by discarding data exceeding set limits (wind speed higher than
35 m s−1, temperature higher than 30◦C or lower than −15◦C), based on the instrument lim-
itations and the prevalent weather conditions over North Sea. Further, unreasonable peaks in
the sonic data were removed with the method described by Vickers and Mahrt (1997). Addi-
tional corrections were applied to the data: i) calibration of cup anemometer, ii) anemometer
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tilt angle correction and iii) tower-wake influence correction. The tilt correction was based
on the planar fit (PF) method (Wilczak et al., 2001) which removes the contamination of the
vertical wind speed by the horizontal wind speed. As shown by Wilczak et al. (2001), the tilt
correction is important even for small tilt angles, since the vertical wind speed is around an
order of magnitude smaller than the horizontal wind speed. At FINO, the tilt angles of the
mounted instruments were between 0.5◦ − 2◦. The tower wake influence on the anemometer
is significant for the winds coming from the direction of tower (anemometer is in the shade
of wake), even though the tower has a mesh structure. For the wind directions between 90◦

and 170◦ the sonic anemometers are in the tower shade, therefore these data were discarded
from further analysis. The wake however influences the wind measurements even beyond the
shaded sector. In this case, the wake influence was assumed to be proportional to the sinus
of the wind direction. The ratio between the sonic and cup anemometer 10 minute averaged
wind speed was fitted to the ratio of sinus with different phase angles and the fit was used
to correct the sonic measurements. The wake correction is up to 4% of the measured wind
speed.

The hourly wind speeds used for comparison with the simulation results were obtained
by averaging the wind speeds within each hour. The turbulent fluxes (T ′w′, u′w′ and v′w′)
were calculated from a relevant covariances of the wind speed components and temperature
anomalies over shorter time τ . The calculated fluxes obtained within each hour were then
averaged to obtain the hourly fluxes. The time period τ has to be short enough that the
mesoscale variability does not influence the turbulent fluxes and long enough that most of
the turbulent variability is captured. Here, τ was chosen based on the multiresolution de-
composition method (Vickers and Mahrt, 2003), in which τ depends on the bulk Richardson
number calculated between 60 m and 40 m height. In most cases, the atmosphere is slightly
unstable and τ reaches its maximum allowed value of 20 min.

If the measurements at the lowest FINO level (40 m) are taken to represent the surface
conditions, the surface MLS can be derived from the high resolution wind data using the
following assumptions. The turbulent eddies in the flow cause the turbulent diffusion and dis-
sipation, where the largest eddies are the most efficient. Therefore, the MLS is approximately
proportional to the dimension of the typical largest eddies in the flow. The integral time
(T0), which represents the time it takes for the typical large eddy to pass the anemometer
can be calculated from the autocorrelation of the detrended horizontal wind speed (ruu) (e.g.
Davidson, 2006):

T0 =

∫ τ0

0
ruu(τ)dτ

�

�

�

�5.17

The integration in Eq. 5.17 goes in principle to infinity (τ0 → ∞), but due to the numerical
stability in calculation of the integral time we choose τ0 to be the value of time when the ruu

reaches its first zero. From the integral time scale (T0), the integral length (L0), which is the
measure of the large eddy sizes, is obtained by assuming eddies are frozen in the atmosphere
and move with the mean atmospheric flow (U0).

L0 = U0T0

�

�

�

�5.18

The integral length (L0) calculated from FINO at 40 m is assumed to be proportional to
the surface MLS. In Fig. 5.2, the surface MLS normalized by kz calculated from each hour of
FINO data and the one from the new parameterization are plotted against stability parameter
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Figure 5.2: Scatterplot of the normalized integral length scale (l/kz) as a function of stability
(ζ) from FINO at 40 m height. The new normalized surface Master Length Scale (MLS) is
shown by black line and the meadian values of the MLS from the FINO measurements by the
dashed line.

ζ. The spread of the measured data is relatively high especially for the neutral atmosphere
(ζ ≈ 0) which can partially be related to assumptions used for calculating the surface MLS.
However, there is a clear indication that the surface MLS is stability dependent and agrees
better to the new parameterization than to the original one. The normalized original MLS
is independent on stability and equal to one. The increase of the MLS with a very stable
atmosphere (ζ > 0.5) is probably related to the fact that in the stable boundary layer the
surface layer is very shallow and that the 40 m measurement does not properly represent the
surface layer.

5.4 Idealized single column studies

The simulations of WRF Single Column Model (SCM) with specified initial and boundary
conditions were used to investigate the impact of the modified surface and boundary layer
parameterization on the vertical structure of the planetary boundary layer. The SCM in
WRF model can be created by setting the namelist variables accordingly, though minimal
additional changes of the code are required. Richardson et al. (2005) provide an example on
how to setup WRF model to run it as a SCM.

Initial conditions were chosen by specifying the following variables on pressure levels: i)
potential temperature, ii) wind speed deviation from the geostrophic wind speed and iii)
geopotential height. The Sea Surface Temperature (SST) and geostrophic wind speed, which
are kept constant over time have to be additionally specified. The geostrophic wind speed
is also constant with height. Moisture content of the atmosphere has been set to zero. The
wind speed calculated by the SCM is interpreted as the ageostrophic component, since all
the horizontal gradients (as well as pressure) are zero and thus the model cannot explicitly
support the geostrophic wind speed. The sum of the geostrophic and ageostrophic wind speed
is the input of the surface and boundary layer parameterizations.
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Experi- L u∗ w′θ′ PBLH
ment (m) (m s−1) (10−3K m s−1) (m)

N2 = 0.2 · 10−4s−2

A
new 110 0.183 −4.7 60

∆T = −4K contr. 100 0.198 −5.1 100

N2 = 0
B

new 220 0.196 −2.6 90
∆T = −2K contr. 240 0.209 −2.9 140

N2 = 0.5 · 10−4s−2

C
new −250 0.342 12.6 550

∆T = 6K contr. −200 0.321 12.6 540

N2 = 0.2 · 10−4s−2

D
new −250 0.352 13.2 780

∆T = 4K contr. −210 0.331 12.9 780

Table 5.1: SCM experiments defined in terms of the static stability of the free atmosphere
(N2) and initial temperature difference between atmosphere at surface and SST (∆T ). The
results: surface Obukhov length (L), friction velocity (u∗) and boundary layer height (PBLH)
for both the control (contr.) and the new parameterization. The results are averaged for 5 to
10 hours after the simulation start. The absolute erorrs estimated frem the variability of the
variables inside the averaging time are 10 m for L, 0.01 m s−1 for u∗, 0.2 · 10−3 K m s−1 for
heat flux and 20 m for PBLH for stable surface layer and 40 m for PBLH for unstable surface
layer

The SCM was set over the sea point at lat. 54◦00′N, lon. 6◦35′E (Coriolis parameter
f=1.1812 × 10−4s−1) corresponding to the centre of the North Sea. 70 vertical levels were
defined, which is twice the number of levels as in the real (three dimensional) simulations
presented in the next section. The same conclusions are valid also for 35 vertical levels. The
radiation (long- and short-wave) and moist physics (cloud, convection and evaporation) were
turned off. The vertical profiles of all variables were specified up to 400 hPa (approximately
7000 m), depending on the experiment. Above 400 hPa, the profiles of the temperature and
geopotential height from the US standard atmosphere were used. Due to the instabilities
in the model related to wind initialization, model was first run with the prescribed starting
logarithmic wind profile from the ground to 800 hPa (around 2000 m). After 48 h of model
running, the resultant wind profile was used as the initial wind for the same run, from which
the results are shown.

Zilitinkijevich et al. (2007) showed that the stability of the boundary layer can be char-
acterized by two parameters: i) Brunt-Väisäla frequency (representing static stability) of the
background atmosphere in which the PBL grows and ii) the surface heat flux. To perform
simulations for wide range of the atmospheric conditions, the geostrophic wind speed has
been set to 10 m s−1 in the zonal direction (u component), while the proportion of the buoy-
ancy and the shear contribution to the TKE production was controlled by altering the SST
(i.e. surface heat flux). The background atmosphere was always statically stable or neutral
(N2 ≥ 0). If this is not the case, the boundary layer almost immediately extends up to the
tropopause.

Tab. 5.1 show some characteristic results for the parameters obtained in experiments for
two stable and two unstable surface layers: Obukhov length (L), friction velocity (u∗) and
heat flux (w′θ′) as well as the height of the boundary layer (PBLH). In the following, the
WRF with the original parameterization will be referred as the control parameterization and
the WRF with the parameterization described in this paper as a new parameterization.
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Figure 5.3: Experiment B (N2 = 0, ∆T = −2 K). Vertical profiles of MLS (l), Turbu-
lent Kinetic Energy (TKE) and turbulent exchange coefficient for momentum (KM ) (upper
panel), wind speed along the geostrophic wind (U), perpendicular to geostrophic wind (V )
wind shear (∂WS/∂z) (middle panel), relative difference between new and control TKE, the
difference between WS and wind shear between the new and control simulation. In the upper
and middle panel solid lines represent the new parameterization, dashed control.
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Figure 5.4: Left panels: The wind speed difference between the new and the control simulation
at 20 m above the sea level (solid lines) and 50 m above sea level (dashed lines). Right panels.
The difference between wind shear from the control and new parameterization between levels
30 m and 10 m (solid line) and between 60 m and 40 m (dashed line). Upper panel is for
stable surface layer, lower for unstable surface layer.

In order to study the difference between wind characteristics from new and control simu-
lation results at FINO and Östergarnsholm measurement levels for different surface stability
conditions, additional simulations were performed. For the atmosphere with the stable sur-
face layer, the free atmosphere was set to neutral (N2 = 0) while the temperature difference
between the SST and the air above the sea was changed in steps from −0.5 K to −8 K. For the
simulations with the unstable surface layer the free atmosphere was stable (N2 = 0.2·10−4s−2),
while the temperature difference between SST and the air above the sea was varied from 3 K
to 8 K.

5.4.1 Negative surface heat flux - stable surface layer

The wind shear difference between the new and control parameterization is expected to be
higher with increasing stability of the surface layer. In upper panel of the Fig. 5.4, the wind
speed and the wind shear differences between the new and control simulations at roughly the
Östergarnsholm and FINO measuring heights are shown. At the Östergarnsholm levels, the
wind shear difference is higher and clearly increases with the higher stability of the atmosphere
(higher 1/L), while at the FINO level for the very stable cases, the wind shear difference start
decreasing again. In the very stable surface layer, the boundary layer is very shallow and the
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FINO measurement levels are at the heights where wind speed from the new simulation is
already higher than from the control. The difference of the wind speed between the new and
control simulation is below 0.5 m s−1 which is small compared to the geostrophic wind speed
of 10 m s−1.

5.4.2 Positive surface heat flux - unstable surface layer

The results from the experiments A and B, where the surface heat flux is negative are dis-
cussed. The experiments A and B differ by the amount of the surface heat flux and the
stability of the free atmosphere acting with the buoyancy force against growing boundary
layer. The heat flux from the atmosphere to the surface in the experiment A is around 50%
higher than in experiment B (Tab. 5.1). The resultant profiles of relevant parameters from
both experiments are qualitatively the same, therefore only the profiles from the experiments
B are shown (Fig. 5.3). In both experiments A and B, quasi-equilibrium between the growth
of the boundary layer by the shear production of the TKE and suppression due to the sta-
bility is reached. In the new parameterization the MLS is shorter than in the control one
mainly due to the shorter surface length scale (lS). MLS is the reflection of the effective
distance over which the turbulence fluxes are diffused and mixed. Therefore, shorter length
scale indicates more localized turbulence. As a direct consequence of the shorter MLS in the
new parameterization, the diffusion coefficients for momentum and heat (not shown) in the
new parameterization are smaller. The TKE and consequently the wind profiles are adjusted
in the new parameterization as follows. In the lower part of the boundary layer, the smaller
diffusion coefficient for momentum (heat) is compensated by the higher wind shear (potential
temperature gradient) therefore the turbulent surface fluxes are only slightly smaller in the
new parameterization compared to the control (Tab. 5.1). Since the wind shear in the new
parameterization is higher in the lower part of the boundary layer, it is compensated by the
lower wind shear in the upper part of the boundary layer. At around 10 m above the ground,
the wind shear from the new parameterization is around 20% higher than in the control.
In the new parameterization the wind speed is smaller close to the surface, while around
40 m above the ground it becomes higher and again smaller close to the top of the boundary
layer. The difference between the wind speed from the new and control parameterization is
small with the highest value of around 0.45 m s−1 in the first model level (around 5 m above
the surface). In the new parameterization, the TKE is generally lower than in the control,
but has a sharper peak in the second model level. The boundary layer height in the new
parameterization is lower as the consequence of less efficient mixing in the boundary layer.

In case of the positive surface heat flux and stable background atmosphere, the bound-
ary layer does not stop growing but it slowly penetrates through the inversion by mixing
and transporting heat from the surface to the inversion. In general, the effect of the new
parameterization in experiments C and D (positive surface heat flux) is qualitatively the op-
posite to the experiments A and B (negative surface heat flux). In the new parameterization,
the MLS is longer in the lower part of the boundary layer and slightly shorter in the upper
part of the boundary layer due to the buoyancy suppression length scale (lB) which leads to
higher turbulent exchange coefficients. Almost opposite as is for the stable surface layer, the
higher exchange coefficients for momentum (heat) in the lower part of the boundary layer are
compensated by the smaller wind shear (potential temperature gradient), while the turbulent
fluxes at the surface are only slightly smaller in the new parameterization compared to the
control one. The wind shear close to the ground is around half of the stable layer wind shear
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Figure 5.5: The same as 5.3, only for experiment C (N2 = 0.2 × 10−4 s−2, ∆T = 6 K).

(experiment B). The difference between the wind speed and wind shear from the new and
control simulation is the highest close to the ground and rapidly decreases with the height.

In lower panel of Fig. 5.4, the wind speed difference and the wind shear difference between
the new and the control simulations for the levels of the measuring platforms are shown. In all
experiments difference between the wind speed from the new and control simulation is always
lower than 0.2 m s−1. The wind shear at Östergarnsholm levels is considerably smaller in the
simulation results from the new parameterization than from the original.

5.5 Real Simulations

The WRF model was used to downscale the atmospheric conditions and refine the atmospheric
boundary layer structure over the measuring platforms for the periods of the available mea-
surement data. The non-hydrostatic WRF model with Ferrier microphysics, rapid radiative
transfer longwave, Dudhia shortwave and Bets-Miller-Janjić convective (not used in the third
domain; look below for the explanation of the domain) scheme was used. The NOAH surface
scheme over the land was selected, where the viscous sublayer over the sea was implemented.
More details of the model and references can be found in Skamarock et al. (2005).
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Figure 5.6: Domains for real WRF simulations. The black boxes indicate FINO simulation
domains, gray the domains for the Östergarnsholm simulations.

Two sets of simulations were performed, with each i) the Control (original WRF MJY) and
ii) the New surface and boundary layer parameterizations in order to investigate whether the
representation of the boundary layer conditions can be improved. Separate simulations were
done for each measurement tower, where three (two-way) nested domains were defined with
their horizontal resolution of 27 km, 9 km and 3 km, respectively. Fig. 5.6 shows the location of
the domains. In the vertical, 35 eta levels were set, usually 4 half-levels (where the horizontal
wind speed is calculated) were below 100 m and the first half-level is at around 8 meters above
the mean sea level. The WRF model was initialized every second day at 18UTC from the
NCEP Final Analysis (FNL) data2 with the horizontal resolution of 1◦ × 1◦. First 6 hours of
the simulation were discarded as the spinup of the model, and the subsequent 48 hours starting
at 00UTC were used to form the downscaled hourly resolved dataset. The lateral boundary
conditions of the first WRF domain were updated every 6 hours from the FNL analysis. The
boundary layer structure is very sensitive to the sea surface temperature (SST), since the
difference between SST and temperature of the overlying air defines the surface stability. In
the Baltic Sea, the SST is highly variable in space which cannot be properly described by the
relatively low resolution FNL data. Therefore for the simulations at Östergarnsholm , the
3-day averaged high resolution (∼ 1 km ×1 km) analysis of satellite measured SST, provided
by the German Federal Maritime and Hydrographic Agency (Bundesamt für Seeschifffahrt
und Hydrographie, BSH) was used instead. For the simulations at FINO the SST from FNL
was used, since it is well able to describe its spatial variability. SST field was kept constant
through the simulation period.

The main aim of the boundary/surface layer modification was to improve the near surface
wind conditions. The WRF fields: Wind Speed (WS), which is a three dimensional field
computed at each level from the magnitude of zonal and meridional wind components and
variables that describe the forcing at the bottom of the surface layer, namely the friction
velocity (u∗) representing the momentum flux and the inverse of the Obukhov length (1/L)
representing the surface stability are shown. The WRF results were first bi-linearly inter-
polated in the horizontal from the nearest four points to the measurement tower location.
The wind speed was linearly interpolated in the vertical from the model half-levels to the
measurement heights. The comparison between the measurements with the simulation data
is shown first for the selected cases (Sec. 5.5.1) and then for the complete analysis period

2Available at: http://dss.ucar.edu/datasets/ds083.2/
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Figure 5.7: SLP (left) and T2M (right) representing synoptic situation for the stable cases at
Östergarnsholm - November 1. 2005 at 00 UTC (top) and FINO March 16. 2005 at 00 UTC
(bottom). The plots are from NCEP/NCAR reanalysis.

(Sec. 5.5.2).

5.5.1 Case studies

The simulations of lower boundary layer with control and new parameterization are compared
to measurements for selected unstable and stable surface layer cases at Östergarnsholm and
FINO. The criteria for the stability is inverse Obukhov length (1/L) at surface, where for
stable cases 1/L > 0 and for unstable 1/L < 0.

Usually, the surface stability over the sea does not have a pronounced diurnal cycle as is
the case over land, but it is mainly determined by the properties of the advected air masses due
to large scale forcings. At FINO especially in the cold part of the year, the south-westerlies
to westerlies advect warmer air over a cold sea which results in a stable surface layer. In the
unstable surface layer, the wind direction is mainly from North-West to North-East advecting
the cold air over the North Sea. The wind speed is generally higher in stable cases and is
determined by the horizontal, approximately zonal pressure gradients. Similar, although less
clear relationship between stability and large scale forcing can be observed at Östergarns-
holm (not shown). In the Baltic Sea, the complexity of the surrounding land masks the direct
relationship between stability and large scale forcings.
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Stable case at Östergarnsholm

As a representation of the stable case at Östergarnsholm the period from the Nov. 1 2005 at
00 UTC to Nov. 2 2005 at 11 UTC was selected. The synoptic situation defining weather
conditions over the Baltic Sea did not change significantly during these two days and was
determined by the low pressure system over the Atlantic and North-Western Europe with
minima over the Atlantic (at around lat. 45◦N,lon. 30◦W), North-East of Great Britain and
North of Scandinavia and high pressure above the South-Eastern and Eastern Europe (upper
left panel of Fig. 5.7)3. Near surface winds over the Baltic Sea were southerly and turned
toward South-West direction with height (not shown). The southerly near-surface winds
advect the warmer air over the Baltic Sea (upper right panel of Fig. 5.7). In the southern
Baltic Sea, the difference between the SST and the near surface air temperature is around 2◦C,
which results in the stable surface layer and a surface inversion which persisted throughout
the study period (not shown).

The atmosphere at Östergarnsholm is stable during most of the period with increasing
stability toward the end (upper left panel on Fig. 5.8). The wind speed increases from around
10 m s−1 at the beginning of the period to around 14 m s−1 in the evening of Nov. 1 and
decreases down to 8 m s−1 towards the end of the period. The wind speed simulated by both
parameterizations (control and new) is slightly underestimated (around 1 m s−1) at the 5th
measurement level. The simulated friction velocity (u∗) and stability (1/L) from both versions
(new and control) well reproduce the measurements and do not differ considerably from each
other. The relative good agreement between the measured friction velocity and the stability
suggests that the lower boundary conditions in simulations are well captured. Surface friction
velocity and the surface Obukhov length are crucial parameters defining the wind profiles
since they are the main parameters of the surface layer parameterization. Both of the fields
are partially related to the lower boundary conditions (through SST and roughness length)
and partially result from the surface layer parameterization.

The results of the control simulation show that the model underestimate the wind speed
difference between the 5th and 3rd as well as between the 5th and 4th measurement level.
The results from the new simulations yield higher wind shears which agree better with the
measurements (middle panel on Fig. 5.8). The structure of the vertical profile of the time
averaged wind speed (lower right panel on Fig. 5.8) from measurements agrees much better
to the new than to the control simulation results. The control scheme seems to underesti-
mates wind shears at the upper measurement levels at Östergarnsholm which are significantly
improved on applying the new parameterization.

Stable case at FINO

The case from March 16. 2005 at 00 UTC to March 18. 2005 at 12 UTC was chosen as a
representative for stable surface condition at FINO. The synoptic situation during this period
is similar to the one defining stable surface condition at Östergarnsholm. The low pressure
system resides over the Atlantic and high pressure over the southern Europe (lower left panel
of Fig. 5.7). During the simulation time, the high pressure system moves in the north-west
direction (not shown). At the beginning of the period western near surface winds dominate
over the North Sea which turn toward North-West at the end of the study period. The wind

3The synoptic situation is plotted from the NCEP/NCAR Reanalysis data available at:
http://www.cdc.noaa.gov/cdc/reanalysis
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Figure 5.8: Stable case at Östergarnsholm (Nov 3. 2005 at 00 UTC to Nov 5. 2005 at 00
UTC): comparison of the measured 1/L, u∗ (upper panel), wind speed difference between
level 5 and 3 and level 5 and 4 (middle panel), wind speed at level 5 and time averaged wind
profile (lower panel). The black line: measurements; Dashed gray: control; Solid gray: new
WRF.
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Figure 5.9: Stable case at FINO (March 16. 2005 at 00 UTC to March 18 2005 at 12 UTC):
comparison of the measured 1/L, u∗ (upper panel), wind speed difference between height of
80 m and 60 m and 60 m and 40 m (middle panel), wind speed at 80 m height and time
averaged wind profile (lower panel). The black line: measurements; Dashed gray: control;
Solid gray: new WRF.
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Figure 5.10: SLP (left) and T2M (right) representing synoptic situation for the unstable cases
at Östergarnsholm - August 3rd 2005 at 00 UTC (top) and FINO - February 2nd at 00 UTC
(bottom). The plots are obtained from NCEP/NCAR reanalysis.

advects the warm air from the West over a colder sea. The temperature difference between
the near surface air and SST is around 3◦C at the start of the simulations.

Fig. 5.9 compares the measurements and simulations for both the control and the new
parameterization for the stable condition at FINO. The stability of the surface layer has a
slight diurnal cycle. It is only slightly stable during the day and more stable during the
night, especially on the night from 17. to 18. March. The diurnal cycle may be due to
the advected continental air over measurement platform. The surface stability is relatively
well simulated by both the new and control version. The friction velocity seems to be slightly
overestimated by both versions, though inaccuracies in the measurements can not be excluded.
The measured friction velocity is estimated from the 40 m level which is expected to be lower
than the real surface value (e.g. Gryning et al., 2007). The wind speed is around 17 m s−1 at
the beginning of the period and decreases to 13 m s−1 in the night from the 16. to 17. March.
The wind speed is well simulated by the control as well as the new simulation results. The
wind shear between the control and the new parameterization did not change significantly.
The control parameterization is well able to reproduce the wind shear between the upper two
measurement levels (80 m and 60 m), while at the lower two (60 m and 40 m) levels, it is
slightly too low. With the new parameterization, the wind difference between the lower two
measurement levels is slightly increased, thus it is closer to the measurements, while between
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the upper two levels remains almost unchanged. It is apparent from the time averaged vertical
profile of the wind speed, that the new parameterization mainly influences the wind shear in
the lower part of the boundary layer (from ground to around 40 m). Therefore the change
in the parameterization does not have a considerable influence on the wind shear at FINO
measurement heights.

Unstable case at Östergarnsholm

It was harder to find a time persistent case for the unstable surface layer at both Öster-
garnsholm as well as FINO. The case from August 3. 2005 at 21 UTC to August 4. 2005
at 15 UTC was chosen as a representative for unstable conditions at Östergarnsholm. The
synoptic situation was characterized by the approximately zonal sea level pressure gradient
with the high pressure system over the South-Western and Western Europe and Atlantic with
maxima North of Azores, and low pressure over Iceland (upper left panel on Fig. 5.10). Baltic
Sea was under the high pressure system, westerly near-surface wind transported colder air
from Atlantic over the Baltic Sea.

The comparison of measurements at Östergarnsholm with simulation results is shown on
Fig. 5.11. The near surface layer at Östergarnsholm is close to neutral at the beginning
and at the end of the case and more unstable from the mid-day to the evening. The winds
are weak throughout the whole period and are between 4.5 m s−1 and 7 m s−1 measured
at 5th Östergarnsholm level. The simulated atmosphere from both the new and control
simulations is too unstable compared to the measurements (1/L from both simulations is
lower than measured) which is mainly due to the overestimation of surface heat flux by
WRF simulations (not shown). In the second part of the period, the wind speed is slightly
underestimated by both versions. The wind shear between the 5th and 3rd as well as 5th
and 4th measuring level from the control results is highly overestimated which is improved
by the results of the new simulation. The shape of the time averaged wind profile from the
new parameterization results agrees significantly better to the measurements than the results
from the control parameterization, although the wind speed is underestimated in both cases.

Unstable case at FINO

For the unstable case at FINO, the period from Feb. 8 2005 at 13 UTC to Feb. 9 2005 at
06 UTC was selected. The synoptic situation is shown on the lower panel of Fig. 5.10. The
low pressure system resides over Northern Atlantic (sea level pressure minimum is located
above Iceland) and the high pressure system extends from Azores to central Europe. In the
beginning of the case, the near surface wind over the North Sea was weak easterly, and turning
toward West with height (around 4000 m the winds were westerly). During the simulation
period, the westerly wind reaches the surface and stabilizes the unstable surface layer by
advecting warmer surface air. At the beginning of the period the surface layer at FINO was
highly unstable and the wind speed was below 4 m s−1 (at 80 m height). At the evening
of Feb. 8th the wind speed increased and the atmosphere stabilized. In the simulations of
both the control and new parameterization surface instability is overestimated compared to
the measurements, which is result of the higher heat flux from the surface as compared to
the measurements (not shown). The wind shears between both 60 m and 40 m as well as
between 80 m and 60 m from control simulation are too low compared to the measurements
and are slightly improved in new version. The time averaged vertical profiles of the wind
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Figure 5.11: Same as 5.8, only for unstable case in Östergarnsholm (Aug. 3. 2005 at 21 UTC
to Aug. 4. at 15 UTC).
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Figure 5.12: Same as 5.9, only for unstable case in FINO (Feb. 8. 2005 at 13 UTC to Feb.
9. at 06 UTC).
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Figure 5.13: Schematic plot of the graphs used to compare the WRF simulations with mea-
surements. Left hand side: two dimensional histograms of the WRF simulation against
measurements. Right hand side: two dimensional histograms of the difference between con-
trol WRF and measurements (x-axis) and difference between new WRF and measurements
(y-axis). For explanation look in the text.

Measurement Level [m] orig. new

FINO 40 2.1 2.1

FINO 60 2.3 2.3

FINO 80 2.3 2.4

Östergarnsholm 14.3 1.7 1.6

Östergarnsholm 20.2 1.7 1.6

Östergarnsholm 28.8 1.7 1.7

Table 5.2: Root mean square error (rmse) [m s −1] between wind speed measurements (FINO
and Östergarnsholm ) and WRF simulation data (control and new parameterization).

speed indicate that the important difference between the new and control parameterization
is in the lower 30 m, whereas in the upper levels the wind profiles do not differ considerably.

5.5.2 Statistics

The analysis of the case studies shown in the previous subsection indicates the expected
improvement of the new vs. the control parameterization. The wind speed itself is only
slightly dependent on the parameterization used. The wind shear between the new and the
control parameterization differs the most close to the surface (at Östergarnsholm measuring
heights of below 30 m) while the difference higher in the atmosphere (at FINO measuring
heights between 40 m and 80 m) is smaller.

The effect of applying the new parameterization in WRF is investigated for the time
period of the available measurement data (i.e. 7 months for Östergarnsholm and 12 months
for FINO), where the WRF simulated results are compared to the measurement data. The
data are plotted first as a two dimensional probability density plots (∆P/P for each grid
point in the plot, where P is the variable under consideration), as a function of measurements
(x-axis) and simulations (y-axis) as shown on the left hand side of the Fig. 5.13. Data lying
on the upper-left corner of the plot (region number 2 in left hand side Fig. 5.13) represents the
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Figure 5.14: Comparison of measured and simulated wind speeds. Left hand side figures
for WRF and FINO at level of 80 m and right hand side for Östergarnsholm and FINO
at level 5 (28.8 m). In the upper two figures, measurements are compared to simulations
from the control WRF, in the lower two the difference between the control WRF results and
measurements (x-axis) and between new WRF and measurements (y-axis) is shown.
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Figure 5.15: Same as Fig. 5.14, only for u∗.

cases where the simulated values were higher than measured, while the data that lay on the
lower right corner represent cases where the simulation values were lower than measurements.
To compare the improvement respectively worsening of the new parameterization compared
to the control one, the two dimensional pdf of the difference between the results from the
control simulations and measurements (on x-axis) and difference between the results from the
new simulations and measurements (on y-axis) are plotted as shown on the right hand side
of Fig. 5.13, where ∆ represent the difference between simulation results and measurements.
For the data, that lay in the section 1 on the right hand side of the Fig. 5.13, results from
the control parameterization agree better to the measurements than results from the new
one. For the data that lay in sections 2 and 3, the results from the new parameterization
agrees better to the measurements. The data in section 2 represent the data where the sign
of the difference between measurements and new parameterization results changed compared
to the difference between control results and measurements (i.e. the correction of the new
parameterization is too strong).

Th wind speeds are almost equally well simulated by new or the control version of WRF
at both measurement towers. At both measuring platforms, the root mean square error of
the simulated wind speed (rmse) for the control and new parameterization differ less than
0.1 m s−1 (Tab. 5.2). Fig. 5.14 compares the measured and simulated wind speeds at the
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Figure 5.16: Same as Fig. 5.14, only for 1/L.

upper measuring levels, where it is again confirmed that changing the parameterization from
the control to the new did not improve the mean horizontal wind speeds. It can also be seen
from Fig. 5.14 that the high and low wind speeds are equally well simulated by WRF.

As shown in previous subsection, the new parameterization is more accurate compared
to the control one in reproducing the wind shears close to the surface. Since lower bound-
ary conditions, characterized by surface friction velocity (u∗) and inverse of surface Obukhov
length (1/L), are important in defining structure of the lower part of the boundary layer,
they are compared first. The boundary layer profiles crucially depend on the surface forcing,
where improvement of the parameterization is essentially a function of 1/L. The surface forc-
ing parameters (u∗ and 1/L) are partly determined by the surface layer parameterization and
partly by the coupling of the atmosphere with the ocean (through the parameterization of the
diffusion layer) and Charnock relationship as well as the assimilated SST. The comparison of
the measured u∗ from WRF and measurements is shown on Fig. 5.15. For the Östergarnsholm
measuring period, the u∗ from control version of WRF agree well with the measurements,
although the scattering between the observation and WRF simulation is considerable. The
scattering can be partly related to the inadequate estimation of the friction velocity by the
Charnock relationsip. At FINO, the simulated u∗ is on average higher than measured. The
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Stable Unstable Neutral All

FINO between height of 80 m and 40 m

orig. 3.07 1.17 1.50 1.84
new 3.06 1.07 1.47 1.79

FINO between height of 80 m and 60 m

orig. 3.91 3.20 6.51 5.00
new 3.87 3.15 6.52 4.98

Östergarnsholm between levels 5 and 3

orig. 2.89 2.44 2.16 2.43
new 2.58 1.81 1.97 2.13

Östergarnsholm between levels 5 and 4

orig. 3.54 2.29 2.32 2.71
new 2.87 1.76 1.94 2.21

Table 5.3: Root mean square error (rmse) of wind shear [1/100 s−1] from WRF for stable
(1/L > 0.005 m−1), unstable (1/L < −0.005 m−1), neutral (0.005 m −1 < 1/L < 0.005 m−1)
and all.

reason may be that u∗ from FINO which is obtained from 40 m level does not represent the
surface conditions properly. It is expected and observed that the u∗ is decreasing with height
(e.g. Gryning et al., 2007). At both measuring platforms, the WRF results with the new pa-
rameterization did not considerably change the friction velocity u∗. The result is not suprising
since in the SCM simulations it was shown that the surface turbulent fluxes (also u∗) do not
considerably differ between the control and the new parameterization. The 1/L obtained
from the control simulations agree relatively well with measured 1/L at both platforms in
the stable range (L > 0), although there is slight consistent underestimation of the stability
(i.e. the measured 1/L is consistently smaller than observed) (Fig. 5.16). In the unstable
range (L < 0), the WRF results show consistently more unstable atmosphere (measured L
is smaller than simulated). We confirmed that the stability dependent deviation is a result
of the inadequate representation of the heat flux (not shown), where in the stable range the
simulated heat flux is systematically too high and in the unstable range it is systematically
too low. Changing the parameterization did not alter the heat flux and thus also not the
simulated 1/L considerably. The deviation of the heat flux is not necessarily a problem of
the PBL parameterization, since it is strongly determined by the temperature difference be-
tween the bottom of the atmosphere and the SST as well as with the parameterization of the
diffusive layer. If the heat flux, or Obukhov length deviates too much from the observations,
the new parameterization may not yield better results since the correction depends mainly
on the Obukhov length.

The comparison of the measured and simulated wind shear is shown in Tab. 5.3 (dependent
on stability) and on the Fig. 5.17. The improvement of the new parameterization at FINO
is only marginal in all stability cases. Based on the case studies this is expected result. It
was shown that the wind shear between the new and control parameterization does not differ
considerably at FINO measuring levels (between 40 m to 80 m). At Östergarnsholm, the
improvement of the wind shear in the new parameterization is observed for all stability cases.
In the stable cases (roughly, the areas of high wind shear in Fig. 5.17), the wind shear from
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Figure 5.17: Comparison of measured and simulated wind shears (∆WS/∆z). Left hand side
figures for WRF between level of 80 m and 40 m, right hand for Östergarnsholm between
level 5 and 4. In the upper two figures, measurements are compared to simulations from the
control WRF, in the middle measurements are compared to the new WRF and in the lower
the difference between the control WRF results and measurements (x-axis) and between new
WRF and measurements (y-axis) is shown.
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the control parameterization is too small which considerably improved in the results of the
new parameterizations. In the unstable cases (the areas of the low wind shear in Fig. 5.17),
the control parameterization yields too high wind shears which are decreased in the results of
the new parameterization. The improvement is also seen by smaller rmse of the wind speed
difference between measuring levels from the new parameterization compared to the control
one. Similar improvements of the new scheme were obtained (not shown) when the simulated
wind shears were compared for the periods when the simulated u∗ and 1/L differ for less than
15% of their standard deviation from the measured. This confirms that the improvement of
the description of the boundary layer wind does not come from the (wrong) specification of
the surface conditions but from the better representation of the boundary layer turbulence
by the new scheme.

5.6 Discussion and conclusions

Mellor-Yamada-Janjić (MYJ) surface (level 2) and boundary (level 2.5) layer parameterization
implemented in the WRF model was improved in order to obtain better representation of the
wind conditions in approximately lower hundred meters of Marine Planetary Boundary Layer
(MPBL). From available surface/boundary layer schemes in WRF, MJY scheme was chosen
as the most promising since it was shown that the TKE based schemes have, in general, a
better description of the boundary layer physics and are able to reproduce the vertical profiles
of wind and potential temperature better than the other two available first order (K-theory)
schemes (e.g. Alapaty et al., 1997). However, the simulated wind shear from the control
simulation (from original WRF model) shows consistent deviations with respect to the tower
measurements in the North Sea and Baltic Sea. In case of the stable (unstable) surface layer4,
the simulated wind shear was consistently lower (higher) than the observed. The differences
between the simulation results and observations were more pronounced closer to the surface
(in measurements at Östergarnsholm in the Baltic Sea where the height of measurements was
up to 30 m) than higher in the boundary layer (in measurements at FINO where the height
of measurements was between 40 m and 80 m).

The inadequate parameterization of the surface and lower boundary layer was identified
as the most probable cause for the deviation between the measured and simulated wind shear.
In order to improve the simulated wind shear, the MYJ surface and boundary layer param-
eterization was modified by changing the Master Length Scale (MLS) which is a parameter
controlling the turbulent diffusion and dissipation, pressure-strain and pressure-temperature
covariances. Both the closure assumptions and subsequently the definition of MLS are the
weaknesses of the scheme. Many definitions of the MLS exist some of them are cited in the
introduction of this paper. In the control MYJ scheme, the Prandtl mixing length scale is
used as the MLS in the surface layer and the combination of the Prandtl mixing length and
the length based on the bulk turbulent property of the boundary layer is used as the MLS
in the proper boundary layer (from the first model level to the top of the boundary layer)
(Mellor and Yamada, 1982). The new surface layer MLS is stability dependent and mimics the
enhancement (suppression) of the mixing efficiency in the unstable (stable) surface layer. In
the proper boundary layer, the new MLS is the combination of the stability adjusted Prandtl
mixing length, the length based on the bulk turbulent property of the boundary layer and the
length limiting the MLS due to the non-local surface forcing in the statically stable boundary

4Surface stability was characterized with the inverse Obukhov length (1/L).
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layer. Based on the high resolution wind measurements at FINO, we estimated that the MLS
is dependent on the stability. Although a lot of assumptions were made to estimate the MLS
from FINO measurements, the estimated length scale well agrees with the one from Nakanishi
(2001).

The wind speed itself is not much dependent on the parameterization used with the excep-
tion of only a few meters above the ground. There are other sources that cause inaccuracies
of the modelled wind speed, such as the poorly resolved mesoscale field used as initial and
lateral boundary conditions for WRF model. The improvement of the mesoscale field descrip-
tion may be achieved by the assimilation of the observational data such as from the nearby
measurement stations (e.g. Ruggiero et al., 1996), or assimilating the satellite measurements
for example from the surface winds (Atlas et al., 2001). However the parameterization affects
the near-surface wind shear. With the help of the idealized single column (SCM) simulations,
it was shown that in the case of the stable (unstable) surface layer the vertical turbulent ex-
change coefficients in the new parameterization near the surface are lower (higher) compared
to the control one. Lower (higher) near surface exchange coefficients are partially compensated
by higher (lower) wind shears and potential temperature vertical gradients, which results in
only slight difference of the near surface turbulent fluxes between the control and the new
parameterization. The new parameterization yield considerably different wind shears from
the control one in the first few tens of meters while higher in the boundary layer the difference
is smaller. Compared to the observational data, the wind shear from the new parameteriza-
tion shows considerably closer agreement with the measurements close to the ground (up to
around 30 m, at Östergarnsholm). Higher in the boundary layer (between 40 m and 80 m,
at FINO), the improvements are less evident. However, at the FINO measurement levels,
the wind shear is usually smaller and thus the measured wind shear is more prone to the
measurement errors than closer to the ground.

The change of the surface and boundary layer presented here was relatively simple in
terms of adjusting the WRF code. The introduction of the higher order MJY scheme (e.g.
Nakanishi, 2001) in the boundary layer by including new terms would be able to represent the
boundary layer physics in more accurate details and thus possibly predict the wind profiles
better. To change the surface layer scheme more than by just redefining integrated stability
functions fundamental adjustments of the code would be required. On the other hand even
simpler adjustments of the original MJY scheme by changing the values of the parameters B1

and Sq controlling the rate of the diffusion and dissipation of the TKE in (Eq. 5.27) as well
as α in the definition of the MLS (Eq. 5.2) was not successful. We were not able to obtain
the stability dependent corrections of the wind shear since by improving the wind shear in
the case of the stable (unstable) layer, the wind shear in unstable (stable) was worsened.

It was observed that the new parameterization, as well as the control one is very sensitive
to the correct specification of the lower boundary condition for the surface layer. The new
parameterization is even more sensitive to the surface stability than the original since it is
explicitly used in the definition of MLS. The adjustment of the boundary layer parameteriza-
tion was tested in the MPBL since the lower boundary condition is relatively homogeneous
compared to the land case where even small undulations of the terrain and vegetation het-
erogeneity complicates the land-atmosphere interaction. However in case of the MPBL the
dynamical interaction between the sea and the atmosphere must be taken into an account,
which mainly influence the momentum transfer between sea and atmosphere. In the current
version of WRF, the momentum forcing from the sea to the atmosphere is described by rel-
atively rough Charnock relationship. There is evidence that coupling the wave model to the
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atmospheric model is required to describe the dynamical coupling of the atmosphere to the
ocean which also improves the low level winds (Desjardins et al., 2000). The heat forcing is
controlled by the accurate specification of the SST and the diffusion layer parameterization.
It was found that in the Baltic Sea the relatively highly spatially resolved SST was needed in
order that the surface heat forcing was properly described.
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5.A MYJ equations in WRF model

The equations of the MYJ level 2.5 model which is used as a boundary layer parameterization
and MYJ level 2 model used for the surface layer parameterization are given. More details
can be found in Mellor and Yamada (1974, 1982) and Janjić (2002). The boundary layer
parameterization estimates turbulent exchange coefficients for momentum (KM ) and heat
(KH):

u′iw
′ = −KM

∂ui

∂z
where i = 1, 2

�

�

�

�5.19

w′θ′ = −KH
∂θ

∂z

�

�

�

�5.20

The nondimensional variables are defined: wind shear (GM ), vertical potential temperature
gradient (GH), diffusion coefficients for momentum and heat (SM and SH , respectively):

GM =
l2
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�
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�
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where l is the Master Length Scale and q2 Turbulent Kinetic Energy (TKE q2 = 1
2u

′2
i )5. The

MYJ level 2.5 model can be written with two algebraic equations relating the nondimensional
wind shear and vertical potential temperature and prognostic equation for TKE:

SM (6A1A2GM ) + SH(1 − 3A2B2GH − 12A1A2GH) = A2

�

�

�

�5.25

SM (1 − 6A2
1GM − 9A1A2GH) − SH(12A2

1GH + 9A1A2GH) = A1(1 − 3C1)
�

�

�

�5.26

∂q2

2∂t
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∂q2

2∂xi
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∂
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(
lqSq
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2∂z

)
= −w′u′

∂U

∂z
− w′v′

∂V

∂z
+ βgθ′w′ − q3

B1l

�

�

�

�5.27

The values of parameters A1, A2, B1, B2, C1 and Sq are given in Janjić (2002). Turbulent
exchange coefficients (KM and KH) and consequently the turbulent fluxes can be calculated
from the Eqs. 5.25 - 5.27, using the definitions of nondimensional vertical gradients. The
MYJ, level 2.5 scheme is known to be numerically unstable in case of the rapidly growing or
rapidly decaying turbulence due to the assumptions of near-isotropy of the turbulent fluxes
(e.g. Helfland and Labraga, 1988). Janjić (2002) solved the instability problem by imposing
upper limit to the MLS, which is the function of the local TKE.

MYJ level 2 model is obtained by assuming local equilibrium between production and
dissipation of TKE. With this assumption the prognostic equation for the TKE simplifies
to the algebraic equation. The flux Richardson number (Rf ) which represent the surface
stability is defined as:

Rf =
g
Θθ

′w′

u′iu
′

j
∂Ui
∂xj

�

�

�

�5.28

The nondimensional diffusion coefficients for momentum and heat are expressed as:

SM = 3A1
γ1 − C1 − (6A1 + 3A2)Γ/B1

γ1 − γ2Γ + 3A1Γ/B1
(γ1 − γ2Γ)
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SH = 3A2(γ1 − γ2Γ)
�
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�5.30

Where new stability function (Γ) and constants are:

Γ =
Rf

1 −Rf
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γ1 =
1

3
− 2A1

B1
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�5.32

γ1 =
B2 + 6A1

B1

�

�

�

�5.33

In the WRF model, the surface layer is written based on the Monin-Obukhov (MO) simi-
larity theory.  Lobocki (1993) showed that MY level 2 can be expressed in terms of the MO

5Dashes represent anomalies from Reynolds averaged values and other variables have their usual meaning.
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similarity theory with the proper surface stability functions. In WRF instead of the surface
stability functions from MYJ level 2 model, Paulson integrated stability functions are used
(Chen et al., 1997) in the unstable surface layer (Chen et al., 1997) and stability functions
from Holtslag and de Bruin (1988) in the stable.

Over the sea the boundary condition for the momentum, heat and moisture at the lower
surface layer is related to the surface values through the parameterization of the thin diffusive
layer (Liu et al., 1979; Janjić, 1994). The diffusive layer exists only when the friction velocity
is small enough, i.e. the sea is smooth. The Sea Surface Temperature (SST) is prescribed as
the boundary condition and is kept constant through the simulation period. The roughness
length is calculated using the Charnock relationship (Janjić, 1994) from the friction velocity.
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6
Summary and General Conclusions

Wind energy is a relatively new industrial sector providing clean and renewable electricity.
The nort-hwestern Germany is a region with abundant wind energy resources. Therefore, an
increase of utilization of wind energy in Germany has been almost exponential over the last
decade. Renewable energies, including wind help to decrease demand of energy from fossil
fuels and thus help to combat the global climate change. Above all, technological development
within the wind energy sector contributes to technological progress also providing new jobs in
a new wind industry sector while reducing dependency on fossil fuels. It is expected that in the
next decades, most suitable onshore locations for wind energy in Germany will be exhausted.
Therefore, a tremendous growth of offshore wind energy (in North Sea and Baltic Sea) is
foreseen. Modern wind turbines convert the kinetic energy of the wind to the electricity.
The knowledge of the near-surface wind conditions is crucial for planning and operating wind
farms. In addition, extreme wind conditions are important for risk assessment. In this work,
we tackled some questions related to i) estimation of wind resources mainly over North Sea on
different time scales (Ch. 3), ii) possible change of wind resources over the Northern Atlantic
and Europe in the future climate (Ch. 4) and, iii) numerically modelling of the near surface
wind speeds (Ch. 5).

The wind resource estimation (i.e. the mean Near Surface Wind Speed (WS) and its
variability) of the specific wind farm location must be preformed in the early stage of its
planning in order to predict the produced wind power and thus the feasibility of wind farm.
Estimating wind resources over the North Sea is complicated since only a few and relatively
short time series of WS measurements exist. Therefore, one has to depend on the simulations
by the numerical models such as the atmospheric reanalysis datasets. In the first part of the
thesis (Ch. 3), we compared how well WS is represented in the different reanalysis datasets.
It was clearly shown that the mean WS crucially depends on the details of the reanalysis
model, specifically on the parameterization of the boundary layer and other surface processes.
For example, the mean WS at 10 meters height (WS10) over the German Bight from two
similar reanalysis models (NCEP and NCEP2) differ around 2 m s−1 (at mean WS10 of
∼ 6 m s−1-10 m s−1) (Fig. 3.1), where the main difference between those two models is the
parameterization of a boundary layer. On the other hand, the time-variability of the WS10
among different reanalysis datasets agree well. Above all, the variability of WS10 over the
Northern Europe is not crucially dependent on the model resolution (except at the coastline),
since WS10 is spatially well correlated. The high spatial correlation of WS10 is not optimal for
large scale wind energy utilization, since all wind turbines in a North-European region would
have a same tendency of a produced power leading to high fluctuations of total produced
wind power. This might be different when considering the wind variability on the whole
European scale. The reason for high spatial correlation of WS10 variability over the North
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Europe is that the WS10 variability is well defined by the large scale circulation patterns,
which can be characterized from the Sea Level Pressure (SLP). Therefore, understanding
the variability of the relevant circulation patterns is a suitable basis for understanding the
variability of WS10. We found that most of the WS10 variability over the Northern Europe
can be described by three circulation patterns defined as a SLP difference between i) the
South-Western Europe and Iceland, ii) Scandinavia and Iceland and, iii) Scandinavia and
North Atlantic (Sec. 3.3.2). Similarly, the extreme WS10 over German Bight have been
related to different circulation patterns (Sec. 3.3.3). The extreme WS10 was found to be
related to only one extreme circulation pattern, which is described by the anomalously low
SLP over Scandinavia. However, the time series of the circulation pattern and the extreme
WS10 were significantly different in terms of the trend and long term variability in the latest
few decades. Namely, the interannual to decadal variability of the extreme circulation pattern
was surprisingly low compared to the extreme WS10. This result indicates that the extreme
WS10 over German Bight from the reanalysis is not reliable. Above all, the result helps to
clarify the controversy of the extreme WS trend in the recent literature (more details can be
found in Sec. 3.3.3 and Sec. 3.4). Some researchers based on the measured WS, argued that
they found a significant trend of extreme WS over last decades, while others estimated the
trend from the SLP patterns and argued that the trend of the extreme WS was not present.

Although a possible change of the near-surface wind climate can have a prominent impact
on produced wind power, the influence of the climate change on wind resources has not yet
been fully investigated. Therefore, in the second part of this thesis (Ch. 4) the climate change
of the WS over the North Atlantic and Europe was estimated. Earth climate can be simulated
with a Global Circulation Models (GCMs), which describe the dynamics and the physics of
the atmosphere and couple it to ocean, land and ice. The development and simulations of the
climate with GCMs is extremely expensive. Therefore, only few climate centres worldwide
can afford to do it. Intergovernmental Panel on Climate Change (IPCC) is an international
body which encourages the climate research and evaluates the impact of the climate change
on the society, based mainly on the results of the ensemble of GCMs. The results of the
GCM simulations used for the last (fourth) IPCC report are freely available for the research
community, but unfortunately WS is not one of the accessible parameters. In this work, we
estimated the climate change of the WS based on the climate change of the relevant SLP
based large scale patterns. Our approach was to find the relevant WS patterns and relate
them to the SLP circulation patterns in the past climate (based on reanalysis data used as a
replacement for the measurements). To estimate the climate change of WS, we compare the
change of time series of SLP patterns as simulated by an ensemble of GCM simulations of
the past to future climate and relate the change of time series of SLP patterns to the change
in the magnitude of WS. For the past climate, we used GCM results forced by the observed
concentrations of greenhouse gasses and for the future climate the results are based on the
IPCC A2 greenhouse gas scenario. IPCC A2 scenario represents a more divided world with
a slower technological change and is one of the high IPCC emission scenarios. Different WS
and SLP patterns than the ones found in Ch. 3 were searched for the following reason. The
patterns in Ch. 3 were optimized to explain the highest possible variance of WS data in order
to describe most of the WS variability. Now that we are searching for the highest change
in the WS, the new WS modes are optimized to explain the largest part of the WS trend
which on the multidecadal time scales leads to climate change of WS. The whole analysis was
preformed for each season of the year independently, since WS climate over the Europe and
North Atlantic is expected to be seasonally depended mainly due to the movement of the
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polar front northward (southward) in the warm (cold) part of the year. Our results showed
that in every season, only one WS pattern was enough to explain the significant part of
WS trend and this pattern is related to SLP pattern similar to North Atlantic Oscillation
(NAO). This result is not surprising, it is well documented that NAO explains the highest
part of the SLP trend in the past climate. The results from Ch. 3 indicate that the NAO like
pattern explains the largest part of the WS variance, but this analysis shows that the NAO
like pattern is enough to explain the significant trend of WS. Before deriving the climate
change of WS, we compared the time series of the relevant SLP patterns from GCMs in
the past data with the time series of the patterns obtained from the analysis of more than
a century long measurements of SLP. Time series of SLP patterns from measurements and
GCMs are considerably different in their variability. The time series from measured data show
an important inter-annual variability and thus significant correlation from year-to-year, while
the time series from the GCM patterns are random on the year-to-year basis. It has been
documented in the literature that time series of NAO simulated by GCMs do not properly
represent the measured long term variability of NAO. The reasons for this seem to be not
yet clear (look in Sec. 4.6 for details) and are currently under investigation. Nevertheless, we
estimated the change of the WS in the future climate. The most dramatic change is found
in the winter season, where the expected increase of the WS over most of the Atlantic was
observed. In other seasons, the change toward a decrease in WS over the north-western part
of Europe and increase over the north-western Atlantic is expected. However the magnitude
of those changes is lower compared to the change in winter and also not consistent among the
models. The main limitation of this study, as well as any study that statistically estimates
the climate change is, that the change in WS patterns observed to be significant in the past
climate are considered, while the possible new WS patterns or change of the location of WS
patterns from the past to the future are not accounted for. However, the study shows the
the coherency of majority of the GCMs in explaining the large scale forcing responsible for
climate change of WS. Results of this study could also be used to select a few representative
GCM simulation results in order to describe most of the large scale variability relevant for
WS forcing and refine them by dynamically downscaling.

As already discussed, the near surface wind speed simulated by numerical models is cru-
cially dependent on the details of the model. In the atmospheric marine boundary layer,
one crucial part of the model is parameterization of turbulence in Planetary Boundary Layer
(PBL). In Ch. 5 we investigated how well WRF mesoscale model is suited for requirements
of wind power forecasting and wind resource estimation. The PBL parameterization was
carefully chosen from the available schemes in order to simulate the physics of boundary layer
turbulence as well as possible. We used Mellor-Yamada-Janjić (MYJ) scheme, which is based
on the prognostic equation for the Turbulent Kinetic Energy (TKE) and the turbulent mixing
coefficients are a function of TKE. Hindcast simulations of the atmospheric conditions over
North Sea and Baltic Sea were preformed with WRF model and the results were compared
to the measurements platform at i) FINO in North Sea which measures the atmospheric con-
dition from 40 m above mean sea level to around 100 m and represents the lower part of the
boundary layer; ii) Östergarnsholm in Baltic Sea which measures the atmospheric conditions
below 40 m and represents roughly the surface layer. Both measuring platforms are located so
that they represent open sea (marine boundary layer) conditions. WRF simulated WS agrees
well with the measurements at both measuring platforms, indicating that the WRF model
is suitable for the predictions or resource assessment of wind power. However, we found a
bias of simulated vertical wind shear. In case of stable surface layer, the simulated vertical

131



CHAPTER 6. SUMMARY AND GENERAL CONCLUSIONS

wind shear was too low and in case of unstable surface layer the vertical wind shear was too
high. The difference between the measurements and the simulations was most obvious at the
lower heights (at Östergarnsholm). Parameterization of PBL was identified as the most prob-
able reason for a wind shear bias. We have investigated several possibilities of adjusting the
boundary layer scheme to better simulate the wind shear especially in the lower part of the
boundary layer. We found that the optimal adjustment was changing the equation for master
length scale which is part of MYJ scheme and controls the diffusion and dissipation of the
turbulent fluxes as well as serves as a closure assumption for the pressure-strain covariance.
Among others, the master length scale was made dependent on surface stability. We found
an evidence in the literature as well as from the FINO measurements, that the master length
scale should be stability dependent. With the adjusted parameterization, the simulated wind
shear close to the surface was significantly improved. The difference between the wind shear
from the original and the improved parameterization was shown to be highest close to the
surface (up to around 60 m) where also the simulations poorly matched the measurements,
while higher in the boundary layer the differences was less obvious.

The wind shear simulated with WRF very close to the surface (up to ∼ 20 m) over
the marine boundary layer can be problematic, especially in the areas of swell conditions
(long waves propagating away from the area of formation), where the wave forcing on the
atmosphere plays an important role. WRF cannot simulate swell forcing on the atmosphere,
since it couples the atmosphere with the ocean through the simple Charnock relation, which
assumes the local equilibrium between the wind and waves. In case of the propagating ocean
waves and thus non-equilibrium state (swell), the ocean can feed the atmosphere with the
momentum and thus influence the wind shear close to the surface. To simulate the coupling
of the atmosphere to the ocean, ocean wave model would have to be run and coupled to the
atmospheric model. Some improvements in the boundary layer parameterization might be
achieved by accounting for intermittence in the stable boundary layer. One approach is to
use the current parameterization in a stochastic way. With the stochastic parameterization,
the intermittency of the turbulence as well as wind gusts can be simulated. In the convective
boundary layer, numerical models parameterize turbulence with a convective parameterization
and PBL parameterization separately. It has been suggested in literature that joining two
parameterizations could improve the simulated structure of the convective boundary layer.
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• K. Sušelj and A. Sood: Improving Mellor-Yamada-Janjić parameterization for lower Ma-
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