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Audio quality is an important aspect of hearing aids, hearables, and sound reproduction
systems because the signal processing of such devices might alter the spectral composition
or interaural differences of the original sound and thus might degrade the perceived audio
quality. Consequently, an audio quality model applicable to such devices requires accounting
for monaural and binaural aspects of audio quality. Flefner et al. successfully predicted
overall audio quality by combining a monaural and binaural audio quality model, which is
computationally expensive and thus limits the scope of application. In order to also cover time-
critical applications, such as real-time control of algorithms in audio and hearing technology,
the authors present a computationally efficient model for overall audio quality in listeners with
normal hearing. The suggested model was evaluated with six databases including quality ratings
for music and speech signals processed by loudspeakers and algorithms typically applied
in modern hearing devices (e.g., acoustic transparency, feedback cancellation or binaural
beamforming). The presented model achieved a high prediction performance, indicated by the
mean Pearson correlation of 0.9 similar to the more complex model of Flef3ner et al., while its

calculation time is substantially lower.

0 INTRODUCTION

Audio quality is an important aspect of many signal
processing applications ranging from hearing devices to
sound reproduction systems. For the evaluation of the per-
ceived audio quality of algorithms or devices, listening tests
are considered as the “gold standard.” These tests can be
carried out as reference-free tests (e.g., [1]), where listen-
ers rate the audio quality of a processed speech or au-
dio signal without any given unprocessed reference sig-
nal or as reference-based tests (e.g., [2, 3]), comparing
processed and unprocessed (reference) signals. Such lis-
tening tests are typically time consuming and expensive
and often require expert listeners to gain reliable quality
judgements. To overcome these disadvantages, several in-
strumental audio quality measures have been developed
(e.g., [4-T7D).

In addition to evaluating signal processing algorithms,
instrumental quality measures can also be applied to con-
trol algorithms, provided they are computationally efficient.
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Similarly as for the above-mentioned listening tests, instru-
mental measures may either predict audio quality without
(reference-free or nonintrusive) or with a given reference
signal (reference-based or intrusive) as required by the in-
strumental measures considered in this study. Reference-
based instrumental measures typically predict signal fi-
delity between test and reference signals. They do not cap-
ture the listener’s preference, which might depend on the
type of stimulus and the room acoustics. For example, Kates
and colleagues [8] found that a high interaural cross correla-
tion (IACC) corresponded to higher speech clarity ratings,
while a low IACC corresponded to greater apparent source
width ratings. Thus, depending on the stimuli and context,
a listener might prefer acoustically “dry” rooms providing
a high TACC for speech (because it facilitates understand-
ing speech), reverberant rooms providing a low IACC for
classical music (because it improves the spatial impression
[9]), or rooms with intermediate IACC for a jazz club set-
ting. The instrumental quality measures in this study do not
provide predictions about the listener’s preference ratings.

One relevant field of application for instrumental audio
quality measures are wireless and smart headphones, in the
following denoted as hearables. These devices have become
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increasingly popular because, in addition to their traditional
use for listening to music and streaming audio, they offer
signal processing features typically used in hearing aids to
restore ambient sound for (hard of hearing) listeners [10].
The signal processing typically involved, such as noise sup-
pression, beamforming, hear-through processing, nonlinear
amplification, or attenuation, potentially alters the spectral
composition or interaural differences of the original sound.
This might be perceived by the listeners as spectral or spatial
distortions, degrading the audio quality of signals. Hereby,
hear-through processing aims at a natural (ideally acousti-
cally transparent) representation of the external acoustical
environment without perceivable distortions, similar to the
sound impression with an open ear (without inserted de-
vice). This enables perceptually authentic conversations as
well as awareness of the acoustic scene, both important in
real life but also for augmented, mixed, and virtual-reality
applications [11].

Because the human auditory system is limited in its abil-
ity to resolve monaural (spectral and temporal) and bin-
aural differences, i.e., interaural level differences (ILDs)
and interaural time differences (ITDs), an authentic hear-
through processing does not require the exact reproduction
of the open-ear signal at the eardrum. A previous study
[12] has shown that much of the distortion associated with
the hear-through mode in hearables and smart headphones
can be attributed to monaural, spectral coloration cues.
However, degraded binaural cues play a significant role in
standard hearing device algorithms, such as binaural noise
reduction and beamforming [13-16]. Given that binaural
cues offer substantial advantages for speech intelligibil-
ity in realistic, complex acoustic conditions [17-20], for
sound localization [21, 22] as well as for listening effort
[23], changes in (monaural) spectral coloration alone may
not be a sufficient predictor for overall audio quality in
such cases.

In the context of hearing aid processing, several recently
suggested algorithms for noise reduction or dereverberation
were designed not only to improve speech intelligibility but
also to preserve binaural cues. Algorithms presented in [15,
14] aimed at finding an optimal trade-off between noise re-
duction performance and the preservation of the interaural
coherence for diffuse noise fields in order to maintain the
spatial impression of the acoustical scene. The binaural de-
reverberation algorithm presented in Jeub et al. [24] was
designed to suppress reverberation while maintaining bin-
aural cues. Their listening test showed that for the objective
assessment of such binaural-cue-preserving algorithms, in-
strumental quality measures require accounting for spatial
quality aspects, indicating whether the algorithm alters the
spatial perception of the original sound. Although quality
of spatial and surround sound reproduction was not specif-
ically addressed in this study, outcomes for such systems
[25] support the findings from the previously mentioned
studies, highlighting the importance of (monaural) spec-
tral and binaural cues for audio quality ratings. Rumsey
and colleagues [25] found that spatial fidelity accounted
for approximately 30% of the basic audio quality rating of
degraded multichannel audio signals. Therefore, they sug-
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gested to include both timbral and spatial quality aspects in
future perceptual models of audio quality.

Given that this study aims to provide an instrumental
measure for assessing the overall audio quality of hearing
devices and sound reproduction systems, from the above-
mentioned studies, it seems reasonable to incorporate spec-
tral coloration and loudness cues as well as binaural cues
because they often seem to be the most relevant cues. In
the past, several monaural instrumental measures for the
assessment of speech and audio quality have been devel-
oped [5, 26, 6, 27-31, 4, 32], often designed for different
specific applications, such as quality predictions for audio
and speech codecs, hearing-aid signal processing, or loud-
speaker and headphone distortions. In comparison to those
monaural measures, only a few instrumental measures that
capture binaural audio quality aspects have been developed
[33-37], while such aspects are expected to be important in
hearing devices [15, 14, 38-40, 16, 13] and (multichannel)
loudspeaker-based sound field reproduction [41, 42, 25].

One publicly available binaural instrumental audio qual-
ity measure is the binaural auditory model for audio quality
(BAM-Q [33]), an intrusive measure that is based on a per-
ceptually motivated direction of arrival estimation model
[43]. It estimates spatial audio quality based on differences
between the test and reference signal in ILD, ITD, and an in-
teraural coherence measure called interaural vector strength
(IvS).

In order to predict overall audio quality for signals im-
paired by monaural, binaural, or combined monaural and
binaural distortions, FleBner et al. [7] suggested the instru-
mental audio quality measure MoBi-Q. Their model com-
bines the outputs of the binaural BAM-Q and the monaural
Generalized Power Spectrum Model for quality (GPSM1
[6]) so that overall audio quality is determined by the lower-
quality aspect, i.e., either monaural or binaural. The GPSM4
represents an audio quality extension of the psychoacoustic
and speech intelligibility model GPSM [44—-46]. The com-
bined model MoBi-Q has been shown to account for several
artificially introduced monaural and binaural distortions [7]
and distortions occurring in hearables [12].

So far, computational efficiency of binaural quality mod-
els was not specifically considered. In contrast to combin-
ing the outputs of established models, each comprehensive
monaural and binaural models, efficient monaural and bin-
aural model for quality (eMoBi-Q) combines previously
established relevant cues such as spectral coloration, loud-
ness, and binaural cues within a simpler model structure
than in MoBi-Q.

In this regard, three recent findings were utilized:

(1) It has been shown that peripheral filtering in the inner
ear limits the bandwidth of both monaural and binaural
processing bands in the same way [47-49]. Therefore, the
monaural and binaural cues were extracted from the same
bandpass signals using a single peripheral filterbank.

(2) Mammalian encoding of ITDs is best described as a
two-hemisphere code [22, 50]. Therefore, the complex cor-
relation coefficient y was used as a sufficient but compact
formulation of the two-hemisphere code, reflecting coher-
ence as the magnitude, i.e., the envelope of the correlation
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function, and the interaural phase difference (IPD) as the
argument. Low coherence, on the one hand, reflects a dif-
fuse intracranial image. This has been associated with the
TACC—which is the real part of y—in, e.g., architectural
acoustics [51]. The IPD, on the other hand, reflects lat-
erality. The definition of y, known from optics [52], thus
provides a general description of the relationship between
two waves. Applied to the context of binaural perception,
it combines physiological plausibility with high predictive
power in behavioral data and mathematical efficiency [53,
49].

(3) Because the spectral coloration and loudness cues
in combination with the binaural cues have been shown to
predict overall audio quality for hearing devices and sound
reproduction systems, eMoBi-Q extracts the monaural and
binaural features directly from the output of the peripheral
filters, without fine-structure and modulation filtering.

Therefore, this study aims to provide a simpler and thus
computationally more efficient alternative to MoBi-Q. It is
specifically targeted at assessing the sound quality of hear-
ing devices and sound reproduction systems and consists of
the linear path of GPSM4 combined with y and ILDs as new
binaural features to mimic the perception of binaural cues,
replacing the more-complex BAM-Q. At the same time, it
will be explored whether v is suited to assess binaural au-
dio quality. The proposed model is termed “efficient model
for combined assessment of monaural and binaural audio
quality” (eMoBi-Q), where the “e” symbolizes the compu-
tational efficiency obtained by (1) replacing the binaural
model BAM-Q by the y and ILD features, (2) only using
the linear part of GPSMY, (3) using one preprocessing stage
with consistent time frames for all model features, and (4)
using a very simple backend that associates larger differ-
ences between test and reference signals with lower audio
quality.

Given that the proposed eMoBi-Q was developed for
audio quality predictions of distortions as they may occur
in loudspeakers or modern hearing devices, six databases
including music, speech, and noise signals processed by
loudspeakers, algorithms for hear-through processing, feed-
back cancellation, binaural beamformer, and artificial bin-
aural distortions were used for the evaluation as they cover
a large range of relevant distortions. The performance of
eMoBi-Q was compared with the more complex binaural
quality measure BAM-Q and the combined quality measure
MoBi-Q.

1 MODEL DESCRIPTION

The architecture of the suggested quality measure
eMoBi-Q allows for simultaneously analyzing the binaural
and monaural features in real time on a unified time scale,
providing a frame-by-frame estimate of the binaural and
monaural contributions to overall quality.

The relative contribution and perceptual range of the
binaural features, y and ILD, were first calibrated by hand
such that eMoBi-Q best replicated ratings in a database
of subjective quality ratings of the hear-through mode of
hearables [54], following Biberger et al. [12], since the
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Fig. 1. Block diagram of the proposed model. In both the monaural
[local DC power P(n, p)] and binaural [y(p, n), ILD(p, n)] paths,
the frequency channels p are combined in an optimal manner. The
n consecutive 400-ms time frames are combined in an optimal
manner for the binaural features and averaged for the spectral
coloration feature. Gray lines denote envelope low-pass filtering
of the audio signals; dashed lines denote that the discriminability
d was obtained from comparing a test signal with a reference
signal.

model is aimed at applications in modern hearing and head-
phone technology. The model was then evaluated with six
databases covering a broad range of monaural, binaural,
and combined distortions. These databases include audio
quality ratings on the acoustical transparency of binau-
ral noise reduction algorithms, binaural magnification and
adaptive feedback cancellation (AFC) in hearing devices,
loudspeaker distortions, and the acoustical transparency of
hearing device prototypes. The considered databases are
based on the assessments of normal-hearing (NH) listeners
and accordingly the model reflects NH.

Fig. 1 shows the block diagram of the suggested model.
It requires processed (distorted) test and unprocessed ref-
erence signals with either one-channel (monaural) or two-
channel (binaural) audio signals as input. In the following,
the model frontend with joint preprocessing stages and the
calculation of monaural and binaural features are explained,
followed by the description of the backend where monau-
ral and binaural features are combined to the final audio
quality measure.

1.1 Frontend
1.1.1 Preprocessing

Basilar membrane filtering of the left and right input
signals was modeled by a linear fourth-order gammatone
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filterbank [55, 56], as implemented by Hohmann [57]. This
results in 29 bandpass-filtered signals with center frequen-
cies between 315 Hz and 12.5 kHz that have equivalent
rectangular bandwidths (ERBs) according to Glasberg and
Moore [58]. The covered frequency range has been found
to be sufficient to capture the distortions that occur in hear-
ables [12], which are mostly redundant in a wider frequency
range, so that a wider frequency filter range does not provide
any additional benefit. Since this is also expected for binau-
ral distortions of hearing devices, and in order to provide a
unified monaural and binaural frontend, the same bandpass
signals are used in both the monaural and binaural model
features.

The processing stages in the monaural and binaural path
process the bandpass signals in consecutive time frames
of 400 ms. The time-frequency signal elements of the left
and right ear signals are denoted as I(n, p) and r(n, p) for
a time frame n and frequency band p. A first-order low-
pass filter with a 150-Hz cutoff frequency was applied to
the envelope to model the limited sensitivity to envelope
fluctuations [59]. The low-pass—filtered envelope affected
the monaural spectral coloration feature, ILD feature, and
vy feature for frequency bands above 1,300 Hz. However, no
low-pass filtering was applied to the temporal fine-structure
processing realized by the y feature in frequency bands
centered below 1,300 Hz.

1.1.2 Monaural Spectral Coloration and
Loudness Feature

The monaural feature was calculated by adopting the
power spectrum path of the GPSM!? [6]. In case of two-
channel (binaural) input signals, left and right channels
were concatenated. The Hilbert envelope, calculated for
each of the complex-valued gammatone filterbank outputs,
was filtered by a first-order low-pass filter with a 150-Hz
cutoff frequency to account for the decrease of modulation
sensitivity with increasing modulation frequency. The local
DC power was extracted from the low-pass—filtered enve-
lope signals. It is half the squared mean of the envelope E
across the time frame n of a frequency band p:

_Ewp)

P(n, p) = — (D

Elements with a local DC power below the hearing thresh-
old in quiet [60] were set to that threshold.
As in Biberger et al. [6], local power increments SNRj,¢;
were computed as'
Piesi(n, p) — Pres(n, p)

SNR(”: p)incr = I2 f(l’l p) (2)

'Since the spectral coloration feature was adopted from
GPSMY, the term SNR was also used as historically established in,
for example, the underlying GPSM, which predicts psychoacous-
tic masking and speech intelligibility [44]. However, in the context
of audio quality, “signal” and “noise” refer to “processed by de-
vice under test” and “unprocessed reference,” respectively. Thus,
a high SNR means a high local power increment or decrement,
which, although unintuitive, means strong distortion.
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and local power decrements SNRge., as

P, ,p)— P, ,
SNR(n,p)decr _ ref(n P) test(n P). (3)

Pieg(n, p)
An upper limit of 13 dB was applied to each time-frequency
element of SNR(n, p)iner and SNR(#, p)gecr, resulting in a
dynamic range of 26 dB in total. Then SNR(#, p)iner and
SNR(7, p)gecr are averaged across time segments resulting
in SNR(p)incr and SNR(p)decr-

1.1.3 Binaural Features

Two binaural features
gammatone-filtered signal:

1.1.3.1 Complex Correlation Coefficient y The
complex-valued correlation coefficient was used because it
conveniently combines information about both the interau-
ral coherence |y|, reflecting the perceptual compactness of a
sound, and the mean IPD as arg{y}, reflecting laterality. It is
a mathematical formulation of the two-hemisphere channel
code underlying neural encoding of interaural differences
in mammals [22, 50], capturing temporal fluctuations in the
interaural phase. This feature and its assumption on filter
bandwidth has been psychoacoustically validated by Encke
and Dietz [53], Eurich et al. [49], Eurich and Dietz [61],
and Dietz et al. [48].

The gammatone filterbank implementation [57] provides
complex-valued outputs signals /(n, p) and r(n, p), utilized
for computing the complex correlation coefficient y:

were extracted for each

I(n, p)yrn,
v p) = /(n p)r(n, p) ’ @

VG pPIr(n, p)P

where o denotes the mean over the duration of the time
frame. For frequency bands with center frequencies below
1,300 Hz, y operates on the temporal fine structure of the
bandpass signals, while above of 1,300 Hz, it operates on
their Hilbert envelopes. This mimics the sensitivity to IPDs
in the temporal fine structure at low frequencies as encoded
by the human medial superior olive in combination with the
sensitivity to IPDs in the envelope at higher frequencies as
encoded by the lateral superior olive [62, 63]. Asin [49, 61],
Fisher’s z transform was applied to the coherence (i.e., |y|)
to normalize the variance and to account for the increasing
sensitivity to changes in coherence toward unity. To avoid
infinite sensitivity, y was multiplied by 0.9 [49, 61].

1.1.3.2 Interaural Level Differences 1LDs were ex-
tracted as the logarithmic power ratio between left and right
signals:

Pi(n, p)
Pr (na p)
The model’s sensitivity to binaural distortions was ob-

tained as the difference between the frontend outputs of
reference and test signals, denoted as d':

ILD(n, p) = 101og( ). 5

d;(l’l, P) = [Yeet(n, P) — Viest(n, p)I, (6)
di p(n, p) = |[ILDet(11, p) — ILDyesi(n, p)|. @)

An upper limit of 10 dB (calibrated to the hear-through-
mode database [54]) was applied to dj; (1, p) (cf. BAM-Q
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[33]) to mimic the perceptual saturation of laterality and
to avoid disproportionately large ILDs at moments of very
low one-sided DC power.

1.2 Backend

For d\’/(n, p) and df ,(n, p), information was optimally
combined across time frames n and frequency bands p, i.e.,
assuming a linear, independent combination:

d = /Z > d'(n. p). )
n P

The weighted optimal combination of the two binaural fea-
tures’ sensitivity indices gives the output of the binaural
model path:

dyin = /AP + adiip, )

where the relative weight a = 1/13 of the ILD feature was
calibrated using the database on the hear-through mode of
hearables [54].

Adopted from Biberger et al. [6], the monaural incre-
ment and decrement SNRs, SNR(p)iner and SNR(p)gecr,
were combined by taking the mean for each auditory filter,
resulting in SNR(p)on- These monaural SNRs were then
optimally combined across frequency bands providing the
single-valued SNRy,,, to which a logarithmic transforma-
tion was applied with lower and upper bounds, similarly as
applied in [6] to limit the range of the perceptual submea-
sure:

! = min(max(101og(SNR ;o) + 10, 0), 26).  (10)

mon, lim

The dynamic range of the binaural d};, is limited by a
lower bound of zero and upper bound of 23, calibrated to
the hear-through-mode database [54]. The perceptual range
of both model paths was normalized to d,,,., € [0; 1].

While the sensitivity indices of the model, d’, represent
the perceptual distance between reference and test signals,
the predicted audio quality was obtained as 1 — d/ . .> This
allows for adopting the linear monaural frontend from [6]
and combine it with the new binaural frontend without
further calibration.

In psychoacoustic detection tasks, monaural and binau-
ral cues are usually best described by an optimal combi-
nation [53]. However, FleBner et al. [7] concluded from
the combination functions tested for MoBi-Q that the over-
all audio quality is dominated by the lower-quality aspect.
For eMoBi-Q, selecting the lower-quality component, i.e.,
monaural or binaural, also yielded better results than an op-
timal combination (not shown). Therefore, in order to pro-

>The Weber law suggests that a logarithmic 4’ axis is more
likely to reflect perception than a linear axis [64]. This would
suggest associating log(1/d’) with audio quality rather than 1 —
d'. However, a backend based on log(1/d’) did not give better
results and requires a modification of the d,op, 1im adopted from [6].
Therefore, in this work, a linear association of &’ with audio quality
is used, which provides simplicity paired with performance. For
future backends, e.g., involving a neural network, a logarithmic
association of d’ and audio quality may be preferred.
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vide a simple but well-performing combination, the lower-
quality component was selected as the overall quality rating.
However, the features provided in this model can also be
used with other backends (see SEC. 4.3). This combined
version of the model was used to predict the subjective rat-
ings of the seven databases described below. Additionally,
the performance of the monaural and binaural paths in iso-
lation was compared to previous models, which is discussed
in SEC. 4.1.

2 DATABASES

All databases, including subjective quality scores and
signals, used in this study were made available from the
authors of the respective study. The hear-through mode
database of Schepker et al. [54] was used for calibration
of the relative weight of the binaural features, i.e., y and
ILDs, as well as upper bounds of ILD cues and of the bin-
aural path, cf. [12]. Six further databases covering a broad
variety of monaural, binaural, and combined monaural and
binaural distortions, because they typically occur in loud-
speakers and hearing technology, were used to evaluate the
“calibrated” model.

The hear-through mode database consists of 120 speech
(female, male) and music (jazz, piano) items, sampled at 48
kHz. The study aimed to assess the audio quality of various
hearables, including six commercial devices and three re-
search devices, in the hear-through mode. To achieve this,
recordings were made using a mannequin head equipped
with the hearables in a laboratory environment with moder-
ate room reverberation (T60 & 0.45 s) to assess the devices
in realistic but controlled acoustic conditions. Four audio
signals were recorded for three playback directions (az-
imuths of 0°, 90°, and 225°) with loudspeakers placed at
a distance of approximately 2 m from the mannequin head
and adjusted in height to be at ear level with the mannequin
head. The mannequin head’s open-ear recordings served as
the reference signals, ensuring that the sound transmission
to the eardrum through the hearable devices matched the
acoustic transparency of the open-ear reference. The oc-
cluded ear was used as an anchor signal. The subjective
evaluation of the hearables was conducted with 17 NH par-
ticipants by employing a framework like Multiple Stimulus
with Hidden Reference and Anchor (MUSHRA).

The following six databases were used for model evalu-
ation. The subjective quality ratings for all these databases
were measured in headphone experiments in sound-isolated
booths with participants who had NH.

2.1 Binaural Distortions

The database by FleBner et al. [33] has 114 items, con-
sisting of speech, music, and pink noise signals with a
duration of 10 s. The reference signals were diotic and thus
perceived in the middle of the head as a narrow spatial im-
age. The test signals were manipulated in [LDs and ITDs to
change the perceived apparent source width, listening en-
velopment, and direction of arrival of the sound source. The
listeners rated the perceived difference between a reference
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and various test signals on a numerical rating scale ranging
from 100 (“no difference”) to O (“very strong difference”)
by using a procedure similar to the MUSHRA method.

The binaural magnification database, including eight
items, sampled at 44.1 kHz, was taken from [33], com-
prises binaural hearing aid algorithms [65], and magnifies
binaural ILD and ITD cues to improve the spatial separation
between sound sources. The algorithm was applied to one
speaker in a conversation scenario who talks with another
(unprocessed) speaker. Such processing shifts the perceived
location of the processed speaker, while the spatial position
of the other talker does not change. In the unprocessed ref-
erence signal, both speakers were perceived in front of the
receiver. Different degrees of magnifications were tested,
and ten NH listeners rated the overall difference between
the reference and test signals by using a procedure similar
to MUSHRA.

The database of GoBling et al. [14] contains 32 speech
items, sampled at 16 kHz and a duration of about 7
s. In their study, GoBling et al. measured the perfor-
mance of six noise-reduction algorithms based on the bin-
aural minimum-variance-distortionless-response (MVDR)
beamformer, which compromise between noise-reduction
performance and preservation of the interaural coherence
for diffuse noise fields. An MVDR beamformer with opti-
mal processing strategy, which reduces the SNR between
the speech and noise component but perfectly preserves the
interaural coherence of the diffuse noise component, was
used as the reference signal. The anchor signal was ob-
tained by averaging the left and right output signals of the
MVDR with optimal processing strategy algorithm, result-
ing in a monaural signal. Consequences of such algorithms
on the perceived audio quality were assessed for anechoic
and echoic (cafeteria) room conditions. Eleven NH listen-
ers rated the perceived audio quality between the test and
reference signals by using a MUSHRA-like procedure.

2.2 Monaural Distortions

The loudspeaker database, taken from [6], consists of
336 items (sampled at 44.1 kHz), based on the ratings of
ten well-trained NH listeners (“expert listeners”) for the
perceived overall sound-quality difference between a high-
quality three-way reference loudspeaker and 59 low-to-mid
quality three-way and two-way test speaker systems play-
ing 15 music excerpts (20-30 s). All loudspeakers were
digitally equalized in order to evaluate quality differences
between test loudspeakers with digitally compensated fre-
quency response and a high-quality three-way reference
loudspeaker. The played-back music signals were recorded
by a mannequin head (Neutric Cortex MK2). The perceived
sound-quality differences between reference and test sig-
nals were rated by using a quasi-continuous rating scale
ranging from 0 (imperceptible differences) to 4 (significant
differences).

The AFC database was taken from the study of Nord-
holm et al. [66]. It consists of 60 diotic items, based on
speech and music material, sampled at 16 kHz. All sig-
nals were recorded using a microphone placed in the right
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ear of a mannequin head in an anechoic chamber for two
different sound source positions (azimuths of 0° and 90°),
resulting in four audio signals (2x speech and 2x mu-
sic). Nordholm et al. examined four AFC algorithms using
four signals and three signal segments (initial and reconver-
gence phase, steady-state phase). Signals processed with an
ideal feedback cancellation algorithm (with perfect a priori
knowledge about the feedback path) served as reference
signals, while signals processed without feedback cancel-
lation served as anchor signals. Subjective quality ratings
from 15 NH subjects were obtained using the MUSHRA
method [67].

2.3 Combined Distortions

The acoustic transparency database, taken from the study
of Schepker et al. [68], encompasses 140 speech and mu-
sic items, sampled at 48 kHz. The study aimed to evaluate
the audio quality of a real-time hearing device prototype
designed for achieving acoustically transparent sound re-
production by applying feedback suppression using a null-
steering beamformer and individualized equalization of the
sound pressure at the eardrum. The evaluation was con-
ducted under various recording room conditions, including
three different reverberation times (T60 ~ 0.35 s, 0.45 s,
1.4 s) and three incoming signal directions (azimuths of
0°, 90°, 225°). For the recording process, a mannequin
head equipped with the hearing devices was utilized. The
open-ear recordings from the mannequin head served as
the reference signals to establish acoustical transparency.
A total of 15 NH listeners were involved in the study, and
they employed a MUSHRA-like procedure to rate the per-
ceived overall sound quality of each stimulus relative to the
reference signal (open-ear).

3 RESULTS

Prediction performance is characterized by the Pearson
linear correlation coefficient rpearson (accuracy), Spearman
rank coefficient 7, (monotonicity), RMS error (RMSE),
and epsilon-insensitive RMSE (RMSE* [69]) between sub-
jective and objective ratings. RMSE* is based on the 95%
confidence-interval-weighted RMSE and includes a first-
order mapping of the objective scores. Given that RMSE*
calculations require the standard deviations of the subjec-
tive scores, it was only calculated for databases where this
information was available. Results are summarized in Ta-
ble 1. There, rpeyrson and ry,ni for each database are given as
predicted by eMoBi-Q. Additionally, scores in parantheses
denote the performance obtained by the binaural features
in isolation (for binaural distortion databases) or the spec-
tral coloration feature in isolation (for monaural distortion
databases).

Fig. 2 shows subjective quality scores and objective
scores for eMoBi-Q for the binaural distortions in three
databases [33, 14]. In Figs. 2-4, subjective and objective,
i.e., instrumentally assessed quality scores, are given on
the abscissa and on the ordinate, respectively. Black circles
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Table 1. Performance in terms of rpeyrson» 7ranks RMSE, and RMSE* between subjective and objective ratings for the seven databases
predicted by the proposed eMoBi-Q.

Distortion Database Study FPearson Frank RMSE RMSE*
Binaural Artificial distortions FleBner et al. [33] 0.85 (0.85) 0.85 (0.85) 10.4

Binaural magnification FleBner et al. [33] 0.96 (0.96) 0.95 (0.95) 5.7
MVDR-based algorithms GoBling et al. [14] 0.89 (0.98) 0.80 (0.95) 13.7 2.5
Monaural Loudspeakers Biberger et al. [6] 0.86 (0.90) 0.88 (0.87) 14.8 33
AFC Nordholm et al. [66] 0.99 (0.99) 0.98 (0.98) 5.7 1.2
Combined Acoustic transparency Schepker et al. [68] 0.86 0.85 13.6 2.1
Calibration: hear-through mode Schepker et al. [54] 0.90 0.90 9.9 1.5

Note. The correlation coefficients given in parentheses are those obtained with the binaural model path in isolation (for the databases on binaural
distortions) or monaural model path in isolation (for the databases on monaural distortions). RMSE* is only provided for those databases where the

standard deviations of the subjective scores were available.

and blue diamonds denote predictions determined by either
spectral or binaural features, respectively.

For the calibration database, eMoBi-Q achieved
Tpearson = 0.9 and rpp = 0.9 (RMSE* = 2.2). eMoBi-Q
performed well the for the artificial binaural distortions in
the database by FleBner et al. (rpearson = 0.85, 71ank = 0.85)
and gave accurate predictions for the magnification hearing
aid algorithm, indicated by 7rpearson = 0.96 and ry,nx = 0.95,
as well as for the MVDR-based algorithms (7pearson = 0.89,
rrank = 0.8, RMSE* = 2.46). Table 1 shows that for these
databases, prediction performance increases when only the
binaural path of eMoBi-Q is used.

In Fig. 3, eMoBi-Q scores are plotted over subjec-
tive quality scores for the monaural distortions in the
loudspeaker and AFC databases. The eMoBi-Q provided
good-quality predictions for the loudspeaker database
(rpearson = 0.86, rranx = 0.88) and very accurate predic-
tions for the AFC database (rpearson = 0.99, rrank = 0.98,
RMSE* = 1.2), respectively. The prediction performance
of eMoBi-Q for combined monaural and binaural distor-
tions are shown in Fig. 4. Next to the hear-through-mode
database used for calibration of the binaural path, eMoBi-
Q also replicated the ratings on the acoustic transparency
of hearing aid prototypes [68] very well (7pearson = 0.86,
Trank = 0.85). Without further optimization and parame-

Flefiner et al. 2017, Exp. 1

Binaural Magnification

ter adjustment procedures, the presented combined model
eMoBi-Q achieved average rpearson and rrank coefficients be-
tween subjective ratings and objective model ratings of 0.9
and 0.89, respectively, for seven databases.

4 DISCUSSION

The presented eMoBi-Q was shown to predict a range
of monaural, binaural, and combined distortions well. The
involved features are the complex correlation coefficient
vy, which incorporates interaural coherence (|y|) character-
izing compactness and the IPD (arg{y}), ILD represent-
ing laterality, and a simplistic monaural representation for
spectral coloration and loudness. With the model structure
being transparent and simple, developers can incorporate
the features into their analyses according to their own re-
quirements.

4.1 Comparison to Other Instrumental Quality
Measures

An instrumental quality measure intended to predict
overall audio quality requires capturing aspects that degrade
monaural and binaural audio quality. To assess the power
of the auditory cues analyzed in eMoBi-Q, the prediction

GoBling et al. 2020
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Fig. 2. Subjective and objective quality scores for the databases on binaural distortions. Black circles denote conditions determined by
the monaural path of eMoBi-Q, i.e., spectral coloration based measure, being lower than the binaural distortion measure; blue/lighter
diamonds (color online) denote those determined by a lower binaural path. (a) Database by [33] on artificial distortions in ITDs, ILDs,
and head-related transfer functions; (b) binaural magnification database [65, 33]; (c) database on noise reduction algorithms based on

the binaural MVDR beamformer by [14].
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Fig. 3. Subjective and objective quality assessments for the
databases on monaural distortions. (a) Loudspeaker database [6];
(b) AFC database [66].

performance of the isolated monaural and binaural paths of
eMoBi-Q are compared with existing monaural and binau-
ral instrumental quality measures in the following®. Besides
an adequate representation of monaural and binaural cues,
the combination of such cues is also important to gain rea-
sonable overall quality outcomes. Therefore, eMoBi-Q is
additionally compared to an existing instrumental measure
for overall audio quality.

4.1.1 Binaural Measures

One goal in this study was to assess whether the simplis-
tic and computationally efficient binaural auditory model
of Eurich et al. [49] is suitable to predict binaural audio
quality. For that reason, the prediction performance of the
binaural path of eMoBi-Q was compared to that of the es-
tablished binaural audio quality model BAM-Q [33] for the
three binaural databases in this study. As shown in Fig. 5
for the databases for binaural magnification and MVDR
beamformers, the binaural path of eMoBi-Q has a predic-
tion performance comparable to BAM-Q, which is also

SMATLAB implementations of eMoBi-Q, MoBi-Q, BAM-
Q, and GPSM* are publicly available and can be found under
www.faame4u.com. eMoBiQ can be downloaded from Zenodo:
B. Eurich, S. D. Ewert, M. Dietz, and T. Biberger, “Efficient
Monaural and Binaural Model for Audio Quality (eMoBi-Q),”
https://doi.org/10.5281/zenodo.12671474.
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Fig. 4. Subjective and objective quality assessments for the
databases on combined monaural and binaural distortions. (a)
Acoustic transparency database [68]; (b) database on the quality
of the hear-through mode of hearables [54], used for calibration
of the binaural path.

indicated by similar rpearson and 7ok above 0.9 for both
models, as well as by comparable RMSEs. However, for
the database of FleBner et al. [33], the prediction perfor-
mance of the binaural path of eMoBi-Q (7pearson = 0.85,
rrank = 0.85, RMSE = 10.8) is lower than that of BAM-Q
(Tpearson = 0.93, ik = 0.93, RMSE = 7.7). Given that
BAM-Q has been trained on the FleBner database, it is
not surprising that BAM-Q outperforms eMoBi-Q for that
database.

The features extracted by BAM-Q—ITD, ILD, and
IVS—are related to the features of eMoBi-Q, vy, and ILD.
The backend of BAM-Q, however, involves the “multivari-
ate adaptive regression splines” [70, 71] consisting of for-
ward and backward passes to fit the relative importance of
the three features to the data as well as further computations
to obtain the quality ratings. In the present binaural model,
however, 1 —d, .., is directly used as binaural quality rat-
ing. The proposed model can serve as a basis for potentially
more elaborate backends to further optimize prediction ac-
curacy. However, when the relative contribution of the ILD
feature is increased to o = 1/8, performance of the binaural
path of eMoBi-Q for the FleBner database becomes closer
to BAM-Q (7pearson = 0.88, rrank = 0.89, RMSE = 9.4).

To test for significant RMSE differences between the
binaural path of eMoBi-Q and BAM-Q, a Wilcoxon signed-
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Fig. 5. Performance comparison of the binaural path of the present eMoBi-Q in isolation (a) with the established binaural quality model
BAM-Q (b). The databases used on binaural distortions are the data from experiment 1 in FleBner et al. [33]; the binaural magnification
database [65, 33] and the database of binaural cue preservation in binaural MVDR beamformers are from GoBling et al. [14].

rank test was performed. This nonparametric test was cho-
sen because the RMSE did not follow a normal distribution.
For the seven databases, the RMSEs were not significantly
different (p = 1.00).

In a nutshell, the similar overall performance of the two
models highlights the strength of the simplistic binaural
path of eMoBi-Q and the suitability of the complex corre-
lation coefficient y for binaural quality assessment. There-
fore, the binaural path of eMoBi-Q could also provide a
useful binaural extension for other monaural audio quality
models.

4.1.2 Monaural Measures

The subjective quality ratings in the databases on loud-
speakers and AFC were well replicated by the current
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eMoBi-Q model as indicated by rpearson Values of 0.86 and
0.98, respectively. eMoBi-Q and the isolated monaural path
of eMoBi-Q achieved the same prediction performance for
the database on AFC (compare results without and with
parentheses in Table 1), while for the (dichotic) loudspeaker
database, eMoBi-Q performed slightly worse than the iso-
lated monaural path of eMoBi-Q. This is due to the cue
redundancy in the monaural and binaural features (see be-
low). Specifically, interaural coherence cues (i.e., |y|) are
present because the loudspeaker database compares record-
ings in rooms.

The studies of Biberger et al. [6, 12] demonstrated that
for the loudspeaker and AFC databases, accurate predic-
tions of the perceptual effects of spectral distortions are im-
portant. Therefore, the naturalness model [4], Hearing-Aid

J. Audio Eng. Soc., Vol. 72, No. 9, 2024 Sep.
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Table 2. Performance comparison of eMoBi-Q (bold text) and MoBi-Q [7] (Roman text) in terms of #peyrson» 7ranks RMSE, and
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RMSE* between subjective and objective ratings.

Distortion Database Pearson Frank RMSE RMSE*
Binaural Artificial distortions 0.85 0.93 0.85 0.93 104 7.7
Binaural magnification 0.96 0.98 0.95 1.00 5.7 39 “

MVDR-based algorithms 0.89 0.98 0.80 0.97 13.7 5.9 2.5 1.1
Monaural Loudspeakers 0.86 0.67 0.88 0.62 14.8 21.8 2.2 33
AFC 0.99 0.83 0.98 0.80 5.7 10.4 1.2 3.3
Combined Acoustic transparency 0.86 0.83 0.85 0.80 13.6 15.0 2.1 2.3
Calibration: hear-through mode 0.90 0.79 0.90 0.81 9.9 13.9 1.5 2.2

Speech Quality Index version 2 [28], and GPSM1 [6], each
explicitly accounting for spectral differences between ref-
erence and test signals, were used as monaural comparison
models. For the loudspeaker and AFC databases, eMoBi-Q
performs similarly to the naturalness model, Hearing-Aid
Speech Quality Index version 2, and GPSMY (loudspeaker
database: rpearson Values of 0.85, 0.8, and 0.9; AFC database:
Tpearson = 0.95 for all three comparison models).

4.1.3 Combined Measures

Evaluating the binaural and monaural paths of eMoBi-Q
in isolation has shown that binaural and monaural cues in
hearing devices and loudspeakers are generally well pre-
dicted. This gives developers the choice of using the paths
in isolation or in combination.

Biberger et al. [12] tested the combination of GPSM1
and BAM-Q [33] with the acoustic transparency database
[68] (see SEC. 2.3). While GPSM! alone performed well
(rpearson = 0.87, rrank = 0.86), performance was slightly
reduced when it was combined with BAM-Q in MoBi-
Q (rpearson = 0.83, rrank = 0.80). This is not the case for
eMoBi-Q, which performed as equally well as GPSM4
(rPearson = 0.88, Trank = 087)

An even more substantial detrimental impact of BAM-Q
combined with GPSMY was observed for the hear-through
mode database [54] (MoBi-Q: rpearson = 0.79, rank = 0.81;
GPSMY: rpearson = 0.92, rank = 0.91). Given that eMoBi-
Q was calibrated on the hear-through mode database [54],
it seems plausible that it achieved a better performance
(Tpearson = 0.90, rank = 0.90) than MoBi-Q without any a
priori knowledge about that database.

The reduced prediction performance of the combined
model compared with the monaural or binaural path in iso-
lation can be explained by binaural distortions also being
reflected in spectral distortions. Because ILDs are extracted
as the logarithmic power ratio between the left and right
bandpass signals, interaural differences in DC power are
detected by both the ILD and DC-power feature of eMoBi-
Q. Furthermore, as discussed by [7] and [12], the way of
combining monaural and binaural paths has a major im-
pact on the overall predicted quality and carries the risk
of obtaining a large number of degrees of freedom, overfit-
ting, and significant degradation of prediction performance.
For this reason and for the sake of simplicity, no specific
weighting of the monaural or binaural paths was used in
eMoBi-Q.

J. Audio Eng. Soc., Vol. 72, No. 9, 2024 Sep.

Because one result of [7] was that the lower-quality com-
ponent determines the overall quality, this was applied to
eMoBi-Q. The result is a lean combined monaural and bin-
aural instrumental quality measure with fewer degrees of
freedom, which, at the same time, achieves a slightly higher
performance than the more complex MoBi-Q on combined
distortions considered in this study. Over the seven con-
sidered databases, however, a Wilcoxon signed-rank test
showed that the RMSEs of eMoBi-Q and MoBi-Q were not
significantly different (p = 0.81).

4.2 Computational Efficiency

The goal was to provide a computationally efficient audio
quality model that can serve as both a real-time hearing de-
vice control and a development tool. This was achieved by
including only those processing steps necessary to evaluate
the overall audio quality of hearing instruments and sound
reproduction systems. This resulted in a simpler model
structure of eMoBi-Q compared with MoBi-Q and, thus,
in a potential reduction of computational load. As shown
in Table 3, for a 1-s two-channel audio signal, eMoBi-Q’s
signal processing takes about 257 ms, while the current
implementation, MoBi-Q [7], needs 17 s.* Given that the
tested implementation of MoBi-Q was not designed with a
focus on computational efficiency, the current performance
difference should, however, be considered with caution.
While eMoBi-Q is expected to be considerably faster than
MoBi-Q, the authors assume that runtime differences with
an optimized implementation of MoBi-Q are substantially
smaller than currently reported.

An obvious redundancy in MoBi-Q are two separate pe-
ripheral filter stages for the binaural (BAM-Q) and monau-
ral model (GPSM?), and consequently, eMoBi-Q uses a
joint filterbank for the monaural and binaural model path-
ways. More importantly, the frontend processing in MoBi-
Q includes several further processing stages like fine-
structure and modulation filters from which IVS, IPD,
and amplitude-modulation—based features are calculated,
which has been dispensed with in eMoBi-Q.

Because of the low computational complexity of the
monaural and binaural feature calculation in eMoBi-Q, the
peripheral filterbank requires 48% of the runtime, and the

4The models were run in MATLAB on an Intel(R) Core(TM)
17-8565U CPU at 1.80 GHz machine, using a single thread.
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Table 3. Comparison of computation times for a 1-s two-channel audio signal between eMoBi-Q and the
(currently unoptimized) implementation of MoBi-Q. For each of the two models, the model stages that require
the most processing times are shown.

Model Model stages Computation time

eMoBi-Q Entire model 0.257 s
Peripheral filtering 0.123 5 (48%)
Envelope low-pass filtering 0.059 s (23%)

MoBi-Q Entire model 17 s
Binaural BAM-Q 11.9 s (70%)
Monaural GPSM4 5.1s(30%)

BAM-Q: peripheral, fine-structure, and modulation filtering
GPSM: peripheral filtering, cue normalization
BAM-Q: IVS and IPD feature calculation

9.35 s (55%)
4.76 s (28%)
0.85 s (4%)

subsequent envelope low-pass filtering another 23%, mean-
ing that approximately 71% of the total runtime is spent in
this initial stage. Reducing the number of frequency bands
can therefore further reduce the computational load. To ex-
plore this potential, the model was evaluated with a reduced
number of frequency bands. The lowest and highest cen-
ter frequencies were kept constant at 315 and 12,500 Hz,
respectively, while the density of the frequency bands in
between was reduced from 1 filter per ERB (default) to 0.8,
0.5, and, as an extreme case, (0.2 filters per ERB. With the
filter bandwidth unadjusted, this led to a reduction in filter
overlap and, in extreme cases, to the neglect of frequency
ranges between the filters.

With 0.5 filters per ERB, the runtime was reduced from
257 to 121 ms, which means the runtime is approximately
proportional to the number of frequency bands. The result-
ing performance in terms of their 7, between subjective
data and model predictions is shown in Fig. 6. Depend-
ing on the individual database, low to moderate perfor-
mance losses were observed for 0.8 and 0.5 filters per ERB.
Only for the database of GoBling et al. [14], a more sig-
nificant loss was observed at 0.5 filters per ERB. For the
extreme case of 0.2 filters per ERB, however, substantial
performance losses were observed for three of the seven
databases (binaural calibration, MVDR beamformers, and
loudspeaker database).

The authors hypothesize that, based on the used set of
seven databases, distortions that occur in one frequency
band are likely to also occur in at least one neighboring
frequency band. Thus, even if the sensitivity of the model
is not constant over the entire frequency range (it is con-
stant for the standard density of one filter per ERB, where
transfer functions cross at their 3-dB—down points), a large
part of the distortions that determine the subjective ratings
are captured. Compensating the lower density of frequency
bands with larger filter bandwidths led to more substantial
performance losses (not shown). The more significant loss
for the database by GoBling et al. on binaural cue preserva-
tion in MVDR beamformers, however, shows that binaural
audio quality in such applications relies on cues that are not
necessarily represented in adjacent frequency regions.

The authors conclude that for some time-critical appli-
cations, such as real-time evaluation, it may be useful to
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Fig. 6. Performance of the presented eMoBi-Q in terms of pre-
diction monotonicity (r.,) for the seven considered databases
for different spacings of the frequency bands. While the lower
and uppermost center frequencies are kept constant, the distance
between center frequencies is increased. A lower number of fre-
quency bands reduces computational load. Results given in Figs.
2-5 use one filter per ERB.

use the model with a reduced number of frequency bands.
However, in order to maintain generalizability to different
stimuli with different bandwidths, it is recommended that
the center frequencies of the remaining filters cover a wide
range, such as 315-12,500 Hz.

4.3 Limitations and Reasonable Model
Extensions

Besides the shown range of distortion types that are well
captured by the presented model, there are also distortion
types the model is not expected to be accounted for: The
presented model does not include a feature to capture non-
linear distortions, which makes the model unsuitable to
evaluate the audio quality of, e.g., audio codecs. Further-
more, distortions such as spectral subtraction, introducing
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musical tones, are not expected to be accurately detected by
the current version of the model without modulation filters.

The frame length of 400 ms was chosen because the fo-
cus was on detecting realistic binaural distortions [33, 7, 12]
and computational efficiency. Fast dynamic binaural distor-
tions, such as phasewarp (i.e., a binaural beat created by an
interaural spectrum shift), are, however, not detected. A
future version could possibly include fine-structure—based
feature extraction as used in Eurich and Dietz [61], which
would increase sensitivity to such mostly artificial distor-
tions at the cost of higher computational load.

To address the redundancy of monaural and binaural
cues, which partially results in performance degradation
when the monaural DC power path is added to the binaural
path and vice versa, a unified monaural and binaural path
could be developed for a future version. Alternatively, ILDs
and ITDs could be canceled out in the DC power path, as in
MoBi-Q. Also, a sophisticated procedure to fit the relative
weighting of the model features could potentially slightly
improve performance. In the study of Qiao et al. [72], a
simple neural network was trained to map the monaural
and binaural features of MoBi-Q for timbral, spatial, and
overall quality. For their test databases, containing signals
processed by binaural rendering algorithms and ambisonics
reproduction, such mapping provided more accurate pre-
dictions than the original feature combination suggested in
MoBi-Q. Thus, replacing the straightforward combination
of monaural and binaural features in eMoBi-Q by a care-
fully trained neural network might also improve the predic-
tion performance. However, the focus of this model was on
efficiency, simplicity, and, considering the few degrees of
freedom, generalizability.

5 CONCLUSION

A computationally efficient and lean instrumental mea-
sure for combined monaural and binaural audio quality
assessment was presented. While a number of monaural
instrumental quality measures have been established in the
past, tools for assessing binaural aspects of audio quality
are limited, although spatial cue preservation is important
for, e.g., binaural hearing aids and sound-field reproduc-
tion. The presented model is a simplified version of MoBi-
Q, providing a lean structure and a new, compact binaural
path.

The predictive power of the presented model was shown
to be comparable with more computationally complex qual-
ity models for seven databases involving a range of monau-
ral, binaural, and combined distortions.

Due to the simple structure, the resulting computational
efficiency, and the unified analysis timescales of the monau-
ral and binaural paths, the model is suitable for a range of
applications. It has the potential for real-time control of al-
gorithms, e.g., in hearing aids, but can also be used as an
analysis tool for developers to monitor perceptually rele-
vant distortions. The model will be publicly available from
the University of Oldenburg and will be part of the Auditory
Modeling Toolbox [73].
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