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Abstract.
Owicki-Gries reasoning extends Hoare logic to concurrent programs under the
assumption of sequential consistency. In this thesis, we develop a proof calculus
using interval reasoning for C11 RAR, a fragment of C11 with relaxed and
release-acquire memory operations. Our proof calculus allows all Owicki-Gries
proof rules not specific to memory operations to remain unchanged. We use an
existing model for the C11 RAR semantics and adapt the assertion language
Piccolo to reason on its states. For each thread we overapproximate in which
order its thread views might occur in sets of lists, on which we define interval
assertions. This way we need only a small number of model-specific assertions,
which can be combined to create more complex assertions. We formally prove
the soundness of our proof rules and show their utility by verifying a number
of C11 litmus tests, and a C11 version of Peterson’s algorithm.
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Introduction
1

In this thesis we construct and use a proof calculus for C11 RAR [DDDW20]. We
adapt Piccolo’s [LDW23] syntax to C11 and define their evaluation on program states.
With this, we construct proof rules and use them to verify the correctness of several
examples.

In 1969 Hoare established his axiomatic reasoning technique to verify the correct-
ness of sequential programs [Hoa69]. Susan Owicki and David Gries extended it to
concurrent programs [OG76] with an additional rule for parallel composition. This,
however, works only under the assumption of sequential consistency [Lam79].

Memory models which give only weaker guarantees and allow behavior violating
sequential consistency are called weak memory models, for example SRA [LGV16], C11
RAR [DDDW20], and TSO [OSS09, SSO+10]. These describe behavior of modern
programming languages and hardware architectures like C11 and x86 processors.

The C11 Memory Model One such weak memory model was introduced for the
C programming language with C11 [ISO11]. Early program logics and their extensions
[VN13, TVD14, HVQF16, DV16, DV17, HVQF18, HQF18, HQX20] used separation
logic to reason directly on an axiomatic semantics. However, this approach uses a
notion of ownership, which requires many additional proof rules.

[LV15] used Owicki-Gries reasoning, albeit with a strengthened noninterference
check. To improve reasoning and solve problems like out-of-thin-air reads, stronger
versions of the C11 memory model were introduced, e. g. SRA [LGV16], RA+NA
[KDD+17] and RC11 [LVK+17]. The former two are already defined in an operational
manner and for RC11 an operational semantics equivalent to its RAR-subset (including
releasing, acquiring and relaxed operations) has been developed in [DDWD19]. This
allows reasoning about programs with the standard validity definition of Hoare logic.
[DDDW20] further develops the RC11 operational semantics and introduces standard
Owicki-Gries reasoning for it. We build our proof calculus on this semantics.
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Init : x := 0 ; y := 0;
{t0 ⋉ (1x

0 ∧ 1
y
0)}

Thread t1
{t0 ⋉ (1x

0 ∧ 1
y
0)}

1 : x := 1;
{t1 ⋉ ([x = 1] ∧ 1y) ∧ t2 ⋉ 1

y
0}

2 : y :=R 1
{true}

Thread t2
{t2 ⋉ 1

y
0; [A(y)]; [x = 1]}

3 : a←A y;
{a = 1⇒ t2 ⋉ [x = 1]}
4 : b← x
{a = 1⇒ b = 1}

{a = 1⇒ b = 1}

Figure 1.1: Message Passing. More details in Section 5.4

Reasoning with Potentials For reasoning on weak memory models, [LDW23] in-
troduced Piccolo, which uses inspirations from interval logics like LTL [Mos12] and
duration calculus [CHR91] to reason about which values shared variables may assume
in which sequence. These sequences of possible future values are called potentials. The
underlying program semantics is parametric with regards to the memory model and was
first instantiated with SRA. First steps to reason over multiple weak memory models
at the same time were taken in [BW23]. In the same spirit [BDW24] extends Piccolo
to work with both SC and TSO, showing that it is possible and yields useful results.
Additionally, this allows techniques like [DLW24] to extend Piccolo with the capability
to reason about deadlocks, which then can be used in all instances where the Piccolo
framework is employed. In this thesis, we adapt Piccolo to C11 RAR.

Motivating Example We show how Piccolo can be used for C11 in Figure 1.1.
Thread t1 writes the message 1 to the shared variable x and then writes 1 to y,

indicating that the message is written. To ensure proper synchronization, y must be
written by a releasing write and read by an acquiring read, denoted by the R and
A in the operations, respectively. After this synchronization occurred, thread t2 is
guaranteed to read the message 1 from x.

In the beginning all threads perceive only one write with value 0 to both x and
y, which we describe with t0 ⋉ (1x

0 ∧ 1
y
0). t ⋉ I denotes that thread t perceives some

interval assertion I, t0 is a shortcut to describe the perception of all threads, and 1
x
e

describes that only one write to x with value e is observed.
First, t1 may write x := 1, after which t1 must perceive [x = 1], which is written

down as t1⋉ [x = 1]. 1y describes that there is only one write to y and does not restrict
its value. Next, a releasing write y :=R 1 may occur. Afterwards, t2⋉1

y
0; [A(y)]; [x = 1]

holds. The first part, 1y
0, describes the time until the new write is perceived by t2.

[A(y)] describes state which cannot occur after an acquiring read, which is necessary
for synchronization. Finally, [x = 1] describes the message x, which is transferred in
the synchronization process.

Thread t2 initially perceives 1y
0; [A(y)]; [x = 1]. After executing a ←A y, the asser-

tion a = 1⇒ t2 ⋉ [x = 1] holds, because a = 1 cannot result from a read in 1
y
0, where

2



Chapter 1. Introduction

y is 0, and an acquiring read from y cannot read state described by [A(y)]. Only the
final part [x = 1] of the interval assertion remains. The assertion t2 ⋉ [x = 1] resulting
from this describes a state, where the only value that can be read from x is 1, resulting
in the postcondition a = 1⇒ b = 1.

Overview Chapter 2 presents the syntax and semantics of C11 RAR [DDDW20].
For this semantics, Chapter 3 adapts assertion syntax of Piccolo [LDW23] and defines
the validity of assertions. Chapter 4 introduces our proof rules, which Chapter 5 uses
to show the validity of several standard litmus tests and a C11 version of Peterson’s
algorithm. Chapter 6 puts our results in the context of related and possible future
work.

3
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Program Syntax
and Semantics

2
This chapter introduces the C11 RAR (release-acquire relaxed) semantics from [DDDW20].
There they are shown to coincide with previous semantics from [DDWD19], which itself
coincides with the axiomatic semantics from [LVK+17].

2.1 Program Syntax

The syntax of sequential programs is given in Figure 2.1. It uses the set of local variables
VarL, a set of shared variables VarG and a set of allowed values Val. We usually use
a, b, c, . . . to denote local variables VarL and x, y, . . . to denote shared variables VarG.
If we refer to generic variables of those types, we instead use r and x, respectively.
Let Var = V arL ⊎ VarG denote the set of all variables. Here ⊎ denotes the union of
disjoint sets. This avoids confusion and ambiguity regarding which variable is used in
an expression.

Arithmetic expressions ea are built from constant values, local variables and their
combinations using arithmetic operators. Boolean expressions eb are built from con-
stant values, local variables, their combinations using logical operators and comparisons
of arithmetic expressions. Expressions e are either arithmetic expressions or boolean
expressions.

Statements c may change the state of the program and can read or write shared
variables. x :=R n and r ←A x denote a releasing write and acquiring read respectively,
while the versions without the R/A annotation denote their relaxed versions. The RA
in the x.swap(vW)RA operation denotes that it is both an acquiring read and then a
releasing write with value vW.

Instrumented statements c̃ extend statements with auxiliary variables, which do
not affect the meaning of the program. They are required to be used in only one
thread each, and only in assignments to auxiliary variables. These assignments happen
atomically with the statement before them, denoted by the angled brackets.

5



2.2 Actions

arithmetic expressions ea ::= v | r | ea + ea | ea − ea | ea ∗ ea | ea ÷ ea | . . .
boolean expressions eb ::= v | r | ¬eb | eb ∧ eb | eb ∨ eb | . . . |

ea = ea | ea < ea | ea > ea | . . .
expressions e ::= eb | ea

statements c ::= skip | x.swap(v)RA | r := e |
x := e | x :=R e | r ← x | r ←A x

instrumented statements c̃ ::= ⟨c, aux := e⟩
compound statements C ::= c | c̃ | C ; C |

if eb thenC elseC fi | while eb doC od

Figure 2.1: Sequential Program Grammar for r ∈ VarL, x ∈ VarG, v ∈ Val and
auxiliary variables aux ∈ VarL

A sequential program C consists of statements, their sequential compositions, con-
ditionals and loops.

This semantics assumes concurrency at top level only. Therefore the structure of
a parallel program is assumed to be Init ; (C1∥ . . . ∥Cn). Here C1∥ . . . ∥Cn denotes
the parallel composition of the programs C1, . . . , Cn. Init initializes the values of the
variables, which determines the initial state. The parallel program is represented by a
mapping Prog : Tid → C, mapping a set of thread identifiers Tid to their respective
sequential programs. We usually use t and t′ to refer to a generic thread and denote
specific threads with ti for some integer i to avoid confusion between thread identifiers
and constant values.

2.2 Actions

Actions are used in for synchronization between local and global state transitions and
as part of the global state. They are defined in Figure 2.2. The formal definitions of
the smallest sets containing certain actions are given in the upper half of the figure.
In the table below, the composition of the other sets is shown. In the bottom line are
representations for what the different actions look like. Any set denoted in an area
above an action contains all actions like the ones denoted below. Any set stretching
over multiple other sets is their union.

U = {updRA(x, vR, vW) | x ∈ VarG, vR, vW ∈ Val} is the set of all update actions. The
graphic visualizes the relations of the different sets. WR = U ∪ {wrR(x, vW) | x ∈ VarG,

vW ∈ Val} and RA = U∪{rdA(x, vR) | x ∈ VarG, vR ∈ Val} are the sets of releasing writes
and acquiring reads respectively. Notice that both contain the set of update actions.
WX = {wr(x, vW) | x ∈ VarG, vW ∈ Val} and RX = {rd(x, vR) | x ∈ VarG, vR ∈ Val} are
the sets of relaxed writes and reads. W = WR ∪ WX and R = RA ∪ RX are the sets of all
writes and reads, no matter whether they are releasing, acquiring or relaxed. Finally,

6



Chapter 2. Program Syntax and Semantics

Actτ = Act ∪ {τ}
Act = R ∪ W

R = WR ∪ RX W = WR ∪ WX

RX RA ⊇ U WR ⊇ U WX

U
rd(x, vR) rdA(x, vR) updRA(x, vR, vW) wrA(x, vW) wr(x, vW) τ

Figure 2.2: Actions

a var(a) rdval(a) wrval(a)
rd(x, vR) x vR -
rdA(x, vR) x vR -
wr(x, vW) x - vW
wrA(x, vW) x - vW

updRA(x, vR, vW) x vR vW

Table 2.1: Accessing the variable, read value and written value of an action a

Act = W ∪ R is the set of both reads and writes. Actτ = Act ∪ {τ} adds an additional
τ , representing a silent action.

Table 2.1 defines ways to access the variables, read and written values of actions.
For these the functions var, rdval and wrval are used respectively.

2.3 Program States

A C11 state Γ ∈ ΣC11 consists of both a local state lst ∈ ΣL and a global state σ ∈ ΣG.
They are defined in Figure 2.3. The local state lst maps for each thread its local
variables to their values. ls : VarL ↛ Val is the local state of a single thread. Let
↛ refer to partial functions, which in this case only map the variables of the thread
in question to values. To avoid confusion, let the local states of different threads be
disjoint, i. e. dom(lst(t)) ∩ dom(lst(t′)) = ∅ if t ̸= t′. Let JeKls be the evaluation of an
expression e in ls. We further use ls[r := n] to represent the local state ls with only
the value of r replaced by n.

A global state σ consist of all previous writes, a family of thread views for each
thread, of modification views for each write and a set of covered writes. A write is a
combination of a write action w ∈ W and a timestamp q ∈ Q. Thread views map each
thread to the writes it currently perceives and modification views map each write to
the thread view of the writing thread directly after the write. covered is a subset of
writes, specifying which writes were read by an atomic read-modify-write operation.

We lift var and wrval from write actions to writes (var((a, q)) = var(a) and
wrval((a, q)) = vrwal(a)) and introduce tst to access their timestamp tst((a, q)) = q.

7



2.4 Initial State

ΣL = {lst | lst : Tid→ (V arL ↛ Val)}

ls[r := n] : a 7→
{
n if a = r

lst(a) otherwise
for ls : VarL ↛ Val

ΣG = {(writes, (tviewt)t∈Tid, (mvieww)w∈writes, covered) |
covered ⊆ writes ⊆ W×Q, tviewt,mvieww : VarG → writes}

Figure 2.3: C11 RAR States

Init = x1 := k1 ; · · · ; xn := kn ; [r1 := l1;] . . . [rm := lm;]
lstInit(t) : ri 7→ li for each thread t and its local variables ri

writesInit = {(wr(xi, ki), 0) | 1 ≤ i ≤ n}
viewInit : V arG → writes, xi 7→ (wr(xi, ki), 0) for each xi ∈ VarG

tviewInit = viewInit for each thread t

mviewInit = viewInit for each w ∈ writesInit

σInit = (writesInit, (tviewInit)t∈Tid, (mviewInit)w∈writes, ∅)
ΓInit = (lstInit, σInit)

Figure 2.4: Initial State

2.4 Initial State

The initial state is defined in Figure 2.4. It is determined by Init, which initializes
a value to each shared variable and any number of local variables. The local state of
each thread maps its local variables to their initial values written in Init. writesInit

contains a write with each shared variable’s initial value and timestamp 0. The initial
thread and modification views all map each shared variable to its initial write. σInit

is composed of writesInit, tviewt for each thread t, mviewInit for each initial write w
and an empty set covered. Finally, ΓInit is defined as the combination of the local and
shared initial state.

2.5 Program Semantics

The transition relation =⇒ on C11 states are defined by a combination of transitions
on the local and global state. They synchronize using the set of actions Actτ :

(P, lst) τ→t (P ′, lst′)
(P, lst, σ) =⇒ (P ′, lst′, σ)

(P, lst) a→t (P ′, lst′) σ
a
⇝t σ

′

(P, lst, σ) =⇒ (P ′, lst′, σ′)

A synchronized transition step is possible if and only if there are a local transition

8



Chapter 2. Program Syntax and Semantics

r ∈ VarL n = JeKls

(r := e, ls) τ→ (skip, ls[r := n])
x ∈ VarG a = wr[R](x, JeKls)

(x :=[R] e, ls) a→ (skip, ls)

a = rd[A](x, n) n ∈ Val
(r ←[A] x, ls) a→ (skip, ls[r := n])

a = updRA(x,m, n) m ∈ Val
(x.swap(n)RA, ls) a→ (skip, ls)

(C1, ls) a→ (C ′
1, ls

′)
(C1 ; C2, ls) a→ (C ′

1 ; C2, ls
′) (skip ; C2, ls) τ→ (C2, ls)

JebKls

(if eb thenC1 elseC2 fi, ls) τ→ (C1, ls)
¬JebKls

(if eb thenC1 elseC2 fi, ls) τ→ (C2, ls)

JebKls WHILE = while eb doC od
(WHILE, ls) τ→ (C ; WHILE, ls)

¬JebKls

(while eb doC od, ls) τ→ (skip, ls)

Aux

(c, ls) a→ (skip, ls′)
(a := e, ls′ τ→ (skip, ls′′))

(⟨c, a := e⟩, ls) a→ (skip, ls′′)
Prog

(P (t), lst(t)) a→ (C, ls) a ∈ Actτ

(P, lst) a→t (P [t := C], lst[t := ls])

Figure 2.5: Local Transitions

step a→ on the local state and a memory transition step a
⇝t on the global state with

the same action a. Transitions with the silent action τ do not need to be synchronized.
There is only a rule for local transitions with the silent action because in C11 RAR
there are no memory transitions with the silent action.

This definition allows for a generic local transition relation which can be used for
different memory models. The memory transition relation on the other hand is specific
to the memory model, in this case C11 RAR.

2.5.1 Local Program Semantics

The local transition relation is defined in Figure 2.5. An assignment assigns the value
of an expression e in the local state of a thread. Memory transition steps update the
local state as necessary and use the annotated action to synchronize with matching
memory transition steps. The other transition steps are as expected. Transition steps
are lifted from a single statement to a sequence of statements. An if statement executes
the first subprogram if the condition is true, otherwise the second subprogram. A while
loop executes its body and itself again if the condition is true, otherwise it is skipped.
Assignments to auxiliary variables atomically change the local state additionally to
whatever the original statement was doing. Finally, Prog lifts sequential programs to
parallel programs.

9



2.5 Program Semantics

2.5.2 Memory Semantics

In this section, we introduce the memory transition relation ⇝ for C11. This is the
part of the semantics specific to C11. We begin by introducing the definitions which
are used in the transition rules.

For new writes a new timestamp must be established, such that it occurs after the
writes the writing thread read. σ.fresh gives the opportunity to define a timestamp
directly after another write:

σ.fresh(q, q′) ≡ q < q′ ∧ (∀w′ ∈ σ.writes : q < tst(w′) =⇒ q′ < w′) (2.1)

The writes to a shared variable are strictly ordered by their timestamps. To achieve
this, a thread must only perceive writes which are the current write or occur after this
write. For this, the set of observable writes defines which writes to a variable a thread
may perceive:

σ.OW(t, x) := {(a, q) ∈ σ.writes | var(a) = x ∧ tst(σ.tviewt(x)) ≤ q} (2.2)

When synchronizing with releasing writes and acquiring reads, we update the thread
view of the reading thread. For this, we take the newer timestamp for each shared
variable from the thread view and modification view of the write which is read from.
This is done using the function ⊗:

(δ1 ⊗ δ2)(x) :=

δ1(x) if tst(δ2(x)) ≤ tst(δ1(x))

δ2(x) otherwise
(2.3)

Using these functions, Figure 2.6 defines the memory transition relation.
Read chooses an observable write (w, q) to read from. If the write is releasing and

the read is acquiring, the view of the reading thread is updated to be at least as new
for each shared variable as the modification view of that write, using ⊗. Otherwise,
only the read variable is updated to the read write.

Write chooses an observable write (w, q) to write after, which is not already covered
by an update. It updates the thread view of the written variable to the write and copies
the current thread view to the modification view of the write. The write is also added
to the set writes of the global state σ.

Update chooses an observable write (w, q) the same way as Write. It has the
same effect as first reading a value acquiringly and then writing directly after the read.
Additionally, the write is added to the set covered, preventing further writes (and
updates) directly after this write.

Example 2.1. An example can be seen in Figure 2.7. The figure on the left shows views
from a state σ after statements 1, 2 and 3 of the program on the right are executed in
this order and a state σ′ after additionally statement 4 is executed. In this case, tviewt1

10



Chapter 2. Program Syntax and Semantics

Read
a ∈ {rd(x, vR), rdA(x, vR)} (w, q) ∈ σ.OW(t, x)

wrval(w) = vR tview′
t =

{
σ.tviewt ⊗ σ.mview(w,q) if (w, a) ∈ WR × RA

σ.tviewt[x := (w, q)] otherwise
σ

a
⇝t σ[tviewt := tview′

t]

Write
a ∈ {wr(x, vW), wrR(x, vW)} (w, q) ∈ σ.OW(t, x)\σ.covered

σ.fresh(q, q′) writes′ = σ.writes ∪ {(a, q′)} tview′
t = tviewt[x := (a, q′)]

σ
a
⇝t σ[tviewt := tview′

t,mview(a,q′) := tview′
t, writes := writes′]

Update
a = updRA(x, vR, vW) (w, q) ∈ σ.OW(t, x)\σ.covered wrval(w) = vR

σ.fresh(q, q′) writes′ = σ.writes ∪ {(a, q′)} covered′ = σ.covered ∪ {(a, q)}

tview′
t =

{
σ.tviewt[x := (a, q′)]⊗ σ.mview(w,q) if w ∈ WR

σ.tviewt[x := (a, q′)] otherwise
σ

a
⇝t σ[tviewt := tview′

t,mview(a,q′) := tview′
t,

writes := writes′, covered = covered′]

Figure 2.6: Memory Transitions

z

y

x

time

(wr(x, 0), 0)

(wr(y, 0), 0)

(wr(z, 0), 0)

(wr(x, 1), 3)

(wrR(y, 2), 4)

(wr(z, 3), 5)

Init : x := 0 ; y := 0 ; z := 0;
Thread t1
1 : z := 3;
2 : y :=R 2

Thread t2
3 : x := 3;
4 : a←A y

Figure 2.7: Illustration of views and their updates: blue: thread view before a ←A y,
orange: mview(wrR(y,2),4), violet: thread view after acquiring read on (wrR(y, 2), 4)
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2.6 Well Formedness

and mview(wrR(y,2),4) are the orange thread views of t1 and modification views of the
write (wrR(y, 2), 4) both before and after the transition step, in both σ and σ′. σ.tviewt2

is the blue thread view of t2 before and σ′.tviewt2 is the violet thread view of t2 after
the transition step.

In the beginning there are initial writes to x, y and z with the value 0 at the times-
tamp 0. By executing the statements in the order 1, 2 and finally 3, the resulting writes
have increasingly lower timestamps because the fresh relation inserts new writes directly
after another write to the same variable.

The tviewt1 is created by executing statements 1 and 2, and by virtue of being tviewt1

after statement 2 also tview(wrR(y,2),4). σ.tviewt2 simply results by executing statement
3, only changing the value of the written variable. In this case executing statement 4
and reading (wrR(y, 2), 4) not only updates the value of the view of y, but also each
other value to the newer one of the corresponding memory view and the current thread
view. This way only the value for x is updated, resulting in σ′.tviewt2.

2.6 Well Formedness

Every global state reachable with a finite computation fulfills certain conditions, which
we summarize as it being well-formed, as defined below:

wfs(σ) ≡ ran((
⋃
t

σ.tviewt) ∪ (
⋃
w

σ.mvieww)) ⊆ σ.writes ∧

finite(σ.writes) ∧ σ.covered ⊆ σ.writes ∧

(∀w : w ∈ σ.writes⇒ σ.mvieww(var(w)) = w)

Lemma 2.2. Every reachable global state σ is well-formed, i. e. wfs(σ) holds.

This is proven by induction in Appendix B.1.
Because only such states are reachable, from now on we only consider well-formed

global states. In the next chapter we continue by defining our assertions on C11 states
(with such well-formed global states).

12



Assertions
3

In this chapter, we introduce assertions, which we use to describe C11 states. The syn-
tax for assertions, interval assertions and extended expressions is defined in Figure 3.1.

Extended expressions are evaluated on views (and C11 states), which map shared
variables to writes, identical to thread and modification views. In comparison to ex-
pressions (see Figure 2.1) which only contain local variables, they may also include
shared variables. They make assertions at one possible point in time, for a specific
thread view of a thread.

Interval assertions hold for lists of views (and C11 states), which overapproximate
in which order views can be thread views of a thread. For both of these, the C11 states
are necessary to provide information not contained in the lists, such as values of local
variables and modification views. They make assertions for all possible sequences of
thread views in which thread views of some thread might occur.

Assertions hold for C11 states. They can make assertions for every thread by con-
taining interval assertions and the information for which thread these interval assertions
hold.

extended arithmetic expressions Ea ::= ea | x |
Ea + Ea | Ea − Ea | Ea ∗ Ea | . . .

extended boolean expressions Eb ::= eb | x | A(x) |
Ea = Ea | Ea ≥ Ea | . . . |
¬Eb | Eb ∧ Eb | . . .

interval assertions I ::= [Eb] | 1x | Cx | I; I | I ∧ I | I ∨ I
assertions φ,ψ ::= t⋉ I | eb | φ ∧ φ | φ ∨ φ

Figure 3.1: Assertion Syntax
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3.1 Views

3.1 Views

We begin by defining views and the precedence relation. A view is a mapping of
shared variables to writes, the same way as thread views and modification views. These
mappings are only restricted in that shared variables must be mapped to writes of the
same variable.

σ.Views := {δ : V arG → σ.writes | ∀x ∈ V arG : var(δ(x)) = x} (3.1)

Further we define the precedence/ succession relation, which describes in which
orderings thread views might occur. A write w precedes another write w′ (w ⪯ w′) if
and only if tst(w) ≤ tst(w′). We alternatively write w′ succeeds w (w′ ⪰ w), which
has the same meaning as w ⪯ w′. We lift these definitions to views, such that a view
δ precedes δ′ and δ succeeds δ′ if and only if for each shared variable x, δ(x) precedes
δ′(x):

δ ⪯ δ′ ≡ δ′ ⪰ δ ≡ ∀x ∈ V arG : δ(x) ⪯ δ′(x) (3.2)

The semantic of our assertions is built on the principle that the succession relation
overapproximates in which order thread views can occur. Theorem 3.1 states that, if a
thread observes first the view δ and then δ′, then δ ⪯ δ′ must hold. This means that if
δ ⪯ δ′ does not hold, δ′ cannot occur as thread view of some thread after δ.

Theorem 3.1. For any thread t and any states Γ = (lst, σ) and Γ′ = (lst′, σ′) with
(P,Γ) =⇒ (P ′,Γ′), the thread view of t cannot decrease: σ.tviewt ⪯ σ′.tviewt

Proof. The updates in the memory transitions only allow changing the value of the
thread t view in the following ways.

• The thread view may be updated using ⊗. This new thread view must succeed
the old one because for each shared variable ⊗ maps to the write with the greater
timestamp by definition of ⊗ (Equation (2.3)).

• Updating the value for a single shared variable x. Choosing an observable write
(a, q) ∈ σ.OW(tst(σ.tviewt(x)), x) lets us conclude tst(σ.tviewt(x)) ≤ q by defini-
tion of OW (Equation (2.2)). In case of a read, the new write is updated to this
q. In case of a write, the new write is also updated to some q′, which is greater
than q by definition of fresh (Equation (2.1)).

Other changes to the thread view are not possible. Thus we can conclude σ.tviewt(x) ⪯
σ′.tviewt(x).

3.2 Extended Expressions

With an understanding of precedence, we define the evaluation of extended expressions.
These are used in interval assertions and assertions.

14



Chapter 3. Assertions

Definition 3.2. For a C11 state Γ = (σ, lst) and view δ ∈ σ.Views, we define the
evaluation of extended expressions:

J·KΓ,δ : Ea ∪ Eb → Val

JrKΓ,δ = n iff ∃t ∈ Tid : lst(t)(r) = n

JxKΓ,δ = val(δ(x))

J¬EKΓ,δ = ¬ JEKΓ,δ

JE1 ⊕ E2KΓ,δ = JE1KΓ,δ ⊕ JE2KΓ,δ

for ⊕ ∈ {+,−, ∗,÷, . . . ,=,≤,≥, . . . ,∧,∨, . . . }

q
A(x)

y
Γ,δ

=

true, if δ(x) ∈ WR ×Q ∧ ¬(σ.mviewδ(x) ⪯ δ)

false, otherwise

Local variables a are evaluated to the value of the local state of that variable lst(t)(a)
of the thread t which uses them, because they are only defined for that thread. Shared
variables x are evaluated to the value of the view of that variable val(δ(x)).

Example 3.3. Let Γ = (lst, σ) be a C11 state with lst(t)(a) = 1 for some thread t and
δ = {x 7→ (wr(x, 1), 1)}. Then both JaKΓ,δ and JxKΓ,δ evaluate to 1 and consequently
Ja = xKΓ,δ evaluates to true.

A(x) is used for releasing writes and acquiring reads. It describes a view which
cannot occur after an acquiring read from x, as stated in Lemma 3.4. δ(x) ∈ WR × Q
describes that δ(x) must be a releasing write and ¬(σ.mviewδ(x) ⪯ δ) describes that
the view δ cannot occur after the modification view σ.mviewδ(x) of the write δ(x) which
would be read by such a transition. This way we know if A(x) evaluates to true for
σ.tviewt, then σ′.tviewt must be a different view, which we later use for our proof rule
Ld-a-shift for acquiring reads.

Lemma 3.4. For any thread t and any global states σ and σ′ with σ
rdA(x,v)
⇝t σ′ and

any local state lst′,
q
A(x)

y
(lst′,σ′),σ′.tviewt

= false.

Proof. Proof by contradiction. Let δ = σ′.tviewt. Given the action a = rdA(x, v),
note that δ(x) ∈ {wrR(x, v)} × Q, because this is the write w the thread reads in
Read. For the contradiction assume δ(x) ∈ WR ×Q ∧ ¬(σ′.mviewδ(x) ⪯ δ). By Read,
δ = σ.tviewt ⊗ σ.mviewδ(x). By definition of ⊗ (Equation (2.3)), it maps to a view
which maps each shared variable y to the write of σ.tviewt(y) and σ.mvieww(y) with
the greater timestamp. We can conclude σ.mviewδ(x) ⪯ δ. Further σ.mviewδ(x) =
σ′.mviewδ(x) holds because modification views cannot be changed, only added for new
writes. With this σ′.mviewδ(x) ⪯ δ must hold, which contradicts our assumption.

Note that ¬(δ ⪯ δ′) and δ′ ⪯ δ are not identical. For example the views {x 7→
(wr(x, 0), 0), y 7→ (wr(y, 1), 1)} and {x 7→ (wr(x, 1), 1), y 7→ (wr(y, 0), 0)} do fulfill the
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y

x

time

(wr(x, 0), 0)

(wr(y, 0), 0)

(wr(x, 1), 3)

(wrR(y, 1), 4)
Init : x := 0 ; y := 0;

Thread t1
1 : x := 3;
2 : y :=R 2

Thread t2
3 : a←A y;
4 : b← x

Figure 3.2: Illustration for Example 3.5 where
q
A(y)

y
Γ,δ

= true:
violet: σ.mview(wrR(y,1),4) after statement 2, orange: view δ

former, but not the latter. The former indicates that views cannot occur in some order,
the latter that they can occur in the reverse order.

Example 3.5. In this example, we construct a state and view with
q
A(y)

y
Γ,δ

= true.
Let Γ = (lst, σ) be a C11 state with σ.mview(wrR(y,1),4) = {x 7→ (wr(x, 1), 3), y 7→
(wrR(y, 1), 4)} and δ be a view with δ = {x 7→ (wrR(x, 0), 0), y 7→ (wr(y, 1), 4)}.
These views are illustrated in Figure 3.2. On the right side of the figure the Mes-
sage Passing program is shown, where said state could occur after executing state-
ments 1 and 2. Then

q
A(y)

y
Γ,δ

evaluates to true because δ(y) is a releasing write and
the corresponding modification view σ.mview(wrR(y,1),4) does not precede δ because the
write σ.mview(wrR(y,1),4)(x) = (wr(x, 1), 3) occurs at a later timestamp than δ(x) =
(wr(x, 0), 0).

As stated in Lemma 3.4 this means that δ cannot occur after an acquiring read from
y, because the write transition step would use ⊗ to update the thread view, resulting
in violet: σ.mview(wrR(y,1),4). From there on the thread can never perceive δ(x) =
(wr(x, 0), 0) again, because the timestamps of perceived writes must not decrease.

3.3 Interval Assertions

For interval assertions, we are interested in lists of views. Such a list overapproximates
a possible sequence of thread views for some thread.

A list L = ⟨δ1, . . . , δn⟩ is a sequence of elements δi. Let L(i) := δi retrieve the ith
element of L and |L| := n be the length of the list. With this, for 1 ≤ i ≤ j ≤ |L|, let
L|ji := ⟨δi, . . . , δj⟩ be the sublist of L from i to j. We say L contains δ (written δ ∈ L)
if there exists a 1 ≤ i ≤ |L| with L(i) = δ. Additionally, we use · to concatenate lists:
L1 · L2 := ⟨L1(1), . . . , L1(|L1|), L2(1), . . . , L2(|L2|)⟩.

For a list of views specifically, let L.writes ≡ ⋃δ∈L ran(δ) be the set of all writes
viewed by some view δ ∈ L. Here ran refers to the range of a function, in this specific
case the writes mapped to by that view.

A list of views can be understood as a possible order in which a thread might
perceive views. Later we restrict these lists in their construction such that each view
in the list succeeds each previous entry in the list and the thread view of some thread.
This overapproximates in which order they might occur as thread views, as stated by
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Theorem 3.1. We define the validity of interval assertions for such a list, which specifies
a possible ordering of thread views, and a C11 state, which contains further information
like values of local variables and modification views.

Definition 3.6. For a C11 state Γ = (σ, lst) and a list L = ⟨δ1, . . . , δn⟩ ∈ σ.Views∗ of
views we define the validity of an interval assertion:

Γ, L ⊨ [Eb] iff ∀δ ∈ L : JEbKΓ,δ = true

Γ, L ⊨ Cx iff ∀δ ∈ L : δ(x) ∈ σ.covered

Γ, L ⊨ 1x iff ∀δ, δ′ ∈ L : δ(x) = δ′(x)

Γ, L ⊨ I1; I2 iff Γ, L1 ⊨ I1 and Γ, L2 ⊨ I2 for some (possibly empty)

L1 and L2 with L1 · L2 = L

Γ, L ⊨ I1 ∧ I2 iff Γ, L ⊨ I1 and Γ, L ⊨ I2 (similarly for ∨)

For extended boolean expressions [Eb] to hold on a list, Eb must evaluate to true
for all views in that list. Cx describes that all writes to x in views in the list are in the
covered set. This being part of interval assertions prevents its negation, which makes
our proof rules sound for the swap operation.

1x describes that there is only one unique write to x in the list. This is useful to
reason on possible behaviors when a new write (to x) is introduced. Such a new write
then can only precede or succeed this single write. On the other hand, if there are
multiple writes to x in a list, the new write could succeed some writes and precede
others.

The chop operator ; requires the existence of some split of the list, such that the
first interval assertion is fulfilled by the first sublist and the second interval assertion
is fulfilled by the second sublist. This is how we reason about sequence of events.

Finally, boolean operations ∨ and ∧ are defined as usual, but negations are not
allowed. This allows us to derive Lemma 3.7, stating that if a formula holds on a list,
that it also holds on any sublist (including the empty list). This allows us for a given
list to derive that all its sublists fulfill interval assertions that the original list fulfills,
which is essential for many of our proofs.

If we allowed negation with the usual definition Lemma 3.7 would not hold, a
counterexample is Γ, ⟨δ⟩ ⊨ ¬[false] and Γ, ⟨⟩ ⊭ ¬[false] for an arbitrary C11 state Γ
and view δ.

Lemma 3.7. For a C11 state Γ and a list L of views, when Γ, L ⊨ I, then Γ, L|ji ⊨ I
for every 0 ≤ i− 1 ≤ j ≤ n (This may be the empty list for i = j + 1).

For the proof see Appendix B.2.

Example 3.8. Let Γ be a C11 state and L = ⟨{x 7→ (wr(x, 0), 0)}, {x 7→ (wr(x, 1), 1)},
{x 7→ (wr(x, 2), 2)}⟩ be a list of views. Then Γ, L|11 ⊨ 1x holds because there is only one
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y

x

time

(wr(x, 0), 0)

(wr(y, 0), 0)

(wr(x, 1), 1)

(wr(y, 1), 1)

Figure 3.3: ⟨δ1, δ2⟩ ∈ σ.Lists(t):
orange: σ.tviewt, blue: δ1, green: δ2

y

x

time

(wr(x, 0), 0)

(wr(y, 0), 0)

(wr(x, 1), 1)

(wr(y, 1), 1)

Figure 3.4: ⟨δ1, δ
′
2⟩ /∈ σ.Lists(t):

orange: σ.tviewt, blue: δ1, red: δ′
2

unique write to x in L|11 and Γ, L|32 ⊨ [x > 1] holds because the extended expressions
evaluate to true on both views in L|32. Consequently Γ, L ⊨ 1x; [x > 1] holds because
L = L|11 · L|32 and these lists fulfill the interval assertions respectively.

3.4 Assertions

In a global state σ, we are interested in lists which could reasonably represent an order
in which a thread might perceive views. We restrict lists L in the following three ways:

1. Every L(i) has to be in σ.Views, i. e. ∀1 ≤ i ≤ |L| : L(i) ∈ σ.Views

2. Every view L(i+1) should be able to occur after L(i), so we require that L(i+1)
succeeds L(i), i. e. ∀1 ≤ i < |L| : L(i) ⪯ L(i+ 1)

3. The views of the list should be able to occur after the current (thread) view δ

and thus must succeed it, i. e. ∀1 ≤ i ≤ |L| : δ ⪯ L(i)

This is equivalent to the following definition:

σ.Lists(δ) := {⟨δ1, . . . , δn⟩ ∈ σ.Views∗ | ∀1 ≤ i ≤ j ≤ n : δ ⪯ δi ⪯ δj} (3.3)

Most of the time we use this as σ.Lists(σ.tviewt) for a global state σ and a thread t.
Therefore, we introduce the shortcut below if the argument is a thread instead of a
view:

σ.Lists(t) := σ.Lists(σ.tviewt) (3.4)

Lemma 3.9 supports that Equation (3.3) describes the criteria above. Further, the
right side is simpler and thus less work to show that it holds for a given list. We use
this equivalence in proofs to show that certain lists are in σ.Lists(δ).

Lemma 3.9. For any C11 state σ and ⟨δ1, . . . , δn⟩ ∈ σ.Views∗ holds

∀1 ≤ i ≤ j ≤ n : δ ⪯ δi ⪯ δj ⇐⇒ (n = 0 ∨ δ ⪯ δ1) ∧ ∀1 ≤ i < n : δi ⪯ δi+1

The proof is given in Appendix B.3
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Example 3.10. Let Γ = (lst, σ) be a C11 state with σ.tviewt = {x 7→ (wr(x, 1), 1), y 7→
(wr(y, 0), 0)} and containing the used writes in σ.writes (implying that all following
views are in σ.Views).

With the views from Figure 3.3, ⟨δ1, δ2⟩ = ⟨{x 7→ (wr(x, 1), 1), y 7→ (wr(y, 0), 0)},
{x 7→ (wr(x, 1), 1), y 7→ (wr(y, 1), 1)}⟩ is a list in σ.Lists(t). In this example σ.tviewt ⪯
δ1 ⪯ δ2 holds and thus ⟨δ1, δ2⟩ ∈ σ.Lists(t). Note that the empty list ⟨⟩ is in σ.Lists(δ)
for any global state σ and view δ.

With the views from Figure 3.4, ⟨δ1, δ
′
2⟩ = ⟨{x 7→ (wr(x, 1), 1), y 7→ (wr(y, 0), 0)},

{x 7→ (wr(x, 0), 0), y 7→ (wr(y, 1), 1)}⟩ is in not in σ.Lists(δ) for any global state σ and
view δ, because the timestamp for x decreases: δ1(x) ⪯̸ δ′

2(x). Additionally for this
thread view σ.tviewt(x) ⪯̸ δ′

2(x) also prevents the list from being in σ.Lists(t).

In the definition of validity for assertions, we use σ.Lists(t) to overapproximate in
which order thread views may occur.

Definition 3.11. For a C11 state Γ = (σ, lst) we define the validity of assertion:

Γ ⊨ t⋉ I iff Γ, L ⊨ I for every L ∈ σ.Lists(tviewt)

Γ ⊨ e iff ∃δ ∈ σ.Views : JeKΓ,δ = true

Γ ⊨ I1 ∧ I2 iff Γ, L ⊨ I1 and Γ, L ⊨ I2 (similarly for ∨)

t⋉ I holds in Γ = (σ, lst) if I holds for all lists describing some order in which the
thread could perceive views, as described by σ.Lists(t). Additionally, we introduce the
shortcut t0 ⋉ I ≡

∧
t∈T id t⋉ I to assert that all threads must perceive I.

For brevity and to avoid confusion we evaluate expressions the same way as in
extended expressions (Definition 3.2), except for an arbitrary global state δ. This is
possible because their evaluation is independent of δ, since expressions do not contain
shared variables.

Finally, boolean operations ∨ and ∧ are defined as usual and negations are not
allowed for the same reasons as with interval assertions.

Example 3.12. Let Γ = (lst, σ) be a C11 state with σ.tviewt = {x 7→ (wr(x, 1), 1)}
and σ.writes = {(wr(x, 0), 0), (wr(x, 1), 1), (wr(x, 2), 2)}. Then every L ∈ σ.Lists(t)
consists of lists only containing {x 7→ (wr(x, 1), 1)} and {x 7→ (wr(x, 2), 2)} and only
in this order. Then Γ, L|k1 ⊨ 1x holds for some first part of L with (wr(x, 1), 1). For the
second part Γ, L||L|

k+1 ⊨ [x = 2] holds. We can combine this to derive Γ, L ⊨ 1x; [x = 2]
and consequently Γ ⊨ t⋉ 1x; [x = 2].

One key observation is that each thread may observe the final write (i. e. with the
greatest timestamp) to each shared variable. We can derive that every thread may
perceive some nonempty list and the observations of all threads must hold for the list
with the view mapping to the final writes. Thus, a disagreement is a contradiction, as
stated in Theorem 3.13. We use this mostly to derive false from t ⋉ [false] for some
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thread t. Sometimes this also can be used to derive a contradiction when different
threads assume different write orderings which disagree on some final write.

Theorem 3.13. If there are a number of threads ti, . . . , tj with ti ⋉ Ii ∧ · · · ∧ tj ⋉ Ij

and Ii ∧ · · · ∧ Ij =⇒ [false], then (ti ⋉ Ii ∧ · · · ∧ tj ⋉ Ij) =⇒ false.

Proof. Assume ti ⋉ Ii ∧ · · · ∧ tj ⋉ Ij and Ii ∧ · · · ∧ Ij =⇒ [false]. For defining
the final view, let δmax(x) = w if and only if var(w) = x and w′ ⪯ w for every
w ∈ σ.writes with var(w′) = x. By construction, δ ⪯ δmax for every δ ∈ σ.Views.
Thus, ⟨δmax⟩ ∈ σ.Lists(δ) for every δ ∈ σ.Views. We can derive Γ, ⟨δmax⟩ ⊨ Ii up to
Γ, ⟨δmax⟩ ⊨ Ij . By definition of ∧, we can derive Γ, ⟨δmax⟩ ⊨ Ii ∧ · · · ∧ Ij . We know
by our requirement that this implies [false]. Thus, Γ, ⟨δmax⟩ ⊨ [false] holds. This is
false; thus we can derive (ti ⋉ Ii ∧ · · · ∧ tj ⋉ Ij) =⇒ false.

3.5 Assertions on the Initial State ΓInit

In this section, we show which of these assertions hold on the initial state. The initial
state ΓInit is defined by the Init statements:

Init = x1 := k1 ; · · · ; xn := kn ; [r1 := l1;] . . . [rm := lm;]

The local variables and writes are defined to agree with these statements:

lstInit(t) : ri 7→ li for each thread t and its local variables ri

writesInit = {(wr(xi, ki), 0) | 1 ≤ i ≤ n}

To describe the interval in which specific writes occur, we introduce the following
notation: 1

x
v1...vn

≡ (1x ∧ [x = v1]); . . . ; (1x ∧ [x = vn]). Additionally we assume
atoms(Init) to return the set of assignments and writes in Init. With this we define
rules to derive statements holding in the initial state ΓInit.

Init-asgn
r := v ∈ atoms(Init)

ΓInit ⊨ r = v

Init-wr
x := v ∈ atoms(Init)

ΓInit ⊨ t⋉ 1
x
v

Theorem 3.14. Init-asgn and Init-wrare sound.

Proof. Let Init = x1 := k1 ; · · · ; xn := kn ; [r1 := l1;] . . . [rm := lm;] and ΓInit =
(lstInit, σInit) be an according initial state.

Init-asgn holds by the definition of lstInit.
Init-wr. Each view δ ∈ L in a list L ∈ σInit.Lists(tviewInit) must map shared

variables to writes in σInit.writes of the same variable xi. Thereby we know that every
xi is mapped to δ(xi) = (wr(xi, ki), 0) by the definition of writesInit. Also for every
shared variable there is only one write in σ.writes. With this, ΓInit, L ⊨ t ⋉ 1xi and
ΓInit, L ⊨ t⋉ [x = ki] hold. We can derive ΓInit, L ⊨ t⋉ 1

xi
ki
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Proof Rules
4

In this chapter, we present our proof rules and prove the soundness of some of them
to give insights into the mechanics. The other soundness proofs work on the same
principles, and are included in Appendix C. In Chapter 5, these rules are applied in
examples, which do not require understanding of these inner workings.

We reason about validity of programs using Hoare triples, which we define below for
partial correctness. This means we consider all possible final states of executions and
ignore infinite executions. Proving that there are no infinite executions is considered
in total correctness, which is not topic of this thesis.

Definition 4.1. For assertions p and q, a parallel program P , and the empty program
E, mapping each thread identifier to skip, we define the validity of a Hoare triple as
follows:

⊨ {p} P {q} iff Γ′ ⊨ q for every Γ′ ∈ ΣC11 with (P,Γ) =⇒∗ (E,Γ′)

for some Γ ∈ ΣC11 with Γ ⊨ p

For a parallel program with an Init statement we additionally require ΓInit ⊨ p to hold.

To be able to refer to the executing thread in proof rules, we denote it in the index
of the operation, e. g. x :=t e for a writing thread t.

4.1 Classical Proof Rules

Figure 4.1 shows classical proof rules for compound statements, logical reasoning and
parallel composition. Classical proof rules for compound statements (combining mul-
tiple statements to non-atomic statements) hold by the same reasoning as for Hoare
Logic [Hoa69, AdBO09]. The logical rules other than Disj2 are included in [AdBO09]
and hold by reasoning over the transition system and are independent of what specific
transition steps are possible. Disj2 can be easily derived by Disj1 and Cons.
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4.1 Classical Proof Rules

Seq
{p} C1 {r} {r} C2 {q}

{p} C1 ; C2 {q}

If
{p ∧ b} C1 {q} {p ∧ ¬b} C2 {q}
{p} if b thenC1 elseC2 fi {q}

While
{p ∧ b} C {p}

{p} while bdoC od {p ∧ ¬b}

Until
{p} C {r} {r} while¬bdoC od {r ∧ b}

{p} doC until bod {r ∧ b}

Aux
{p} C {q} vars(q) ∩ V = ∅

{p} C0 {q}

Parallel
Proof outlines {pi} Ci {qi} are interference free

{
∧n

i=1
pi} C1∥ . . . ∥Cn {

∧n

i=1
qi}

Cons
p⇒ p′ {p′} C {q′} q′ ⇒ q

{p} C {q}

Conj
{p1} C {q1} {p2} C {q2}
{p1 ∧ p2} C {q1 ∧ q2}

Disj1
{p1} C {q} {p2} C {q}

{p1 ∨ p2} C {q}

Disj2
{p1} C {q1} {p2} C {q2}
{p1 ∨ p2} C {q1 ∨ q2}

Figure 4.1: Classical proof rules

The Aux rule is the standard proof rule to remove auxiliary variables from a proof
outline [AdBO09]. Here we obtain C0 from C by removing all assignments to a set of
auxiliary variables V . Statements of the form ⟨c, aux := e⟩ for an auxiliary variable
aux ∈ V for example are replaced by the statement c, removing the auxiliary assign-
ment. Further, this is only allowed if no auxiliary variable aux ∈ V occurs in C0 any
more, for example in another assignment or a condition.

The Parallel rule combines sequential programs into parallel programs the usual
way [OG76, AdBO09]. Next, we define noninterference for this rule.

Definition 4.2. A statement R with precondition pre(R) (in the standard proof outline)
does not interfere with an assertion p if {p ∧ pre(R)} R {p}.

A standard proof outline of a sequential program is the program with exactly one
assertion in {} brackets before and after each statement. We call the assertion before
a statement R its precondition pre(R) and the assertion afterward its postcondition
post(R). Standard proof outlines are interference free if no statement of one proof
outline interferes with any assertion of another.

A parallel proof outline is valid if the proof outlines of the sequential programs
are valid, and the proof outlines are interference free. A proof outline of a sequential
program is valid if for every statement R and C11 states Γ,Γ′ ∈ ΣC11 if Γ ⊨ pre(R)
and (R,Γ) =⇒∗ (skip,Γ′) implies Γ′ ⊨ post(R).
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Chapter 4. Proof Rules

4.2 Basic Rules

There are some basic rules shown below. They preserve assertions of which no free
variable is changed in the statement. The set of free variables fv(φ) for an assertion φ
is the set of all local and shared variables used in the assertion and all shared variables
x used in A(x), 1x or Cx in the assertion. These rules are (syntactically) equivalent
to the rules Subst-asgn/Subst, Stable-ld/Stable-Ld, and Stable-wr/Stable-
St in [LDW23]/[BDW24], where ld, wr, and st are shortcuts for load, write and store
respectively. We later use them in proof outlines and to show that the rules ending on
single are instances of their more complex versions, usually by preserving false.

Subst-asgn

{φ(r := e)} r :=t e {φ}

Stable-ld
r /∈ fv(φ)

{φ} r ←t x {φ}

Stable-wr
x /∈ fv(φ)

{φ} x :=t e {φ}

Theorem 4.3. Subst-asgn, Stable-ld and Stable-wr are sound.

This holds by induction over the structure of the formula, as shown in Appendix C.1.

4.3 Load Rules

In this section, we introduce our load rules. Write transition steps change the set of
writes; therefore we handle loads first. Lemma 4.4 states that for every view, there is
a specific part of an interval assertion that must hold for that view. We use this in the
soundness proofs below to reason about interval assertions of the form I1; I2.

Lemma 4.4. For a state Γ = (lst, σ) with Γ ⊨ I1; I2 and any views δ′, δ ∈ σ.Views, the
following holds:

Γ, L1 · ⟨δ⟩ ⊨ I1 for all lists of the form L = L1 · ⟨δ⟩ · L2 in σ.Lists(δ′) or

Γ, ⟨δ⟩ · L2 ⊨ I2 for all lists of the form L = L1 · ⟨δ⟩ · L2 in σ.Lists(δ′)

Proof. By contradiction. Let L = L1 · ⟨δ⟩ · L2 ∈ σ.Lists(δ′) such that Γ, L1 · ⟨δ⟩ ⊭ I1.
Let L′ = L′

1 · ⟨δ⟩ · L′
2 ∈ σ.Lists(δ′) such that Γ, ⟨δ⟩ · L′

2 ⊭ I2. Then we can construct a
list L′′ = L1 · ⟨δ⟩ · L′

2. Now L′′ ∈ σ.Lists(δ′) holds because both L and L′ are also in
σ.Lists(δ′). L′′ however can’t fulfill I1; I2, because either the part before the split would
have to begin with L = L1 · ⟨δ⟩ or the part after the split has to end with ⟨δ⟩ · L2. By
Lemma 3.7, that part cannot fulfill I1 or I2, respectively.

Especially, an interval assertions of the form I1; I2 occurs in Ld-shift. The rules
below are equivalent to the rules with the same name in [BDW24].

Ld-shift
{t⋉ I} r ←t x {ψ}

{t⋉ [e(r := x)]; I} r ←t x {e ∨ ψ}

Ld-single

{t⋉ [e(r := x)]} r ←t x {e}
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4.3 Load Rules

Theorem 4.5. Ld-shift and Ld-single are sound.

The intuition behind Ld-single is that an expression holding for x on all thread
views possible after the transition step, after we read its value into r, the same expres-
sion must evaluate to true for r afterwards. For Ld-shift the new thread view after
the transition step can be either in the first interval [e(r := x)] or in the latter I. In
the first case, similar to Ld-single, e must hold. Otherwise, we may assume that t⋉ I
held before, because a transition from a state where it holds is possible.

Proof. Ld-shift
Let Γ = (lst, σ) be the state before and Γ′ = (lst′, σ′) be the state after the transition
step. There are only two changes by this transition: σ.tviewt is updated to σ′.tviewt

and lst(t)(r) is updated to val(σ′.tviewt(x)). All other thread views, all modification
views, the covered set of the global state, σ and all other local variables of lst are the
same in the state Γ before the read transition and Γ′ after it.

With this we can continue to prove the soundness of Ld-shift. By Lemma 4.4 we
know that one of the following holds for every L = L1 · ⟨σ′.tviewt⟩ · L2 ∈ σ.Lists(t):

(i) (lst, σ), L1 · ⟨σ′.tviewt⟩ ⊨ t⋉ [e(r := x)].
We can derive Je(r := x)K(lst,σ),σ′.tviewt

= true. By the transition rules we know
that σ′.ls(t) = σ.ls(t)[r := tviewt(x)]. By structural induction over the formula,
we can conclude JeKlst′ = true. For this let δ = σ′.tviewt.

(a) Ja(r := x)K(lst,σ),δ =

val(δ(x)) if a = r

lst(a) otherwise
= lst′(a) = JaK(lst′,σ)

(b) J¬e(r := x)K(lst,σ),δ = ¬ Je(r := x)K(lst,σ),δ = ¬ JeK(lst′,σ) = J¬eK(lst′,σ)

(c) Je1(r := x)⊕ e2(r := x)K(lst,σ),δ = Je1(r := x)K(lst,σ),δ ⊕ Je2(r := x)K(lst,σ),δ =
Je1K(lst′,σ) ⊕ Je2K(lst′,σ) = Je1 ⊕ e2K(lst′,σ)
for ⊕ ∈ {+,−, ∗,÷, . . . ,=,≤,≥, . . . ,∧,∨, . . . }

With this, (lst′, σ) ⊨ e holds. Then (lst′, σ′) ⊨ e holds because σ and σ′ are not
used to evaluate e.

(ii) (lst, σ), ⟨σ′.tviewt⟩ · L2 ⊨ t⋉ I.
By Lemma 3.7, L2 ⊨ t ⋉ I. For L2 the same restrictions hold as for any list in
σ′.Lists(t). Therefore, the set of Lists allowed for L2 is σ′.Lists(t). With this we
can derive (lst, σ′) ⊨ t ⋉ I. (r ←t x, lst, σ

′) =⇒ (skip, lst′, σ′) is possible by a
transition, therefore (lst′, σ′) ⊨ ψ holds by the precondition.

We can conclude (lst′, σ′) ⊨ e ∨ ψ, which makes Ld-shift sound.
Ld-single

This is an instance of Ld-shift for I ≡ [false] and ψ ≡ false. t ⋉ [false] ⇒ false

holds by Theorem 3.13 and {false} r ←t x {false} holds by Stable-ld.
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Chapter 4. Proof Rules

4.4 Write Rules

In this section we first introduce our general strategy to proof the soundness of our proof
rules for writes. Then we show it on the example of Wr-top. Finally, we introduce
our other write proof rules.

4.4.1 Soundness Proof Strategy

To show that a write proof rule is sound, we need to show that every state Γ′ = (lst′, σ′)
after a write transition fulfills some assertion of the form t ⋉ I ′. To do so, we take an
arbitrary list L from σ′.Lists(t) and show that it fulfills I ′. For this, we replace the newly
introduced write w with the write wprev before it in L to produce a list L[w/wprev] which
we know is in σ.Lists(t), assuming Γ = (lst, σ) is the state before the write transition.
This is formalized in Lemma 4.7.

Example 4.6. As an example we look at the following program, for executing x := 1
after x := 2 is already executed:

Init : x := 0;
Thread t1

x := 1
Thread t2

x := 2
Thread t3

skip

Let the resulting state have the set σ′.writes = {w0, w1, w2} for writes wi = (wr(x, i), i)
with value and timestamp i. In this state thread t3 can observe for example the list
L′ = ⟨δ0, δ1, δ2⟩ ∈ σ′.Lists(t3) for views δi : x 7→ wi.

Replacing the new write w1 by the previous one w0 results in L = ⟨δ0, δ0, δ2⟩. This
list is obviously in σ.Lists(t3), because it does not contain the newly introduced write
and all views succeed all previous ones.

Finally, for the part around the replacement, the same interval assertions as before
hold, e. g. [x = 0] for ⟨δ0⟩ = L|11 = L′|11 and [x = 2] for ⟨δ2⟩ = L|33 = L′|33. For the part
L′|22 = ⟨δ1⟩ containing the newly introduced write w holds 1

x
e. We can combine these

together into [x = 0];1x
1; [x = 2], which holds for L′.

Our general proof strategy shows that such a replacement works for all lists in
σ′.Lists(t), allowing us to guarantee such a newly constructed interval assertion.

First we need to formally define what it means to replace a write in a view δ and
list L = ⟨δ1, . . . , δ|L|⟩. For a view δ, if it contains w, we replace that write with some
other write, usually wprev, which is the write directly before the newly introduced write
w. Otherwise the view remains unchanged. We lift this to lists such that for each view
in the list, the write w is replaced.

δ[w/wprev] :=

δ[var(w) := wprev] if δ(var(w)) = w

δ otherwise

L[w/wprev] := ⟨δ1[w/wprev], . . . , δ|L|[w/wprev]⟩
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4.4 Write Rules

Let Γ = (lst, σ) be the state before and Γ′ = (lst′, σ′) be the state after the write
transition step. Let w = (a, q) be the write written by the transition step and wprev

be the write previous to w, which is wprev = maxq′{(a′, q′) ∈ σ.writes | var(a′) =
var(w) ∧ q′ < tst(w)}. This write always exist because all newly introduced writes
have a timestamp strictly greater than some other timestamp by σ.fresh. We use this
replacement in Lemma 4.7 to create a list for which we know that it was in σ.Lists(t).
With this we know that it fulfills the precondition of the Hoare triple which we use in
most proofs for write rules.

Lemma 4.7. Let σ, σ′ be arbitrary global states with σ
a
⇝t σ

′ for a ∈ {wr(x, vW),
wrR(x, vW), updRA(x, vR, vW)} and L′ be an arbitrary list from σ′.Lists(t). Then, for
the write w = σ′.tviewt(var(a)) introduced in the transition and the write before it
wprev = maxq′{(a′, q′) ∈ σ.writes | var(a′) = var(w) ∧ q′ < tst(w)}, holds:

L′[w/wprev] ∈ σ.Lists(t)

Proof. Let L = L′[w/wprev]. L(i) ∈ σ.Views holds because all instances of the only new
write in σ′, w, are replaced by wprev which is in σ.writes by definition. With Lemma 3.9
we only need to derive L(i) ⪯ L(i+ 1) and σ.tviewt ⪯ L(i) to show δ ⪯ δi ⪯ δj for all
1 ≤ i ≤ j ≤ n, the other requirement for L to be in σ.Lists(t).

First we need to show L(i) ⪯ L(i + 1). This holds by the definition of σ′.Lists.
There are four cases:

1. L′(i)(x) = w and L′(i+ 1)(x) = w:
L(i) = L′(i)[x := wprev] ⪯ L′(i+ 1)[x := wprev] = L(i+ 1)

2. L′(i)(x) ̸= w and L′(i+ 1)(x) = w:
L(i) = L′(i) ⪯ L′(i+ 1)[x := wprev] = L(i+ 1) because w′ ⪯ wprev for all w′ ≺ w

3. L′(i)(x) = w and L′(i+ 1)(x) ̸= w:
L(i) = L(i)[x := wprev] ⪯ L′(i+ 1) = L(i+ 1) because wprev ⪯ w

4. L′(i)(x) ̸= w and L′(i+ 1)(x) ̸= w:
L(i) = L′(i) ⪯ L′(i+ 1) = L(i+ 1)

We conclude L(i) ⪯ L(i+ 1) in every case.
Finally we need to show σ.tviewt ⪯ L(i). For L(i) ∈ σ.Views, there are two cases:

1. L′(i)(x) ̸= w: σ.tviewt ⪯ σ′.tviewt by Theorem 3.1 and σ′.tviewt ⪯ L′(i) by
definition of σ′.Lists. L′(i)[w/wprev] = L′(i) = L(i) because L′(i)(x) ̸= w. We
can conclude σ.tviewt ⪯ L(i).

2. L′(i)(x) = w: wprev is the write selected from σ.OW(t, x), since σ.fresh guarantees
that the new write w has the next timestamp. σ.tviewt ⪯ σ′.tviewt [x := wprev]
holds since wprev ∈ σ.OW(t, x). Further σ′.tviewt [x := wprev] ⪯ L′(i) [x := wprev]
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Chapter 4. Proof Rules

holds because σ′.tviewt ⪯ L′(i) since L′ ∈ σ′.Lists(t). Also L′(i) [x := wprev]
= L(i) by definition of L. We can derive σ.tviewt ⪯ L(i).

We conclude σ.tviewt ⪯ L(i) in either case.
By Lemma 3.9 this is sufficient to prove δ ⪯ δi ⪯ δj for all 1 ≤ i ≤ j ≤ n. With

L(i) ∈ σ.Views, we can derive L ∈ σ.Lists(t).

Now, we know L′[w/wprev] ∈ σ.Lists(t). We use this in our soundness proofs to split
the list in parts with and without the new write w. 1x

e holds trivially for the parts with
the new write w, because it is the only write to x in that part and its value is e. For
the parts without the new write, interval assertions fulfilled by Γ, L are also fulfilled by
Γ′, L. This is formalized in Lemma 4.8.

Lemma 4.8. For Write and Update transition steps with the C11 states Γ before
and Γ′ after the transition step, if L ∈ σ.Lists(t′) for some thread t′ and I is an interval
formula, then Γ, L ⊨ I implies Γ′, L ⊨ I.

The proof by induction over the formula is included in Appendix B.4. The intuition
is that for each view, extended expressions are evaluated the same, and for each list, if
an interval assertion held before the transition step, it still holds afterwards.

This is our general strategy to prove the soundness of our proof rules. Because
we cannot derive useful postconditions with this alone, we need multiple proof rules
with different, stronger preconditions. In the next section, we show the soundness of
Wr-top as an example, where we restrict the writing thread t to only observes a single
write on the written variable x in the precondition: t⋉ 1x.

4.4.2 WR-TOP

Below we introduce Wr-top, a proof rule requiring the writing thread to perceive only
a single write. This requires the thread view of that thread to map to the newest write
to that variable and create a new write with an even greater timestamp. Thus, in the
postcondition of the Hoare triple, we may insert the new write at the end. To describe
this write, we use the previously established notation 1

x
e ≡ 1x∧ [x = e]. This proof rule

is similar to Wr-other-1 from [LDW23], which has an additional assertion R(x) for
older writes, and St-Other1 from [BDW24], which specifies the writing thread with
x.tid = t. On the other hand, we guarantee that there is only one new write with 1x.

Wr-top

{t⋉ 1x ∧ t′ ⋉ I} x :=t e {t′ ⋉ I; 1x
e}

Theorem 4.9. Wr-top is sound.
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4.4 Write Rules

Proof. Let wmax := maxq{(a, q) ∈ σ.writes | var(a) = x} be the write to x with
the maximal timestamp. Then ⟨σ.tviewt, σ.tviewt[x := wmax]⟩ ∈ σ.Lists(t) because
σ.tviewt(x) ⪯ wmax. With t⋉ 1x we can derive σ.tviewt(x) = wmax.

Write guarantees with σ.fresh that the newly introduced write w has an even
greater timestamp than the previously latest write: tst(w) > tst(σ.tviewt(x)). Because
it is the only new write (σ′.writes = σ.writes ∪ {w}), it succeeds all other writes to
x in σ: tst(w′) < tst(w) for all w′ ∈ σ′.writes with var(w′) = x. Therefore, no other
write to x can occur in L′ after w in any L′ ∈ σ′.Lists(t).

Let 0 ≤ k ≤ |L′ such that w /∈ L′|k1.writes and δ(x) = w for every δ ∈ L′||L
′|

k+1.
We know that L′[w/wprev] ∈ σ.Lists(t) by Lemma 4.7, therefore also L′|k1[w/wprev] ∈
σ.Lists(t). Further, by definition of k, L′|k1[w/wprev] = L′|k1 because w /∈ L′|k1.writes.
Therefore, we can derive Γ, L′|k1 ⊨ I and by Lemma 4.8 Γ′, L′|k1 ⊨ I.

Γ′, L′||L
′|

k+1 ⊨ 1x ∧ [x = e] holds trivially because δ(x) = w for every δ ∈ L′||L
′|

k+1. We
can derive Γ′, L′|k1 ·L′||L

′|
k+1 ⊨ I;1x

e . As L′|k1 ·L′||L
′|

k+1 = L′, this is what we needed to show:
Γ′, L′ ⊨ I;1x

e .

4.4.3 Additional Write Rules

In combination with Wr-top from the previous chapter, we often use Wr-own-1wr
to preserve that the writing thread perceives only one write (to the written variable).
The rules Wr-Own from [LDW23] and Un from [BDW24] are similar. The former
holds for a stronger memory model where the precondition true is sufficient to derive
the postcondition t ⋉ [x = e]. The latter is syntactically equivalent to our rule if
we restrict our rule to I ≡ [false], thereby removing ; I, and ignore the additional
guarantees x.tid = t they provide, assuming t⋉ 1x and t ↑ x are equivalent.

Additionally, in cases with more than one writing thread the rule Wr-1wr can be
used, of which Wr-1wr-single is a simplified and weaker version.

Wr-own-1wr

{t⋉ 1x; I} x :=t e {t⋉ 1
x
e ; I}

Wr-1wr-single

{t′ ⋉ 1x ∧ I} x :=t e {t′ ⋉ I;1x
e}

Wr-1wr
{t′ ⋉ I2} x :=t e {t′ ⋉ I ′

2}

{t′ ⋉ (I1 ∧ 1x); I2} x :=t e {t′ ⋉
(
(I1; 1x

e ; I2) ∨ (I1; I ′
2)
)
}

Theorem 4.10. Wr-own-1wr, Wr-1wr and Wr-1wr-single are sound.

The soundness proofs are similar to that for Wr-top and are given in Appendix C.2.
For Wr-own-1wr we use that the current thread view is updated to the new write,
thus replacing the write which can only occur at the beginning of the list, σ.tviewt(x).
For Wr-1wr we use that the new write w can only be inserted at one point in a list,
without any other writes in between views with w. Wr-1wr-single is an instance of
Wr-1wr, similar to how Ld-single is an instance of Ld-shift.
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Chapter 4. Proof Rules

4.5 Release/ Acquire

For release acquire we need additional rules for the new operations. Because all assump-
tions made proving the previous rules also hold for acquiring reads and releasing writes,
they can be applied the same way to those operations. Additionally, the new rules below
can be used, which are not sound for the relaxed reads and writes. Here A(x) describes
a view which cannot occur after an acquiring read from x, as stated in Lemma 3.4 and
argued for in Section 3.2. We introduce Ax

e as a shortcut for Ax
e ≡ [A(x)]∧1x

e , denoting
that there is only one write and it cannot occur after an acquiring read. This holds
when the reading thread observes a write, but its thread view does not succeed the
modification view of that write.

Ld-a-shift
{t⋉ I} r ←A

t x {ψ}

{t⋉ [A(x)]; I} r ←A
t x {ψ}

Wr-r-top
{t⋉ It} x :=R

t e {t⋉ I ′
t}

{t⋉ (It ∧ 1x) ∧ t′ ⋉ I} x :=R
t e {t′ ⋉ I;Ax

e ; I ′
t}

Theorem 4.11. Ld-a-shift and Wr-r-top are sound.

The soundness proofs are given in Appendix C.3. Ld-a-shift details that A(x) can
be ignored at the beginning of an assertion if the perceiving thread reads that variable.
The intuition is that because this cannot hold on the thread view after an acquiring
read, we know that we can add this thread view at the beginning of each list. Then
A(x) can only hold on the empty list and the rest of the interval assertion must hold
on the full list. When Wr-r-top can be applied, the new write can only occur at
the end of its interval, because the writing thread observes only one write, similar to
Wr-top. Then, after the thread view of the reading thread succeeds the modification
view (i. e. A(x) does not hold any more), its lists are a subset of the writing threads
and therefore, the writing threads interval assertion must hold.

4.6 Swap

All rules for relaxed and releasing writes may also be used for swap operations, because
all assumptions made during the proofs also are valid for it. Additionally, we need
proof rules both for the swap operation and for covered writes it introduces. For the
latter, we use the interval assertion Cx, asserting that all writes to x in a list are in the
set σ.covered of the global state σ. These rules have a small similarity with Swap-skip
from [LDW23], in that both rules allow ignoring a leading interval assertion.

Swap-a-shift
{t⋉ I} x.swap(v)RA

t {ψ}

{t⋉ [A(x)]; I} x.swap(v)RA
t {ψ}

Wr-cvd
{t⋉ I} x :=t e {ψ}

{t⋉ Cx; I} x :=t e {ψ}

Theorem 4.12. Swap-a-shift and Wr-cvd are sound.
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The soundness proofs are given in Appendix C.4. Swap-a-shift is identical to Ld-
a-shift, except that it can be applied to swaps instead of reads. Wr-cvd describes
that no write can be inserted directly after a write which is already covered by an
atomic swap operation.

Additionally, we need rules allowing us to derive Cx when a swap operation is
executed. The two rules below guarantee the written value and the passing of an
interval assertion respectively.

Swap-wr

{t⋉ Cx;1x ∧ t′ ⋉ Cx; 1x} x.swap(v)RA
t {t′ ⋉ Cx; 1x

v}

Swap-r
{t⋉ It} x.swap(v)RA

t {t⋉ I ′
t}

{t⋉ (It ∧ Cx;1x) ∧ t′ ⋉ Cx; 1x} x.swap(v)RA
t {t′ ⋉ Cx;Ax

v ; I ′
t}

Theorem 4.13. Swap-wr and Swap-r are sound.

The soundness proofs are given in Appendix C.5. These are the proof rules for
writing a value with a swap. The precondition guarantees that both the writing thread
t and perceiving thread t′ observe only a single uncovered write to x, which allows us
to derive that this write is added to the covered set and the only write they might
perceive afterwards is the new one, since it is the only one not in covered. Other than
that, Swap-wr is very similar to Wr-top and Swap-r to Wr-r-top.
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Examples
5

After introducing our proof rules in the previous chapter, we show how they can be used
in validity proofs for proof outlines. Classical proof rules are explained in Section 4.1,
and we recall our new rules before they are first used. There is also a quick reference
in Appendix A, where all proof rules are printed. We showcase most proof rules only
once, for full validity proofs see Appendix D. We begin with several standard litmus
tests, which are minimal examples showing of behavior of different memory models. In
the end, we also verify Peterson’s algorithm as a case study.

5.1 Load Buffering

In this section, we take a look at Load Buffering, a simple litmus test to showcase some
of the simpler rules. Our new rules we use here are the following:

Stable-ld
r /∈ fv(φ)

{φ} r ←t x {φ}

Stable-wr
x /∈ fv(φ)

{φ} x :=t e {φ}

Ld-single

{t⋉ [e(r := x)]} r ←t x {e}

Theorem 5.1. The proof outline for Load Buffering in Figure 5.1 is valid.

Init : x := 0 ; x := 0 ; a := 0 ; b := 0;
{t1 ⋉ [x = 0] ∧ t2 ⋉ [y = 0] ∧ a = 0 ∧ b = 0}

Thread t1
{t2 ⋉ [y = 0] ∧ b = 0}
1 : a← x;
{t2 ⋉ [y = 0] ∧ b = 0}
2 : y := 1
{a = 0 ∨ b = 0}

Thread t2
{t1 ⋉ [x = 0] ∧ a = 0}
3 : b← y;
{t1 ⋉ [x = 0] ∧ a = 0}
4 : x := 1
{a = 0 ∨ b = 0}

{a = 0 ∨ b = 0}

Figure 5.1: Proof outline for Load Buffering, with a, b ∈ VarL and x, y ∈ VarG
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5.2 RRC2

The full proof can be seen in Appendix D.1, but here we showcase where the new
proof rules are used. The proof outline is very similar to the proof outline in [DDDW20],
and holds the same way in Piccolo for other (weak) memory models with these proof
rules, such as SC, TSO, and SRA [LDW23, BDW24].

We use Stable-ld and Stable-wr to derive the validity of the sequential programs
of the threads. For example, below Stable-ld preserves an assertion only containing
the free variables y and b for loading a value into a. Writing to y on the other hand
only preserves b = 0, but this is sufficient to derive the postcondition a = 0 ∨ b = 0.

1 by Stable-ld:
{t2 ⋉ [y = 0] ∧ b = 0}
a← x

{t2 ⋉ [y = 0] ∧ b = 0}

2 by Stable-wr, Cons:
{t2 ⋉ [y = 0] ∧ b = 0}
{b = 0}
y := 1
{b = 0}
{a = 0 ∨ b = 0}

We need Ld-single only to show noninterference. This means that, even if a
statement of a thread is executed, the assertions of the other threads are preserved.
Below we show that the assertion t2 ⋉ [x = 0]∧b = 0 of t2 is preserved when statement
1 (of t1) is executed. Here t1 ⋉ [x = 0] can be preserved by Stable-ld. On the other
hand, we can derive b = 0 afterwards by Ld-single only because we also know that
t1 ⋉ [x = 0] holds before the execution.

(I) by Stable-ld:
{t1 ⋉ [x = 0]}a← x{t1 ⋉ [x = 0]}

(II) by Ld-single:
{t1 ⋉ [x = 0]}a← x{a = 0}

by (I), (II), Conj and Cons:
{t2 ⋉ [y = 0] ∧ b = 0 ∧ t1 ⋉ [x = 0] ∧ a = 0}
{t1 ⋉ [x = 0] ∧ t1 ⋉ [x = 0]}
a← x

{t1 ⋉ [x = 0] ∧ a = 0}

5.2 RRC2

In this section, we take a look at RRC2 (read-read coherence), which reasons about
coherence of writes of one thread to the one variable. For this we use the rules below
in addition to rules shown in the previous section.

Wr-top

{t⋉ 1x ∧ t′ ⋉ I} x :=t e {t′ ⋉ I; 1x
e}

Wr-own-1wr

{t⋉ 1x; I} x :=t e {t⋉ 1
x
e ; I}

Ld-shift
{t⋉ I} r ←t x {ψ}

{t⋉ [e(r := x)]; I} r ←t x {e ∨ ψ}
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Init : x := 0;
{t1 ⋉ 1x ∧ t2 ⋉ [x = 0]}

Thread t1
{t2 ⋉ [x ̸= 2] ∧ t1 ⋉ 1x}
1 : x := 1;
{t2 ⋉ [x ̸= 2] ∧ t1 ⋉ 1x}
2 : x := 2
{true}

Thread t2
{t2 ⋉ [x ̸= 2]; [x = 2]}
3 : a← x;
{a = 2⇒ t1 ⋉ [x = 2]}
4 : b← x
{a = 2⇒ b = 2}

{a = 2⇒ b = 2}

Figure 5.2: Proof outline of RRC2, with a, b ∈ VarL and x ∈ VarG

In Figure 5.2 we can see a proof outline for RRC2. We expect the initial value 0
for x and then writes with values 1 and 2. This could be described by t2 ⋉ [x = 0]; [x =
1]; [x = 2], but here t2 ⋉ [x ̸= 2]; [x = 2] is sufficient. It also shortens the validity proof,
because some proof rules must be applied iteratively on each interval. The assertion
t1⋉1x implies that t1 only perceives a single write. Because all threads may perceive the
write with the maximal timestamp, t1 must perceive only that write. Consequently, all
new writes t1 introduces must succeed that write and have a new maximal timestamp
at their time of creation. This is what allows Wr-top to add new writes at the end of
the interval some thread might perceive.

Theorem 5.2. The proof outline for RRC2 in Figure 5.2 is valid.

The full proof can be seen in Appendix D.2, here we showcase our new proof rules.
With similar rules and when replacing t1 ⋉ 1x with t1 ↑ x, the proof outline holds in
Piccolo for SC, TSO, and SRA [LDW23, BDW24].

The same litmus test is also verified in [DDDW20], but their proof outline seems
more complex. Instead of constructing a sequential proof for t2, which guarantees
a = 2 ⇒ b = 2 as postcondition, they derive as postconditions of t1 and t2 that all
writes to x with value 2 succeed those with value 1 and a ̸= b implies that a write with
value a precedes one with value b. Their combination allows them to derive the weaker
postcondition a = 2 =⇒ b = 2 for the parallel program.

For our proof, if we look at the proof for statement 1 below, x ̸= 2 is preserved by
Wr-top, because we additionally know t1 ⋉ 1x and 1 ̸= 2, which allows the intervals
to be combined.

Wr-own-1wr allows us to derive that t1 only perceives the newest write to x both
before and after the transition. The intuition behind the rule is that the single write
at the beginning of the interval before the write must observe the write σ.tviewt(x) of
the global state σ before the transition. Because the thread view of t is updated by the
transition to observe the newly introduced write, we know that the old write cannot
be observed anymore and that the new write must be at the beginning of the interval.

Note that [false] is only fulfilled by the empty list and therefore can be freely added
and removed when using it with the chop (;) operator.
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5.3 RRC

(I) by Wr-top and Cons:
{t2 ⋉ [x ̸= 2] ∧ t1 ⋉ 1x}
x := 1
{t2 ⋉ [x ̸= 2]; [x = 1]}
{t2 ⋉ [x ̸= 2]}

(II) by Wr-own-1wr and Cons:
{t2 ⋉ [x ̸= 2] ∧ t1 ⋉ 1x}
{t1 ⋉ 1x; [false]}
x := 1
{t1 ⋉ 1

x
1; [false]}

{t1 ⋉ 1x}

By (I), (II), Conj and Cons:
{t2 ⋉ [x ̸= 2] ∧ t1 ⋉ 1x}x := 1{t2 ⋉ [x ̸= 2] ∧ t1 ⋉ 1x}

The other newly introduced rule is Ld-shift. The intuition behind the rule is that
a thread either reads from the current interval, or if it reads from a later interval, it
won’t be able to perceive the previous interval any more.

by Stable-ld, Ld-shift and Cons
{t2 ⋉ [x ̸= 2]; [x = 2]}
a← x

{a ̸= 2 ∨ t2 ⋉ [x = 2]}
{a = 2⇒ t2 ⋉ [x = 2]}

5.3 RRC

In this section, we take a look at RRC, a litmus test, which reasons about coherence
of writes of different threads to the same variable. Because of this the rule Wr-1wr
is necessary. Wr-1wr-single is a weaker version of this rule which allows us to prove
the validity of proof outlines with fewer applications of proof rules.

Wr-1wr-single

{t′ ⋉ 1x ∧ I} x :=t e {t′ ⋉ I;1x
e}

Wr-1wr
{t′ ⋉ I2} x :=t e {t′ ⋉ I ′

2}

{t′ ⋉ (I1 ∧ 1x); I2} x :=t e {t′ ⋉
(
(I1; 1x

e ; I2) ∨ (I1; I ′
2)
)
}

Theorem 5.3. The proof outline for RRC in Figure 5.3 is valid.

The full proof can be seen in Appendix D.3, but here we showcase where the new
proof rules are used. The new rules are applied to guarantee that statement 1 does not
interfere with the precondition of statement 3.

This proof outline is not applicable to Piccolo with other weak memory models,
because there are no similar proof rules to Wr-1wr and Wr-1wr-single for them

34



Chapter 5. Examples

Init : x := 0;
{t0 ⋉ 1

x
0}

Thread t1{
a ̸= 1 ∧
t0 ⋉ 1

x
02

}
1 : x := 1
{true}

Thread t2{
c ̸= 2 ∧
t0 ⋉ 1

x
01

}
2 : x := 2
{true}

Thread t3
{t3 ⋉ 1

x
012 ∨ 1x

021}
3 : a← x;
{a = 1⇒ t3 ⋉ 1

x
12}

4 : b← x{
(a = 1 ∧ b = 2)
⇒ t3 ⋉ 1

x
2

}

Thread t4
{t4 ⋉ 1

x
012 ∨ 1x

021}
5 : c← x;
{c = 2⇒ t4 ⋉ 1

x
21}

6 : d← x{
(c = 2 ∧ d = 1)
⇒ t4 ⋉ 1

x
1

}
{(a = 1 ∧ b = 2 ∧ c = 2)⇒ d ̸= 1}

Figure 5.3: Proof outline for RRC, with a, b, c, d ∈ VarL and x ∈ VarG

[DDDW22], but there are similar proof outlines with Piccolo for SRA [LDW23] and
for C11 RAR with Owicki-Gries reasoning [DDDW20]. That SRA proof outline is very
similar to ours, except swapping the values of the local variables and not needing the
restrictions to one write (1x), because of the stronger memory model. That C11 proof
outline is different, and the differences are similar to those found with RRC2: They
derive that writes are ordered one way in t3 and another way in t4. This, combined
with the restriction that there are only one write with the values 1 and 2 each, derived
in t1 and t2, leads to a a = 1 ∧ b = c = 1⇒ d ̸= 1.

Below we begin with reasoning on the rightmost part of the interval, t0⋉1x
2. Here, by

Wr-1wr-single, we can derive t0 ⋉ 1
x
21. We can use this with Wr-1wr to guarantee

that t0 either perceives 1x
012 (resulting from (I1;1x

e; I2)) or 1x
021 (resulting from (I1; I ′

2)).

(I) by Wr-1wr-single and Cons
{t0 ⋉ 1

x
2}

{t0 ⋉ 1x ∧ [x = 2]}
x := 1
{t0 ⋉ (1x ∧ [x = 2]); (1x ∧ [x = 1])}
{t0 ⋉ 1

x
21}

pre(3) by (I), Wr-1wr and Cons
{a ̸= 1 ∧ t0 ⋉ 1

x
02 ∧ t3 ⋉ 1

x
012 ∨ 1x

021}
{t0 ⋉ 1

x
02}

{t0 ⋉ (1x ∧ [x = 0]);1x
2}

x := 1{
t0 ⋉

(
((1x ∧ [x = 0]);1x

1; 1x
2) ∨

((1x ∧ [x = 0]);1x
21)

)}
{t3 ⋉ 1

x
012 ∨ 1x

021}

Further t3 ⋉ [x = 2] ∧ t4 ⋉ [x = 1] is a contradiction by Theorem 3.13. With this
the postcondition of the parallel program can be derived as seen below.

true ∧ true ∧ ((a = 1 ∧ b = 2)⇒ t3 ⋉ 1
x
2) ∧ ((c = 2 ∧ d = 1)⇒ t4 ⋉ 1

x
1)

=⇒ (a = 1 ∧ b = 2 ∧ c = 2 ∧ d = 1)⇒ (t3 ⋉ [x = 2] ∧ t4 ⋉ [x = 1])

=⇒ (a = 1 ∧ b = 2 ∧ c = 2 ∧ d = 1)⇒ false

=⇒ (a = 1 ∧ b = 2 ∧ c = 2)⇒ d ̸= 1
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5.4 Message Passing

Init : x := 0 ; y := 0;
{t0 ⋉ (1x

0 ∧ 1
y
0)}

Thread t1
{t0 ⋉ (1x

0 ∧ 1
y
0)}

1 : x := 1;
{t1 ⋉ ([x = 1] ∧ 1y) ∧ t2 ⋉ 1

y
0}

2 : y :=R 1
{true}

Thread t2
{t2 ⋉ 1

y
0; [A(y)]; [x = 1]}

3 : a←A y;
{a = 1⇒ t2 ⋉ [x = 1]}
4 : b← x
{a = 1⇒ b = 1}

{a = 1⇒ b = 1}

Figure 5.4: Proof outline for message passing, with a, b ∈ VarL and x, y ∈ VarG

The reason is that there always exists a last view which is only succeeded by itself in
σ.Views for any global state σ. Both assertions must hold for this view. Thus, if there
are multiple threads ti, ..., tj with ti ⋉ Ii ∧ · · · ∧ tj ⋉ Ij and t′ ⋉ Ii ∧ · · · ∧ Ij =⇒ [false],
then also ti ⋉ Ii ∧ · · · ∧ tj ⋉ Ij is a contradiction.

5.4 Message Passing

In this section, we take a look at Message Passing, a litmus test with a releasing write
and an acquiring read. In addition to the rules for relaxed reads and writes, the rules
below can be used for releasing writes and acquiring reads.

A(x) describes a view δ that cannot occur directly after an acquiring read, because
some write δ(y) has a smaller timestamp than the write mviewδ(x)(y) to the same
variable in the corresponding modification view, to which that acquiring read would
update it. When we can guarantee A(x), it usually holds for exactly one write, which
we know the value of. Therefore, we use the shortcut Ax

e ≡ [A(x)] ∧ 1x
e.

Wr-r-top
{t⋉ It} x :=R

t e {t⋉ I ′
t}

{t⋉ (It ∧ 1x) ∧ t′ ⋉ I} x :=R
t e {t′ ⋉ I;Ax

e ; I ′
t}

Ld-a-shift
{t⋉ I} r ←A

t x {ψ}

{t⋉ [A(x)]; I} r ←A
t x {ψ}

Theorem 5.4. The proof outline for message passing in Figure 5.4 is valid.

The full proof can be seen in Appendix D.4, but here we showcase where the
new proof rules are used. There are a different proof outline for message passing in
C11 [DDDW20], and slightly different ones in Piccolo for other weak memory models
[LDW23, BDW24]. In Piccolo, because there are no different types of load operations
in the used memory models, they do not require the synchronization part A(y), which
tells us that we need an acquiring read to finish the synchronization in C11. Further,
we need stronger preconditions in t1 to guarantee noninterference.

In our proof, the interesting part for the write is that statement 2 does not interfere
with the precondition of statement 3. As seen below, this holds rather straightforward
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with the precondition of statement 2.

statement 2 and pre(3) by Wr-r-top and Cons
{t1 ⋉ ([x = 1] ∧ 1y) ∧ t2 ⋉ 1

y
0 ∧ t2 ⋉ 1

y
0; [A(y)]; [x = 1]}

{t1 ⋉ ([x = 1] ∧ 1y) ∧ t2 ⋉ 1
y
0}

y :=R 1
{t2 ⋉ 1

y
0; [A(y)]; [x = 1]}

The intuition behind Wr-r-top is that the writing thread perceives the newest
write to x. Before statement 2 this would be the write with value 1. The newly
introduced write succeeds even this write and therefore is the newest write to x after
the transition. After statement 2 this would be the releasing write with value 2.

The thread view of t1 after executing statement 2 is also the modification view
of that write. Guarantees for lists from this thread view onward thus also must hold
from the modification view onward. In Wr-r-top, this is captured by I ′

t. Because the
modification view is the view after the write, we need the additional precondition
{t⋉ It} x :=R

t e {t⋉ I ′
t} to make assertions on lists from this view onward. After

statement 2 the modification view of the releasing write maps y to the write with value
1. Because the introduced releasing write is the newest write, the final interval is split
in two parts:

1. In the first part, views in the list do not succeed the modification view. Therefore,
these views must not occur after an acquiring read. The view fulfilling this after
statement 2 is executed is the view δ with val(δ(x)) = 1 and val(δ(y)) = 0.

2. In the second part, the view in the list does succeed the modification view. There-
fore, it fulfills I ′

t. In the litmus test, this is the view δ with val(δ(x)) = 1 and
val(δ(y)) = 1, for which Jy = 1KΓ,δ = true for any C11 state Γ.

This first part is used by Ld-a-shift to guarantee that if a thread perceives an
interval beginning with A it can be omitted after the read because such a view cannot
be the thread view after that thread acquiringly read an releasing write. This can be
seen below in (I), which is used for the sequential reasoning for statement 3. Then we
can use this with Ld-shift to derive that either a = 0 or t2 must perceive x = 1.

(I) by Ld-a-shift and Stable-ld
{t2 ⋉ [A(y)]; [x = 1]}
{t2 ⋉ [x = 1]}
a←A y

{t2 ⋉ [x = 1]}

3 by (I), Ld-shift and Cons
{t2 ⋉ 1

y
0; [A(y)]; [x = 1]}

a←A y

{a = 0 ∨ t2 ⋉ [x = 1]}
{a = 1 =⇒ t2 ⋉ [x = 1]}
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5.5 Peterson’s Algorithm

5.5 Peterson’s Algorithm

In this section, we take a look at Peterson’s algorithm, a case study for mutual exclusion.
It revolves around the write to turn being atomic, thereby granting the other thread
access to the critical section if its flag is set. This achieves mutual exclusion, because
the second thread executing swap must perceive the flag which was set before the first
swap operation, preventing it from entering the critical section.

In addition to the previously used language constructs, the C11 version of the
algorithm requires the atomic operation x.swap(v)RA. It adds the write after which
the swap operation occurs to the covered set and synchronizes with it like an acquiring
read. No new write can be introduced directly after a write in covered. We use the
interval assertion Cx to denote that all writes to x in a list are in this covered set. With
this we use the following rules for swaps and covered writes:

Swap-a-shift
{t⋉ I} x.swap(v)RA

t {ψ}

{t⋉ [A(x)]; I} x.swap(v)RA
t {ψ}

Wr-cvd
{t⋉ I} x :=t e {ψ}

{t⋉ Cx; I} x :=t e {ψ}

Swap-wr

{t⋉ Cx;1x ∧ t′ ⋉ Cx; 1x} x.swap(v)RA
t {t′ ⋉ Cx; 1x

v}

Swap-r
{t⋉ It} x.swap(v)RA

t {t⋉ I ′
t}

{t⋉ (It ∧ Cx;1x) ∧ t′ ⋉ Cx; 1x} x.swap(v)RA
t {t′ ⋉ Cx;Ax

v ; I ′
t}

In the proof outline in Figure 5.5, all write operations to the shared variable turn

are swap operations. In such a case, we use the notation Cx
e ≡ t0 ⋉ Cx;1x

e to describe
that all threads observe only a single write not in the covered set with some value
matching e. Note that Cx

x is a relaxed version of this, describing that there is only one
write not in σ.covered, since the expression x = x is trivially true.

This example is special, since we want to prove that no two threads can be in
the critical section at the same time, instead of a postcondition. We show this by
contradiction, assuming they would be. Such a state must fulfill pre(6) for both threads:
a1 ∧ (¬a2 ∨ t2 ⋉ 1

turn
1 ) and a2 ∧ (¬a1 ∨ t1 ⋉ 1

turn
2 ). We derive t2 ⋉ 1

turn
1 ∧ t1 ⋉ 1

turn
2 ,

which is a contradiction by Theorem 3.13. Thus, our assumption must be false.

Theorem 5.5. The proof outline for Peterson’s algorithm in Figure 5.5 is valid.

The full proof can be seen in Appendix D.5, here we showcase our new proof rules.
The program is identical to [DDDW20] and our proof outline is similar to theirs. The
proof outlines look somewhat different, because we only allow negations within extended
expressions, but for most of their primitive assertions we construct an assertion with
similar meaning. There is also a proof outline for Peterson’s algorithm with Piccolo
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Init : flag1 := false ; flag2 := false ; turn := 0 ; a1 := false ; a2 := false;
Thread t1
{¬a1 ∧ t1 ⋉ 1flag1 ∧ C

turn
turn ∧ (¬a2 ∨ (Cturn

1 ∧ t1 ⋉ Cturn;A(turn); [flag2]))}
1: flag1 := true;
{¬a1 ∧ t1 ⋉ [flag1] ∧ Cturn

turn ∧ (¬a2 ∨ (Cturn
1 ∧ t1 ⋉ Cturn;A(turn); [flag2]))}

2: ⟨turn.swap(2)RA ; a1 := true⟩
{a1 ∧ (¬a2 ∨ t2 ⋉ 1

turn
1 ∨ t1 ⋉ [flag2 ∧ turn ̸= 1])}

do
3: fl1 ←A flag2;

{a1 ∧ (¬a2 ∨ t2 ⋉ 1
turn
1 ∨ (t1 ⋉ [flag2 ∧ turn ̸= 1] ∧ fl1))}

4: tu1 ← turn
{a1 ∧ (¬a2 ∨ t2 ⋉ 1

turn
1 ∨ (t1 ⋉ [flag2 ∧ turn ̸= 1] ∧ fl1 ∧ tu1 ̸= 1))}

5: until (¬fl1 ∨ tu1 = 1) do
{a1 ∧ (¬a2 ∨ t2 ⋉ 1

turn
1 )}

6: Critical section;
{true}

7: ⟨flag1 :=R false ; a1 := false⟩
{true}

Figure 5.5: Peterson’s algorithm (as in [DDDW20]) and its Proof outline,
t2 is symmetric, with fli, tui, ai ∈ VarL and flagi, turn ∈ VarG for i ∈ {1, 2}

in SRA [LDW23], where the assertions are a little bit shorter, because in SRA, there
is no for all but one writes to be in the covered set to achieve noninterference when
executing the swap operation.

After executing the swap statement in thread t1, we can derive ¬a2 ∨ t1 ⋉ [flag2 ∧
turn ̸= 1] from ¬a2 ∨ (t1 ⋉ Cturn;A(turn); [flag2] ∧ Cturn

1 ). t1 ⋉ [turn ̸= 1] holds
because t1 afterwards only sees its own write and t1 ⋉ [flag2] is shown below:

statement 2 of t2
{t1 ⋉ Cturn;A(turn); [flag2]}
{t1 ⋉A(turn); [flag2]}Wr-cvd
{t1 ⋉ [flag2]}Swap-a-shift
turn.swap(2)RA

{t1 ⋉ [flag2]}Stable-wr

Further, the operation turn.swap(2)RA of the other thread might interfere with
some operations. On the left, we show that afterwards any thread ti still perceives only
one write not in covered after the statement is executed. On the right, we show that
the assertion t1 ⋉ Cturn;A(turn); [flag2] can be derived afterwards.

ti ⋉ Cturn; 1turn
1 by Swap-wr

{t2 ⋉ Cturn;1turn ∧ ti ⋉ Cturn; 1turn}
turn.swap(1)RA

{ti ⋉ Cturn;1turn
1 }

t1 ⋉ Ct;A(turn); [flag2] by Swap-r
{Cturn

1 ∧ t2 ⋉ [flag2]}
turn.swap(1)RA

{t1 ⋉ Ct;A(turn); [flag2]}

39



5.5 Peterson’s Algorithm

40



Discussion and Related Work
6

In this chapter, we put our results in the context of related and possible future works.
Section 6.1 compares our proof calculus with Piccolo for different memory models.
Section 6.2 describes alternative definitions, which future work might benefit from.
Section 6.3 discusses more related work and Section 6.4 summarizes our results.

6.1 Unifying Weak Memory Verification with Piccolo

Piccolo was originally a program logic for SRA [LDW23]. Its success led to its extension
to TSO and SC [BDW24] and in this thesis we adapted it to C11 RAR. In this section
we will compare our adaptation with Piccolo for other weak memory models. We do
this by matching assertions with similar meanings or intentions. Using these matched
assertions, the proof rules are (syntactically) similar.

Writing thread x.tid This is an extended expression which evaluated to the thread
id of the thread having written that write. The C11 semantics do not store this infor-
mation, but could be easily extended to do so. We argue that in their proof rules where
the writing thread is guaranteed, doing the same in C11 would be straightforward.
While none of our proof rules take advantage of this, it might be useful to differentiate
writes with the same value by different threads, which could help with noninterference
proofs.

View-maximality t ↑ x denotes that t is view-maximal with regards to x. We argue
that this is similar to t⋉1x in our logic, describing that t must observe only the newest
write to x.

Proof Rule Soundness If we syntactically replace t ↑ x with t⋉1x and ignore x.tid,
we observe that for every rule other than MCA and St-Other2 we find an equivalent
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6.2 Alternative Definitions

or stronger rule for C11 in this thesis. Most rules are similar, but their rule St-Own
is a weaker version of our rule Wr-own-1wr, identical to it for I ≡ [false]. MCA is
obviously unsound because C11 is not multicopy-atomic and St-Other2 must not hold
because it allows deriving t2⋉ [y ̸= 1]; [x = 1] as pre(3) in message passing (Figure 5.4),
which does not hold for C11.

One Write 1x is one of our novel interval assertions, which we need for example
for the RRC litmus test in Section 5.3, because we need to reason that there is only
one write with a certain value in an interval. We presume this assertion could also be
helpful with other weak memory models like TSO, where a newly introduced write also
may be added to the shared memory before previously introduced writes.

Release-Acquire A(x) allows us to assert that synchronization depends on an ac-
quiring read. The other memory models Piccolo currently supports have only a single
write type, and therefore, do not require such a differentiation.

Compare and Swap For the swap operation we introduced Cx, which we use similar
to R(x) in [LDW23] to describe all but the latest write to a variable. Because of this,
we presume it may be possible to unify Cx and R(x).

Altogether, we have adapted Piccolo to C11, and our assertions are generally com-
patible or more fine-grained (in the case of 1x). With this, our work adds an additional
memory model which can be reasoned about with Piccolo.

6.2 Alternative Definitions

In this section, we describe how some of our definitions might be changed to allow
stronger conclusions or a more efficient validity computation.

Stronger definition for t0 The definition below is stronger than the previous short-
cut and might allow deriving that different threads must perceive writes in the same
order, when t0 is used in a proof rule like any other thread.

Γ ⊨ t0 ⋉ I iff Γ, L ⊨ I for every L ∈ σ.Lists(tviewInit)

Efficient Validity Computation To show that an assertion t ⋉ I1; I2 holds in a
state, we need to show that for each list L ∈ σ.Lists(t) there exists a split of L such
that the interval assertions I1 and I2 hold on the parts. Lemma 4.4 states that each
view has a specific assertion which always holds for that view. Thus, the definition
below could lead to an equivalent validity definition, where we only need to find a split
for a single set. This might allow faster automatic validity computation at the cost of
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a more complex definition.

Γ, V ⊨ I1; I2 iff Γ, V1 ⊨ I1 and Γ, V2 ⊨ I2 for some V1 ⊎ V2 = V

with ¬∃δ1 ∈ V1, δ2 ∈ V2 : δ1 ⪰ δ2

Γ ⊨ t⋉ I iff Γ, σ.Views ⊨ I

6.3 Related Work

In this section, we give an overview of related works both in the context of C11 and
memory-model-generic reasoning.

C11 Previous logics reasoning about C11 mostly used separation logic (RSL [VN13],
GPS [TVD14, HVQF16], FSL [DV16], FSL++ [DV17], λRN and iGPS [KDD+17],
GPS+ [HVQF18, HQF18], and GPS++ [HQX20]) which require many additional rules
for handling ownership of state. These logics handle increasing subsets of C11, be-
ginning with release and acquire accesses and later also fences and release-sequences.
Owicki-Gries reasoning for the RA (release-acquire) fragment of C11 was first intro-
duced in [LV15], albeit with a strengthened noninterference check.

Out of thin air reads are a known problem of the C11 memory model. To im-
prove reasoning and this problem, stronger memory models were introduced, e. g. SRA
[LGV16], RA+NA [KDD+17], a promising semantics [KHL+17, SPD+18], and RC11
[LVK+17], with the former three being operational and RC11 axiomatic. [DDWD19]
developed an operational semantics equivalent to the RAR-fragment of RC11 [LVK+17],
which includes releasing, acquiring and relaxed operations. [DDDW20] introduces
Owicki-Gries reasoning for an adapted version of this semantics. A solution to al-
low this behavior is by using an event-structure, allowing reordering certain statements
[WBD21]. [WDBD23] builds an equivalent operational semantics based on [DDDW20].
While this mostly follows the Owicki-Gries reasoning style, it allows a partial program
order, which results in many additional proof obligations in their program logic.

Another attempt to verify the correctness is model checking [AAAK19, AAJN18].
[AAAK19] also shows that the reachability under RA semantics is undecidable.

Additionally, many of these are (partially) mechanized in theorem provers like Coq
[Tea24] and Isabelle [Pau94]. In contrast, our proofs are purely formal, and we only
use a semantics mechanized in Isabelle [DDDW20].

Memory-Model-Generic Reasoning We described in Section 6.1, that Piccolo can
be used to reason on multiple weak memory models, and we extended this to C11 RAR.
As such, this is a contribution to a broader effort to reason about multiple weak memory
models at the same time. A similar approach this is reasoning about a generic weak
memory model.
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[DDDW22] describes a way to verify the validity of a proof outline for multiple
weak memory models at the same time by using weakest liberal preconditions. [BW23]
lifts these to the higher level of program constructs, allowing shorter proofs. [LDW23]
introduces a program semantic, which is parametric with regards to the memory model,
and the reasoning language Piccolo. It has been extended to reason about deadlocks
[DLW24] and multiple weak memory models at the same time [BDW24].

Other verification techniques independent of the memory model include storing
written values in pythia variables [AC17], a technique to systematically explore pos-
sible executions [KRV19], bounded model checking with the memory model as input
[dLFHM18, GdLF+19], verifying reordered programs depending on the memory model
[Col21] and checking reordering interference freedom for statements with assertions in
the same thread [CWS21, CWS23].

6.4 Conclusion

In this thesis, we adapted the Piccolo proof calculus to C11 RAR. For this we defined
assertions on C11 states, introduced proof rules and proved their soundness. We then
used our proof calculus to reason on litmus tests and Peterson’s algorithm. This brings
a simple and composable assertion language to C11 RAR and extends Piccolo to an
additional memory model.

As future work we see the extension of Piccolo to more memory models and unifi-
cation of our assertions with established ones. In the context of C11, possible avenues
include a mechanization of our proof rules and proofs, additional proof rules for release
sequences, and handling larger subsets than RAR.
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Axioms and Proof Rules
A

The following axioms and proof rules were used in this thesis.

Compositional rules allow composing statements.

Seq
{p} C1 {r} {r} C2 {q}

{p} C1 ; C2 {q}

If
{p ∧ b} C1 {q} {p ∧ ¬b} C2 {q}

{p} if b thenC1 elseC2 fi {q}

While
{p ∧ b} C {p}

{p} while bdoC od {p ∧ ¬b}

Until
{p} C {r} {r} while¬bdoC od {r ∧ b}

{p} doC until bod {r ∧ b}

Parallel
Proof outlines {pi} Ci {qi} are interference free

{
∧n

i=1
pi} C1∥ . . . ∥Cn {

∧n

i=1
qi}

Aux
{p} C {q} vars(q) ∩ V = ∅

{p} C0 {q}

Logical Rules describe how logical conclusions can be applied.

Cons
p⇒ p′ {p′} C {q′} q′ ⇒ q

{p} C {q}

Conj
{p1} C {q1} {p2} C {q2}

{p1 ∧ p2} C {q1 ∧ q2}

Disj1
{p1} C {q} {p2} C {q}

{p1 ∨ p2} C {q}

Disj2
{p1} C {q1} {p2} C {q2}

{p1 ∨ p2} C {q1 ∨ q2}

Basic Rules preserve assertions unrelated to the statements.

Subst-asgn

{φ(r := e)} r :=t e {φ}

Stable-wr
x /∈ fv(φ)

{φ} x :=t e {φ}

Stable-ld
r /∈ fv(φ)

{φ} r ←t x {φ}
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Load rules are applied to loads.

Ld-shift
{t⋉ I} r ←t x {ψ}

{t⋉ [e(r := x)]; I} r ←t x {e ∨ ψ}

Ld-single

{t⋉ [e(r := x)]} r ←t x {e}

Write rules are applied to writes.

Wr-own-1wr

{t⋉ 1x; I} x :=t e {t⋉ 1
x
e ; I}

Wr-top

{t⋉ 1x ∧ t′ ⋉ I} x :=t e {t′ ⋉ I;1x
e}

Wr-1wr-single

{t′ ⋉ 1x ∧ I} x :=t e {t′ ⋉ I;1x
e}

Wr-1wr
{t′ ⋉ I2} x :=t e {t′ ⋉ I ′

2}

{t′ ⋉ (I1 ∧ 1x); I2} x :=t e {t′ ⋉
(
(I1; 1x

e ; I2) ∨ (I1; I ′
2)
)
}

Release-acquire rules handle releasing writes and acquiring reads. Rules for relaxed
writes and reads may also be used for them.

Ld-a-shift
{t⋉ I} r ←A

t x {ψ}

{t⋉ [A(x)]; I} r ←A
t x {ψ}

Wr-r-top
{t⋉ It} x :=R

t e {t⋉ I ′
t}

{t⋉ (It ∧ 1x) ∧ t′ ⋉ I} x :=R
t e {t′ ⋉ I;Ax

e ; I ′
t}

Swap rules concern themselves with the swap operation and covered writes. Rules
for relaxed and releasing writes may also be used for swap operations.

Swap-a-shift
{t⋉ I} x.swap(v)RA

t {ψ}

{t⋉ [A(x)]; I} x.swap(v)RA
t {ψ}

Wr-cvd
{t⋉ I} x :=t e {ψ}

{t⋉ Cx; I} x :=t e {ψ}

Swap-wr

{t⋉ Cx;1x ∧ t′ ⋉ Cx; 1x} x.swap(v)RA
t {t′ ⋉ Cx; 1x

v}

Swap-r
{t⋉ It} x.swap(v)RA

t {t⋉ I ′
t}

{t⋉ (It ∧ Cx;1x) ∧ t′ ⋉ Cx; 1x} x.swap(v)RA
t {t′ ⋉ Cx;Ax

v ; I ′
t}
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Proofs
B

In this chapter, we include proofs for statements and lemmas from the thesis other than
soundness proofs for proof rules and validity proofs for proof outlines, which are given
in Appendix C and Appendix D respectively.

B.1 Well Formedness of Global States

We show the definition of well-formedness again for reference:

wfs(σ)⇔ran((
⋃
t

σ.tviewt) ∪ (
⋃
w

σ.mvieww)) ⊆ σ.writes∧

finite(σ.writes) ∧ σ.covered ⊆ σ.writes∧

(∀w : w ∈ σ.writes⇒ σ.mvieww(var(w)) = w)

With respect to this definition, Lemma 2.2 states that every reachable global state σ
is well-formed, i. e. wfs(σ) holds.

Proof. By structural induction.

Initial State:

ran((
⋃
t

σ.tviewt) ∪ (
⋃
w

σ.mvieww)) ⊆ σ.writesInit

holds because

∀t ∈ Tid, w ∈ writes, xi ∈ V arG :

σ.tviewt(xi) = σ.mvieww(xi) = viewInit(xi) = ((xi, ki), 0) ∈ σ.writesInit

finite(σ.writesInit) is trivial. σ.coveredInit ⊆ σ.writesInit holds because σInit.covered =
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∅. ∀w : w ∈ σ.writesInit ⇒ σ.mvieww(var(w)) = w holds by the definition of viewInit.
With all of this, wfs(σInit) holds.

Induction on Read:

ran((
⋃
t

σ.tviewt) ∪ (
⋃
w

σ.mvieww)) ⊆ σ.writes

holds because ∀x : tview′
t(x) = σ.tviewt(x) ∨ tview′

t(x) = σ.mview(w,q)(x) and both of
their ranges are in σ.writes by induction. finite(σ.writes) and σ.covered ⊆ σ.writes

holds by induction because none of the sets are changed. ∀w : w ∈ σ.writes ⇒
σ.mvieww(var(w)) = w also holds by induction. With this, wfs(σ[tviewt := tview′

t])
holds.

Induction on Write:

ran((
⋃
t

σ.tviewt) ∪ (
⋃
w

σ.mvieww)) ⊆ σ.writes

holds because ∀x : tview′
t(x) ∈ {σ.tviewt(x), (a, q′)}. σ.tviewt(x) ∈ writes by induction

and (a, q′) ∈ writes′ = σ.writes∪ {(a, q′)} is trivial. finite(σ.writes) and σ.covered ⊆
σ.writes holds by induction because only one write was added to σ.writes and σ.covered
is unchanged (and writes′ ⊇ σ.writes). ∀w : w ∈ σ.writes ⇒ σ.mvieww(var(w)) = w

also holds by induction for every σ.mvieww. tview′
t(var((a, q′))) = (a, q′), which is

the only new mview, holds because var(a) = x. With this, wfs(σ[tviewt := tview′
t,

mview(a,q′) := tview′
t, writes := writes′]) holds.

Induction on Update:

ran((
⋃
t

σ.tviewt) ∪ (
⋃
w

σ.mvieww)) ⊆ σ.writes

holds because ∀x : tview′
t(x) ∈ {σ.tviewt(x), σ.mview(a,q′)(x), (a, q′)}. σ.tviewt(x),

σ.mview(a,q′)(x) ∈ writes by induction and (a, q′) ∈ writes′ = σ.writes ∪ {(a, q′)} is
trivial. finite(σ.writes) and σ.covered ⊆ σ.writes holds by induction because only one
write was added to σ.writes and the write added to σ.covered by induction is in writes
(because it is in ran(σ.mview(w,q)) as σ.mview(w,q)((w, q)) = (w, q) by induction). ∀w :
w ∈ σ.writes ⇒ σ.mvieww(var(w)) = w also holds by induction for every σ.mvieww.
tview′

t(var((a, q′))) = (a, q′), which is the only new mview, holds because var(a) = x.
With this, wfs(σ[tviewt := tview′

t,mview(a,q′) := tview′
t, writes := writes′, covered :=

covered′]) holds.
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B.2 Sublist Validity

In this section, we prove Lemma 3.7 which states the following: For a C11 state Γ and
a list L of views, when Γ, L ⊨ I, then Γ, L|ji ⊨ I for every 0 ≤ i− 1 ≤ j ≤ n (This may
be the empty list for i = j + 1).

Proof. By Induction over the formula we show that Γ, L ⊨ I implies Γ, Lj
i ⊨ I for every

i, j with 0 ≤ i− 1 ≤ j ≤ |L|:

1. Induction base for [B]: Assume Γ, L ⊨ [B]. By definition JBKΓ,δ = true for every
δ ∈ L. Then JBKΓ,δ = true also holds for every δ ∈ L|ji . By definition Γ, L|ji ⊨ [B]
holds.

2. Induction base for 1x: Assume Γ, L ⊨ 1y for some x ∈ V arG. By definition
δ(x) = δ′(x) for every δ, δ′ ∈ L. Then δ(x) = δ′(x) also holds for every δ, δ′ ∈ L|ji .
By definition Γ, L|ji ⊨ 1x holds.

3. Induction for I1; I2: Assume Γ, L ⊨ I1; I2. By definition, there exists some 0 ≤
k ≤ |L| such that Γ, L|k1 ⊨ I1 and Γ, L||L|

k+1 ⊨ I2. We can derive Γ, L|min(k,j)
i ⊨ I1

and Γ, L|jmax(k+1,i) ⊨ I2 by induction, because L|min(k,j)
i is a sublist of L|k1 and

L|jmax(k+1,i) of L||L|
k+1 respectively. By definition Γ, L|ji ⊨ I1; I2 holds.

4. Induction for I1 ∧ I2: Assume Γ, L ⊨ I1 ∧ I2. Then Γ, L ⊨ I1 and Γ, L ⊨ I2 by
definition. We can derive Γ, L|ji ⊨ I1 and Γ, L|ji ⊨ I2 by induction. By definition
Γ, L|ji ⊨ I1 ∧ I2 holds.

5. Induction for I1 ∨ I2: Assume Γ, L ⊨ I1 ∨ I2. Then Γ, L ⊨ I1 or Γ, L ⊨ I2 by
definition. We can derive Γ, L|ji ⊨ I1 or Γ, L|ji ⊨ I2 by induction. By definition
Γ, L|ji ⊨ I1 ∨ I2 holds.

We derive Γ, L ⊨ I implies Γ, L|ji ⊨ I.

B.3 Simplified List definition

For the proof of Lemma 3.9 it is helpful to know that ⪯ is transitive, so we prove this
first.

Lemma B.1. ⪯ is transitive.

Proof. ⪯ is transitive on writes. Let w1, w2, w3 ∈ W × Q with w1 ⪯ w2 and w2 ⪯ w3.
Then tst(w1) ≤ tst(w2) and tst(w2) ≤ tst(w3). We can derive tst(w1) ≤ tst(w3).
⪯ is transitive on Views. Let δ1, δ2, δ3 ∈ (V arG → (W×Q)) with δ1 ⪯ δ2 and δ2 ⪯ δ3.

Then ∀x ∈ V arG : δ1(x) ⪯ δ2(x) and ∀x ∈ V arG : δ2(x) ⪯ δ3(x). We can derive
∀x ∈ V arG : (δ1(x) ⪯ δ2(x) ∧ δ2(x) ⪯ δ3(x)) and thus ∀x ∈ V arG : δ1(x) ⪯ δ3(x).
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With this, we begin the proof of Lemma 3.9, which states the following: For any
C11 state σ and ⟨δ1, . . . , δn⟩ ∈ σ.Views∗ holds

∀1 ≤ i ≤ j ≤ n : δ ⪯ δi ⪯ δj ⇐⇒ (n = 0 ∨ δ ⪯ δ1) ∧ ∀1 ≤ i < n : δi ⪯ δi+1

Proof. Case n = 0 holds because both sides are true since there are no valid i, j.
Case =⇒ and n ≥ 1 holds by using j = i+ 1 for δi ⪯ δi+1 and i = j = 1 for δ ⪯ δ1.
Case ⇐= and n ≥ 1 holds because ⪯ is transitive by Lemma B.1. ∀1 ≤ i ≤ j ≤ n :

δi ⪯ δj holds by induction: From ∀1 ≤ i < n : δi ⪯ δi+1 and ∀1 ≤ i < n : δi ⪯ δi+z

for some z ∈ N, we can derive ∀1 ≤ i < n : δi ⪯ δi+z+1 by transitivity. Then
∀1 ≤ i ≤ n : δ ⪯ δi holds by δ ⪯ δ1 and ∀1 ≤ i ≤ j ≤ n : δi ⪯ δj .

B.4 Exchanged States on Write

In this section, we prove Lemma 4.8, which states the following: For Write and
Update transition steps with the C11 states Γ before and Γ′ after the transition step,
if L ∈ σ.Lists(t′) for some thread t′ and I is an interval formula, then Γ, L ⊨ I implies
Γ′, L ⊨ I.

Proof. Let Γ = (lst, σ) be the state before and Γ′ = (lst′, σ′) be the state after the
transition step. lst = lst′ holds for write transitions. We first need to show JEKΓ,δ =
JEKΓ′,δ for any global state δ and extended expression E because it is used in interval
assertions. We do so by induction over the formula:

1. JaKΓ,δ = lst(a) = lst′(a) = JaKΓ′,δ

2. JxKΓ,δ = δ(x) = JxKΓ′,δ

3.
q
A(x)

y
Γ,δ

=

true if δ(x) ∈ WR ×Q ∧ ¬(σ.mviewδ(x) ⪯ δ)

false otherwise

=

true if δ(x) ∈ WR ×Q ∧ ¬(σ′.mviewδ(x) ⪯ δ)

false otherwise
=

q
A(x)

y
Γ′,δ

σ.mviewδ(x) = σ′.mviewδ(x) holds because modification views are only introduced
for new writes and never changed for existing ones.

4. J¬eKΓ,δ = ¬ JeKΓ,δ = ¬ JeKΓ′,δ = J¬eKΓ′,δ

5. Je1 ⊕ e2KΓ,δ = Je1KΓ,δ ⊕ Je2KΓ,δ = Je1KΓ′,δ ⊕ Je2KΓ′,δ = Je1 ⊕ e2KΓ′,δ

for ⊕ ∈ {+,−, ∗,÷, . . . ,=,≤,≥, . . . ,∧,∨, . . . }

With this we can prove Γ, L ⊨ I implies Γ′, L ⊨ I. For this we may assume Γ, L ⊨ I.
Similar to before we prove it by induction over the formula:
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1. Induction base for [Eb]: Assume Γ, L ⊨ [Eb]. By definition JEbKΓ,δ = true for
every δ ∈ L. Then JEbKΓ′,δ = true for every δ ∈ L because JEKΓ,δ = JEKΓ′,δ for
every extended expression E and global state σ. By definition then Γ′, L ⊨ [Eb]
holds.

2. Induction base for 1x: Assume Γ, L ⊨ 1x for some x ∈ V arG. By definition
δ(x) = δ′(x) for every δ, δ′ ∈ L. By definition then Γ′, L ⊨ 1x holds.

3. Induction base for Cx: Assume Γ, L ⊨ Cx for some x ∈ V arG. By definition
δ(x) ∈ σ.covered. Because elements are never removed from covered, we can
derive δ(x) ∈ σ′.covered. By definition then Γ′, L ⊨ Cx holds.

4. Induction for I1; I2: Assume Γ, L ⊨ I1; I2. By definition there exists some L1, L2

with L1 · L2 = L such that Γ, L1 ⊨ I1 and Γ, L2 ⊨ I2. We can derive Γ′, L1 ⊨ I1

and Γ′, L2 ⊨ I2 by induction. By definition then Γ′, L ⊨ I1; I2 holds.

5. Induction for I1 ∧ I2: Assume Γ, L ⊨ I1 ∧ I2. Then Γ, L ⊨ I1 and Γ, L ⊨ I2 by
definition. We can derive Γ′, L ⊨ I1 and Γ′, L ⊨ I2 by induction. By definition
then Γ′, L ⊨ I1 ∧ I2 holds.

6. Induction for I1 ∨ I2: Assume Γ, L ⊨ I1 ∨ I2. Then Γ, L ⊨ I1 or Γ, L ⊨ I2 by
definition. We can derive Γ′, L ⊨ I1 or Γ′, L ⊨ I2 by induction. By definition then
Γ′, L ⊨ I1 ∨ I2 holds.
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Soundness of Proof Rules
C

In this section, we include the soundness proofs for the rules we did not prove sound
in Chapter 4.

C.1 Basic Rules

In this section, we prove Theorem 4.3, i. e. the soundness of Subst-asgn, Stable-ld
and Stable-wr. For the soundness proofs of the proof rules, let Γ = (lst, σ) be the
C11 state before and Γ′ = (lst′, σ′) be the C11 state after the transition step. With
this we begin the proof of Theorem 4.3.

Subst-asgn

{φ(r := e)} r :=t e {φ}

Stable-ld
r /∈ fv(φ)

{φ} r ←t x {φ}

Stable-wr
x /∈ fv(φ)

{φ} x :=t e {φ}

Proof. Subst-asgn
By definition of the transition σ′ = σ and lst′ = lst[r := JeKΓ,δ] hold. We can prove
{φ(r := e)} t 7→ r := e {φ} by induction over the structure of φ and φ(r := e), which
are always evaluated the same. The evaluation of e is the same as the evaluation of
r after the assignment by the definition of changes by an assignment transition. This
holds by induction over the formula. The only interesting case is the evaluation of a
(possibly changed) local variable r′:

q
r′(r := e)

y
Γ,δ

=

JeKΓ,δ if r′ = r

lst(r′) otherwise
= lst′(r′) =

q
r′y

Γ′,δ

All other evaluations of formulas (Je(r := e)KΓ,δ = JeKΓ′,δ) and truth of statements
(Γ ⊨ φ(r := e) implies Γ′ ⊨ φ) are straightforward and will be omitted.
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Stable-ld
Proof by induction over the formula. Every L ∈ σ′.Lists(t) is also in σ.Lists(t) since
σ.tviewt ⪯ σ′tviewt by Theorem 3.1, the set of writes remains unchanged and thus the
restrictions are not stronger. The only change in the local state lst is the value of r.
Therefore Γ ⊨ φ implies Γ′ ⊨ φ holds by induction over the formula, similar to the
proof of Subst-asgn.

Stable-wr
By Lemma 4.7 we know for L = L′[w/wprev] that L ∈ σ.Lists(t′). We first show
JEKΓ,δ′[w/wprev ] = JEKΓ′,δ′ for an extended expression E with x /∈ fv(E) because it is
used in interval assertions. We do so by induction over the formula:

1. JrKΓ,δ′[w/wprev ] = lst(r) = lst′(r) = JrKΓ′,δ′

2. JyKΓ,δ′[w/wprev ] = δ′[w/wprev](y) = δ′(y) = JyKΓ′,δ′ since x /∈ fv(φ) and thus y ̸= x

3. J¬eKΓ,δ′[w/wprev ] = ¬ JeKΓ,δ′[w/wprev ] = ¬ JeKΓ′,δ′ = J¬eKΓ′,δ′

4. Je1 ⊕ e2KΓ,δ′[w/wprev ] = Je1KΓ,δ′[w/wprev ] ⊕ Je2KΓ,δ′[w/wprev ] = Je1KΓ′,δ′ ⊕ Je2KΓ′,δ′ =
Je1 ⊕ e2KΓ′,δ′

for ⊕ ∈ {+,−, ∗,÷, . . . ,=,≤,≥, . . . ,∧,∨, . . . }

Similarly, we can prove Γ, L ⊨ I implies Γ′, L′ ⊨ I for an interval assertion I with
x /∈ fv(I). For this we may assume Γ, L ⊨ I. Similar to before we prove it by induction
over the formula:

1. Induction base for [Eb]: Assume Γ, L′[w/wprev] ⊨ [Eb]. By definition JEbKΓ,δ′[w/wprev ] =
true for every δ′[w/wprev] ∈ L′[w/wprev]. Then JEbKΓ′,δ′ = true for every δ ∈ L
because JEKΓ,δ′[w/wprev ] = JEKΓ′,δ′ . By definition Γ′, L′ ⊨ [Eb] holds.

2. Induction base for 1y: Assume Γ, L′[w/wprev] ⊨ 1y for some y ∈ V arG. By
definition δ(y) = δ′(y) for every δ, δ′ ∈ L′[w/wprev]. Then δ(y) = δ′(y) for every
δ, δ′ ∈ L′ because the values of y ̸= x are identical. By definition Γ′, L′ ⊨ 1y holds.

3. Induction for I1; I2: Assume Γ, L′[w/wprev] ⊨ I1; I2. By definition there exists
some 0 ≤ k ≤ |L′| such that Γ, L′[w/wprev]|k1 ⊨ I1 and Γ, L′[w/wprev]||L

′|
k ⊨ I2. We

can derive Γ′, L′|k1 ⊨ I1 and Γ′, L′||L
′|

k ⊨ I2 by induction. By definition Γ′, L′ ⊨

I1; I2 holds.

4. Induction for I1 ∧ I2: Assume Γ, L′[w/wprev] ⊨ I1 ∧ I2. Then Γ, L′[w/wprev ⊨ I1

and Γ, L′[w/wprev ⊨ I2 by definition. We can derive Γ′, L′ ⊨ I1 and Γ′, L′ ⊨ I2 by
induction. By definition Γ′, L′ ⊨ I1 ∧ I2 holds.

5. Induction for I1 ∨ I2: Assume Γ, L′[w/wprev] ⊨ I1 ∨ I2. Then Γ, L′[w/wprev ⊨ I1

or Γ, L′[w/wprev ⊨ I2 by definition. We can derive Γ′, L′ ⊨ I1 or Γ′, L′ ⊨ I2 by
induction. By definition Γ′, L′ ⊨ I1 ∨ I2 holds.
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Similarly we can prove Γ ⊨ φ implies Γ′ ⊨ φ for an assertion φ with x /∈ fv(φ).
For this we may assume Γ ⊨ φ. Similar to before we prove it by induction over the
formula:

1. Induction base for t ⋉ I: Assume Γ ⊨ t ⋉ I. By definition Γ, L ⊨ I for every
L ∈ σ.Lists(t). Then also Γ, L′[w/wprev] ⊨ I for every L′ ∈ σ′.Lists(t), because
L′[w/wprev] ∈ σ.Lists(t) by Lemma 4.7. By definition Γ′ ⊨ t⋉ I holds.

2. Induction base for eb: Assume Γ ⊨ eb. By definition JebKΓ,δ′[w/wprev ] = true

for some δ ∈ σ.Views. Then JebKΓ′,δ′ = true for some δ ∈ σ′.Views because
JEKΓ,δ′[w/wprev ] = JEKΓ′,δ′ and σ.Views ⊆ σ′.Views since σ.writes ⊆ σ′.writes. By
definition Γ′ ⊨ eb holds.

3. Induction for φ∧ψ: Assume Γ ⊨ φ∧ψ. Then Γ ⊨ φ and Γ ⊨ ψ by definition. We
can derive Γ′ ⊨ φ and Γ′ ⊨ ψ by induction. By definition Γ′ ⊨ φ ∧ ψ holds.

4. Induction for φ ∨ ψ: Assume Γ ⊨ φ ∨ ψ. Then Γ ⊨ φ or Γ ⊨ ψ by definition. We
can derive Γ′ ⊨ φ or Γ′ ⊨ ψ by induction. By definition Γ′ ⊨ φ ∨ ψ holds.

With Γ ⊨ φ implies Γ′ ⊨ φ we can derive {φ} x := e {φ}.

C.2 Write Rules

For an overview of our general proof idea, we recommend reading Section 4.4.1.
All our newly introduced proof rules derive exactly one Hoare triple with a single

statement. For this chapter, we concern ourselves only with some with exactly one
write statement. For the soundness proofs of the proof rules, let Γ = (lst, σ) be the
C11 state before and Γ′ = (lst′, σ′) be the C11 state after the transition.

For the soundness proofs in this section, let w = (a, q) be the write written by
the transition. Let wprev be the write previous to w, which is wprev = maxq{(a, q) ∈
σ.writes | q < tst(w)}. This write always exist because all newly introduced writes
have a timestamp strictly greater than some other timestamp by σ.fresh.

We begin by introducing some lemmas which are useful in multiple soundness proofs,
beginning with that write timestamps are unique.

Lemma C.1. For a global state σ all writes w ∈ σ.writes to a specific shared variable
have a unique timestamp:

∀w,w′ ∈ σ.writes : (tst(w) = tst(w′) ∧ var(w) = var(w′))⇒ w = w′

Proof. Initially there is only one write to each variable, therefore the lemma holds.
Every newly introduced write has a unique timestamp q′ by σ.fresh, because q′ ≥ q and
q′ < tst(w′′) for every w′′ ∈ σ.writes with tst(w′′) > q.
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C.2 Write Rules

Many rules begin some assertion with 1x. To make better use of this, sometimes
we insert the thread view of the observing thread at the start of a list. The resulting
list is still in the lists of the observing thread by Lemma C.2. By the definition of 1x

we use this to derive that in this interval all writes are tviewt(x).

Lemma C.2. For δ ∈ σ.Views, if L ∈ σ.Lists(δ), then also ⟨δ⟩ · L ∈ σ.Lists(δ).

Proof. δ ∈ σ.Views holds by its definition. Let L′ = ⟨δ⟩ · L to show where we refer to δ
as the first element of the list. δ ⪯ L′(1) = δ holds because δ ⪯ δ. L′(1) = δ ⪯ L′(2)
holds because δ ⪯ L(1). For 1 < i < |L′|, δ ⪯ L′(i) ⪯ L′(i + 1) holds because
δ ⪯ L(i− 1) ⪯ L(i).

With these lemmas we prove Theorem 4.10, the soundness of Wr-own-1wr, Wr-
1wr and Wr-1wr-single.

Wr-own-1wr

{t⋉ 1x; I} x :=t e {t⋉ 1
x
e ; I}

Wr-1wr-single

{t′ ⋉ 1x ∧ I} x :=t e {t′ ⋉ I;1x
e}

Wr-1wr
{t′ ⋉ I2} x :=t e {t′ ⋉ I ′

2}

{t′ ⋉ (I1 ∧ 1x); I2} x :=t e {t′ ⋉
(
(I1; 1x

e ; I2) ∨ (I1; I ′
2)
)
}

1
x
e ≡ 1x ∧ [x = e]

Proof. Wr-own-1wr
Let L′ ∈ σ′.Lists(t).

L′ can be split at index k with 0 ≤ k ≤ |L′|, such that δ(x) = w for every δ ∈ L′|k1
and w /∈ L′||L|

k+1.writes. By definition of σ′.Lists(t) we know that σ′.tviewt ⪯ δ for
every δ ∈ L′. Further any write L′(i)(x) in L′ other than w has to have a unique and
therefore strictly bigger timestamp by Lemma C.1: ∀1 ≤ i ≤ |L′| : tst(L′(i)(x)) =
tst(w) ⇒ L′(i)(x) = w. Therefore, after a write to x other than w, with a strictly
greater timestamp, occured in L′, w cannot occur because L′(i) ⪯ L′(i+ 1) must hold
for every 1 ≤ i < |L|.

By Lemma 4.7 we know L′[w/wprev] ∈ σ.Lists(t). Let L := ⟨σ.tviewt⟩ ·L′[w/wprev].
By Lemma C.2 we know that L ∈ σ.Lists(t). With Γ, L ⊨ 1x; I we know that L can be
split at some index l with 0 ≤ l ≤ |L| such that Γ, L|l1 ⊨ 1x and Γ, L||L|

l+1 ⊨ I.
We previously established that all timestamps of writes to x in L′||L|

k+1 are greater
than tst(w) which in turn is greater than tst(σ.tviewt(x)) by definition of σ.OW and
σ.fresh. Thus 1x cannot hold for L|k+2

1 and we can derive l ≤ k + 1 (The indices
are shifted by one because L begins with σ.tviewt). By Lemma 3.7 we can derive
Γ, L′||L

′|
k+1[w/wprev] ⊨ I from Γ, L||L|

l+2 ⊨ I because L′||L
′|

k+1 = L||L|
k+2. Further L′||L

′|
k+1[w/wprev] =

L′||L
′|

k+1 because w /∈ L′||L|
k+1.writes. With Lemma 4.8 we can derive Γ′, L′||L

′|
k+1 ⊨ I.

Γ, L|k1 ⊨ 1x holds trivially by its definition, because L′|k1(x) = w for every 1 ≤ i ≤
|L|. With σ, L||L|

k+1 ⊨ I and the definition of ; we can derive Γ′, L′|k1 · L′||L|
k+1 ⊨ 1x; I,

which is what we needed to show.

62



Chapter C. Soundness of Proof Rules

Wr-1wr
Let L′ ∈ σ′.Lists(t). Then let i, j be integers with 0 ≤ i − 1 ≤ j ≤ |L′| such that
L(l)(x) = w if and only if i ≤ l ≤ j. This is possible because the timestamps of writes
to each variable are monotonously increasing (by definition of σ.Lists) and unique for
each write (by Lemma C.1).

Let L = ⟨σ.tviewt⟩·L′[w/wprev], with L ∈ σ.Lists(t) by Lemma 4.7 and Lemma C.2.
Let 0 ≤ k ≤ |L| such that Γ, L|k1 ⊨ I1, Γ, L||L|

k+1 ⊨ I2 and either k = |L| or Γ, L′′ ⊨ I2

holds for all L′′ ∈ σ.Lists(L(k + 1)). This is possible because if Γ, L|k+1
1 ⊨ I1 does not

hold, for any such list L′′, Γ, L|k+1
1 ·L′′ ⊨ I1; I2 does not hold, but L|k+1

1 ·L′′ ∈ σ.Lists(t).
In the case that L′.writes does not contain w, L′ = L||L|

2 . From Γ, L ⊨ I1; I2 we
can derive Γ, L′ ⊨ I1; I2 by Lemma 3.7 and Γ′, L′ ⊨ I1; I2 by Lemma 4.8. We can derive
Γ′, L′ ⊨ I1;1x

e ; I2 by using the same sublists for I1 and I2 as before and the empty list
for the interval with 1

x
e . Then Γ′, L′ ⊨ ((I1;1x

e ; I2) ∨ (I1; I ′
2)) holds trivially.

Otherwise, there are two cases:

• Case 1, i ≤ k: We know that Γ, L|i1 ⊨ I1 by Lemma 3.7. We can derive L|i2 =
L′|i−1

1 because L′|i−1
1 .writes does not contain w. By Lemma 3.7, we can derive

Γ, L′|i−1
1 ⊨ I1 and by Lemma 4.8 we can derive Γ′, L′|i−1

1 ⊨ I1.

We know that Γ′, L′|ji ⊨ 1
x
e by definition of i and j, because δ(x) = w for every

δ ∈ L′|ji .

We know that L(1)(x) ⪯ wprev because it occurs earlier in L, wprev ≺ w by
definition of wprev and w ⪯ L(j + 1)(x) because it occurred later in L. We
conclude L(1)(x) ≺ L(j + 1)(x) and therefore L(1)(x) ̸= L(j + 1)(x). Thus
Γ, L|j+1

1 ⊨ 1x does not hold. By definition of Γ, L ⊨ I1; I2 and by Lemma 3.7 we
can derive that Γ, L|L|

j+1 ⊨ I2 must hold. Γ′, L
|L|
j+1 ⊨ I2 holds by Lemma 4.8.

Finally with Γ′, L′|i−1
1 ⊨ I1, Γ′, L′|ji ⊨ 1x

e and Γ′, L
|L|
j+1 ⊨ I2 we can derive Γ′, L ⊨

I1; 1x
e ; I2. Then Γ′, L′ ⊨ (I1;1x

e ; I2) ∨ (I1; I ′
2) holds trivially.

• Case 2, i > k: Because L|k2 = L′|k−1
1 and w /∈ L′|k−1

1 .writes, Γ′, L′|k−1
1 ⊨ I1 holds.

We know that k = |L| or Γ, L′′ ⊨ I2 holds for all L′′ ∈ σ.Lists(L(k+1)). If k = |L|,
the second list is empty and therefore does not contain w. The first part cannot
contain w because i > k and before index i the write w does not occur in L′.
Thus L′.writes does not contain w, which we already covered earlier.

Therefore, Γ, L′′ ⊨ I2 must for all L′′ ∈ σ.Lists(L(k + 1)).

It is possible that there is a thread t′′ ̸= t with σ.tviewt = L(k + 1), of which the
thread view is not changed by the transition step. For this thread holds Γ ⊨ t′′⋉I2

because Γ, L′′ ⊨ I2 holds and therefore Γ′ ⊨ t′′⋉I ′
2 must hold by the precondition.

This allows us to derive Γ′, L′′′ ⊨ I ′
2 for every L′′′ ∈ σ′.Lists(L(k + 1)).

We know that L′||L
′|

k ∈ σ′.Lists(L(k+ 1)) because L(k+ 1) ⪯ L(k+ 1) = L′||L
′|

k (1)
and all entries in L′ are succeeding each other because L′ ∈ σ.Lists(t′). Thus we
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can derive Γ′, L′||L
′|

k ⊨ I ′
2. With Γ′, L′|k−1

1 ⊨ I1 we can conclude Γ′, L′ ⊨ I1; I ′
2.

Then Γ′, L′ ⊨ (I1;1x
e ; I2) ∨ (I1; I ′

2) holds trivially.

In any case we can derive Γ′, L′ ⊨ ((I1;1x
e ; I2) ∨ (I1; I ′

2)).
Wr-1wr-single

Wr-1wr-single is an instance of Wr-1wr with I1 ≡ [false]. The additional require-
ment holds trivially by Stable-wr.

C.3 Release-Acquire Rules

In this section, we prove Theorem 4.11, the soundness of Ld-a-shift and Wr-r-top.

Ld-a-shift
{t⋉ I} r ←A

t x {ψ}

{t⋉ [A(x)]; I} r ←A
t x {ψ}

Wr-r-top
{t⋉ It} x :=R

t e {t⋉ I ′
t}

{t⋉ (It ∧ 1x) ∧ t′ ⋉ I} x :=R
t e {t′ ⋉ I;Ax

e ; I ′
t}

Proof. Ld-a-shift
If (r ←A x, σ, lst) =⇒ (skip, σ′, lst′) is possible with an (acquiring) Read transition
step, (r ←A x, σ′, lst) =⇒ (skip, σ′, lst′) is also possible. The only difference between σ
and σ′ is tviewt, the thread view of the writing thread t. σ.tviewt(x) is still contained
in σ′.OW(t, x). Further the thread view after the transition is identical, because re-
peatedly replacing the value of x to the same read write or applying ⊗ multiple times
does not change the thread view from the second time onward.

In addition we know that σ.tviewt ⪯ σ′.tviewt by Theorem 3.1. Because the re-
strictions are weaker, every L′ ∈ σ′.Lists(t) is also in σ.Lists(t).

Because Γ, L ⊨ [A(x)]; I for every L ∈ σ.Lists(t), we can then derive Γ, L′ ⊨ [A(x)]; I
for every L′ ∈ σ′.Lists(t) (because this is only a subset of the lists). Then by Lemma C.2,
Γ, ⟨σ′.tviewt⟩ · L′ ⊨ [A(x)]; I.

However, Γ, ⟨σ′.tviewt⟩ ⊭ [A(x)] by definition of Read, because tviewt(x) is a
nonreleasing write or the thread view was updated using ⊗. In the latter case, because
⊗ takes the maximum of both inputs for each shared variable, σ′.mviewσ′.tviewt(x) ⪯
σ′.tviewt holds. In either case we can derive Γ, ⟨σ′.tviewt⟩ ⊭ [A(x)].

With (σ′, lst), ⟨σ′.tviewt⟩ · L′ ⊨ [A(x)]; I we can derive Γ′, ⟨σ′.tviewt⟩ ·L′ ⊨ I. With
this we can derive Γ′, L′ ⊨ I. Because we allowed arbitrary L′, we know that Γ, L′ ⊨ I

for every L′ ∈ σ′.Lists(t). Then (σ′, lst) ⊨ t⋉ I holds.
Because (σ′, lst) =⇒ (σ′, lst′) is also possible with an acquiring read, (σ′, lst) ⊨ t⋉I

and we know {t⋉ I} r ←A
t x {ψ}, we can derive Γ′ ⊨ ψ.

Wr-r-top
We begin by showing that the newly introduced write w is the newest write to x. Let
wmax := maxq{(a, q) ∈ σ.writes | var(a) = x} be the write to x with the maximal
timestamp. Then ⟨σ.tviewt, σ.tviewt[x := wmax]⟩ ∈ σ.Lists(t) because σ.tviewt(x) ⪯
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wmax. With t⋉ 1x we can derive σ.tviewt(x) = wmax.
Write guarantees with σ.fresh that the newly introduced write w has an even

greater timestamp than the previously latest write: tst(w) > tst(σ.tviewt(var(w))).
Because it is the only new write (σ′.writes = σ.writes ∪ {w}), it is succeeds all other
writes to x in σ: tst(w′) < tst(w) for all w′ ∈ σ′.writes with var(w′) = x. Therefore
no other write to x can occur in L′ after w in any L′ ∈ σ′.Lists(t′) of the thread t′.

Let 0 ≤ k ≤ |L′| such that w /∈ L′|k1.writes and δ(x) = w for every δ ∈ L′||L
′|

k+1. We
know that L′[w/wprev] ∈ σ.Lists(t), therefore also L′|k1[w/wprev] ∈ σ.Lists(t). Further
by definition of k, L′|k1[w/wprev] = L′|k1 because w /∈ L′|k1.writes. Therefore we can
derive Γ, L′|k1 ⊨ I and by Lemma 4.8 Γ′, L′|k1 ⊨ I.

Γ′, L′||L
′|

k+1 ⊨ 1x ∧ [x = e] holds because δ(x) = w for every δ ∈ L′||L
′|

k+1. Because
⪯ is transitive by Lemma B.1, there exists a k ≤ l ≤ |L′| splitting L′||L

′|
k+1 such that

¬(σ′.mvieww ⪯ δ1) holds for every δ1 ∈ L′|lk+1 and σ′.mvieww ⪯ δ2 holds for every
δ2 ∈ L′||L

′|
l+1.

Then, because w is a releasing write and ¬(σ′.mvieww ⪯ δ1), Γ′, L′|lk+1 ⊨ A(x)
holds. With w being the only write in that list, Γ′, L′|lk+1 ⊨ A(x) ∧ 1x

e holds.
Further, because σ′.mvieww ⪯ δ1 for every δ2 ∈ L′||L

′|
l+1 and σ′.mvieww = σ′.tviewt,

we know that L′||L
′|

l+1 ∈ σ′.Lists(t). Therefore, we can derive Γ′, L′||L
′|

l+1 ⊨ I ′
t by the

precondition {t⋉ It} t 7→ x :=R e {t⋉ I ′
t}.

As L′|k1 · L′|lk+1 · L|
|L′|
l+1 = L′, this is what we needed to show: Γ′, L′ ⊨ I;Ax

e ; I ′
t.

C.4 Rules for Perception with Swap

In this section, we prove Theorem 4.12, the soundness of Swap-a-shift and Wr-cvd.

Swap-a-shift
{t⋉ I} x.swap(v)RA

t {ψ}

{t⋉ [A(x)]; I} x.swap(v)RA
t {ψ}

Wr-cvd
{t⋉ I} x :=t e {ψ}

{t⋉ Cx; I} x :=t e {ψ}

Proof. Swap-a-shift
If (x.swap(r)RA, σ, lst) =⇒ (skip, σ′, lst′) is possible with an Update transition step,
then (x.swap(r)RA, σ′′, lst) =⇒ (skip, σ′, lst′) is also possible for

σ′′ =

σ[tviewt := σ.tviewt ⊗ σ.mvieww], if w ∈ WR ×Q

σ[tviewt := σ.tviewt[x := w]], otherwise

where w := maxq{(a, q) ∈ σ.writes | var(a) = x ∧ q < tst(σ′.tviewt(x))} is the write
after which the transition inserted σ′.tviewt(x).

By definition of OW (Equation (2.2)), w is still contained in σ′′.OW(t, x). Further
the thread view after the transition is identical, because applying ⊗ an additional time
does not change the resulting thread view.
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In addition we know that σ.tviewt ⪯ σ′′.tviewt by construction of ⊗. Because the
restrictions are weaker, every L′ ∈ σ′′.Lists(t) is also in σ.Lists(t).

Because (σ, lst), L ⊨ [A(x)]; I for every L ∈ σ.Lists(t), we can then derive (σ′′, lst), L′ ⊨

[A(x)]; I for every L′ ∈ σ′′.Lists(t) (because this is only a subset of the lists). Then by
Lemma C.2, (σ′′, lst), ⟨σ′′.tviewt⟩ · L′ ⊨ [A(x)]; I.

However, (σ′′, lst), ⟨σ′′.tviewt⟩ ⊭ [A(x)] by definition of σ′′, because w is a nonre-
leasing write or the thread view was updated using ⊗. In the latter case, because ⊗
takes the maximum of both inputs for each shared variable, σ.mvieww ⪯ σ′′.tviewt

holds. In either case we can derive (σ′′, lst), ⟨σ′′.tviewt⟩ ⊭ [A(x)].

With (σ′′, lst), ⟨σ′′.tviewt⟩ ·L′ ⊨ [A(x)]; I we can derive (σ′′, lst), ⟨σ′′.tviewt⟩ ·L′ ⊨ I.
With this we can derive (σ′′, lst), L′ ⊨ I. Because we allowed arbitrary L′, we know
that (σ′′, lst), L′ ⊨ I for every L′ ∈ σ′′.Lists(t). Then (σ′′, lst) ⊨ t⋉ I holds.

Because (σ′′, lst) =⇒ (σ′, lst′) is also possible with an acquiring read, (σ′′, lst) ⊨ t⋉I
and we know {t⋉ I} x.swap(r)RA {ψ}, we can derive (σ′, lst′) ⊨ ψ.

Wr-cvd
If (x :=t e, σ, lst) =⇒ (skip, σ′, lst′) is possible with an Write/Update transition
step, then (x :=t e, σ

′′, lst) =⇒ (skip, σ′, lst′) is also possible for σ′′ = σ[tviewt :=
σ.tviewt[x := w]] where w := maxq{(a, q) ∈ σ.writes | var(a) = x∧q < tst(σ′.tviewt(x))}
is the write after which the transition inserted σ′.tviewt(x).

By definition of OW, w is still contained in σ′′.OW(t, x). Further the thread view
after the transition is identical, because the write w is the same and the value of other
shared variables of views are unchanged.

In addition we know that σ.tviewt ⪯ σ′′.tviewt since w ∈ σ.OW(t, x). Because the
restrictions are weaker, every L′ ∈ σ′′.Lists(t) is also in σ.Lists(t).

Because (σ, lst), L ⊨ Cx; I for every L ∈ σ.Lists(t), we can then derive (σ′′, lst), L′ ⊨

Cx; I for every L′ ∈ σ′′.Lists(t) (because this is only a subset of the lists). Then by
Lemma C.2, (σ′′, lst), ⟨σ′′.tviewt⟩ · L′ ⊨ Cx; I.

However, (σ′′, lst), ⟨σ′′.tviewt⟩ ⊭ Cx by definition of Write/Update, because w is
not allowed to be in σ.covered.

With (σ′′, lst), ⟨σ′′.tviewt⟩ · L′ ⊨ Cx; I we can derive (σ′′, lst), ⟨σ′′.tviewt⟩ · L′ ⊨ I.
With this we can derive (σ′′, lst), L′ ⊨ I. Because we allowed arbitrary L′, we know
that (σ′′, lst), L′ ⊨ I for every L′ ∈ σ′′.Lists(t). Then (σ′′, lst) ⊨ t⋉ I holds.

Because (σ′′, lst) =⇒ (σ′, lst′) is also possible with an acquiring read, (σ′′, lst) ⊨ t⋉I
and we know {t⋉ I} x :=t e {ψ}, we can derive (σ′, lst′) ⊨ ψ.
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C.5 Rules for Writing with Swap

In this section, we prove Theorem 4.13, the soundness of Swap-wr and Swap-r.

Swap-wr

{t⋉ Cx;1x ∧ t′ ⋉ Cx;1x} x.swap(v)RA
t {t′ ⋉ Cx;1x

v}

Swap-r
{t⋉ It} x.swap(v)RA

t {t⋉ I ′
t}

{t⋉ (It ∧ Cx;1x) ∧ t′ ⋉ Cx; 1x} x.swap(v)RA
t {t′ ⋉ Cx;Ax

v ; I ′
t}

Proof. Here we show the soundness of Swap-wr and extend it to a proof of Swap-wr.
We are concerned with a transition step (x.swap(v)RA

t , σ, lst) =⇒ (skip, σ′, lst′).
For both rules we know (σ, lst) ⊨ t ⋉ Cx;1x ∧ t′ ⋉ Cx; 1x. We can derive that t (and
analogous t′) must only observe one write wprev ∈ σ.OW(t, x)\σ.covered not in covered.
Otherwise, if there were two such writes w1 and w2, a list ⟨δ1, δ2⟩ with δ1(x) = w1 and
δ2(x) = w2 would not fulfill Cx;1x because neither write is in σ.covered and they are
not identical. Further, wprev must be the final write to x in σ (i. e. with the maximal
timestamp among writes to x) by the same reasoning, since we can assume the final
write to occur after wprev.

With this we know that the Update transition step adds wprev to the covered
set and introduces a new write w = σ′.tviewt(x) with val(w) = JeK(σ,lst),σ.tviewt

and
σ.fresh(tst(wprev), tst(w)). By definition of fresh (Equation (2.1)), we know that this
new write w has the new maximal timestamp among writes to x. Therefore, no other
write to x can occur after w in any L′ ∈ σ′.Lists(t).

Let 0 ≤ k ≤ |L′ such that wprev /∈ L′|k1.writes and δ(x) = w for every δ ∈ L′||L
′|

k+1.
We know that L′[w/wprev] ∈ σ.Lists(t) by Lemma 4.7, therefore also L′|k1[w/wprev] ∈
σ.Lists(t). Further by definition of k, L′|k1[w/wprev] = L′|k1 because w /∈ L′|k1.writes.
Therefore we can derive (σ, lst), L′|k1 ⊨ I and by Lemma 4.8 (σ′, lst′), L′|k1 ⊨ I.

(σ′, lst′), L′||L
′|

k+1 ⊨ 1x ∧ [x = e] holds trivially because δ(x) = w for every δ ∈ L′||L
′|

k+1.
We can derive (σ′, lst′), L′|k1 ·L′||L

′|
k+1 ⊨ I; 1x

e . As L′|k1 ·L′||L
′|

k+1 = L′, this is what we needed
to show for Swap-wr: (σ′, lst′), L′ ⊨ I;1x

e .
Swap-r(continuation)

Because ⪯ is transitive by Lemma B.1, there exists a k ≤ l ≤ |L′| splitting L′||L
′|

k+1 such
that ¬(σ′.mvieww ⪯ δ1) holds for every δ1 ∈ L′|lk+1 and σ′.mvieww ⪯ δ2 holds for
every δ2 ∈ L′||L

′|
l+1.

Then, because w is a releasing write and ¬(σ′.mvieww ⪯ δ1), (σ′, lst′), L′|lk+1 ⊨ A(x)
holds. With w being the only write in that list, (σ′, lst′), L′|lk+1 ⊨ A(x) ∧ 1x

e holds.
Further, because σ′.mvieww ⪯ δ1 for every δ2 ∈ L′||L

′|
l+1 and σ′.mvieww = σ′.tviewt,

we know that L′||L
′|

l+1 ∈ σ′.Lists(t). Therefore we can derive (σ′, lst′), L′||L
′|

l+1 ⊨ I
′
t by the

precondition {t⋉ It} t 7→ x :=R e {t⋉ I ′
t}.
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As L′|k1 ·L′|lk+1 ·L′||L
′|

l+1 = L′, this is what we needed to show: (σ′, lst′), L′ ⊨ I;Ax
e ; I ′

t.
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Validity of Proof Outlines
D

In this chapter, we prove the validity of the proof outlines shown in this thesis. We do
so by first proving the sequential validity of each single thread by showing {pre(C)}
C {post(C)} for every (instrumented) statement C in that thread. For this we refer
to statements in a proof outline by their number to be concise and avoid ambiguity.
Additionally, we show noninterference for every statement with every assertion in each
other thread.

D.1 Load Buffering

In this section, we prove Theorem 5.1, the validity of the proof outline for load buffering
seen below.

Init : x := 0 ; x := 0 ; a := 0 ; b := 0;
{t1 ⋉ [x = 0] ∧ t2 ⋉ [y = 0] ∧ a = 0 ∧ b = 0}

Thread t1

{t2 ⋉ [y = 0] ∧ b = 0}
1 : a← x;
{t2 ⋉ [y = 0] ∧ b = 0}
2 : y := 1
{a = 0 ∨ b = 0}

Thread t2

{t1 ⋉ [x = 0] ∧ a = 0}
3 : b← y;
{t1 ⋉ [x = 0] ∧ a = 0}
4 : x := 1
{a = 0 ∨ b = 0}

{a = 0 ∨ b = 0}
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Proof. Thread t1

1 by Stable-ld:
{t2 ⋉ [y = 0] ∧ b = 0}
a← x

{t2 ⋉ [y = 0] ∧ b = 0}

2 by Stable-wr, Cons:
{t2 ⋉ [y = 0] ∧ b = 0}
{b = 0}
y := 1
{b = 0}
{a = 0 ∨ b = 0}

Thread t2

Because the threads are symmetrical, the proof is analogous to t1. Only the variable
names need to be swapped for their symmetric counterparts.

Noninterference

Statement 1

(I) by Stable-ld:
{t1 ⋉ [x = 0]}a← x{t1 ⋉ [x = 0]}

(II) by Ld-single:
{t1 ⋉ [x = 0]}a← x{a = 0}

stability of pre(3) and pre(4) by (I), (II), Conj and Cons:
{t2 ⋉ [y = 0] ∧ b = 0 ∧ t1 ⋉ [x = 0] ∧ a = 0}
{t1 ⋉ [x = 0] ∧ t1 ⋉ [x = 0]}
a← x

{t1 ⋉ [x = 0] ∧ a = 0}

stability of post(4) by Stable-ld and Cons:
{t2 ⋉ [y = 0] ∧ b = 0 ∧ (a = 0 ∨ b = 0)}
{b = 0}
a← x

{b = 0}
{a = 0 ∨ b = 0}

Statement 2-4 Statement 2 does not interfere with any assertion in Thread t2 by
Stable-wr because none of its assertions contain y. Statements 3 and 4 are analogous
to Statements 1 and 2 respectively, only variable names need to be swapped for their
symmetric counterparts.

D.2 RRC2

In this section, we prove Theorem 5.2, the validity of the proof outline for RRC2 seen
below.
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Init : x := 0;
{t1 ⋉ 1x ∧ t2 ⋉ [x = 0]}

Thread t1

{t2 ⋉ [x ̸= 2] ∧ t1 ⋉ 1x}
1 : x := 1;
{t2 ⋉ [x ̸= 2] ∧ t1 ⋉ 1x}
2 : x := 2
{true}

Thread t2

{t2 ⋉ [x ̸= 2]; [x = 2]}
3 : a← x;
{a = 2⇒ t1 ⋉ [x = 2]}
4 : b← x

{a = 2⇒ b = 2}
{a = 2⇒ b = 2}

Proof. Thread t1

Statement 1

(I) by Wr-top and Cons:
{t2 ⋉ [x ̸= 2] ∧ t1 ⋉ 1x}
x := 1
{t2 ⋉ [x ̸= 2]; [x = 1]}
{t2 ⋉ [x ̸= 2]}

(II) by Wr-own-1wr and Cons:
{t2 ⋉ [x ̸= 2] ∧ t1 ⋉ 1x}
{t1 ⋉ 1x; [false]}
x := 1
{t1 ⋉ 1

x
1; [false]}

{t1 ⋉ 1x}

by (I), (II), Conj and Cons:
{t2 ⋉ [x ̸= 2] ∧ t1 ⋉ 1x}x := 1{t2 ⋉ [x ̸= 2] ∧ t1 ⋉ 1x}

Statement 2

by Stable-wr and Cons
{t2 ⋉ [x ̸= 2] ∧ t1 ⋉ 1x}{true}x := 2{true}

Thread t2

Statement 3

By Stable-ld, Ld-shift and Cons
{t2 ⋉ [x ̸= 2]; [x = 2]}
a← x

{a ̸= 2 ∨ t2 ⋉ [x = 2]}
{a = 2⇒ t2 ⋉ [x = 2]}

71



D.2 RRC2

Statement 4

(I) by Ld-single
{t2 ⋉ [x = 2]}b← x{b = 2}

(II) by Stable-ld
{a ̸= 2}b← x{a ̸= 2}

by (I), (II), Disj2 and Cons
{a ̸= 2 ∨ t2 ⋉ [x = 2]}
b← x

{a ̸= 2 ∨ b = 2}
{a = 2⇒ b = 2}

Noninterference

pre(1), pre(2), post(2), post(4): No statement from t2 interferes with an asser-
tions of t1 by Stable-ld. Statements from t1 do not interfere with a = 2 =⇒ b = 2
by Stable-wr.

pre(4): The following holds for n ∈ {1, 2}:

t2 ⋉ [x ̸= 2] ∧ t2 ⋉ [x = 2] =⇒ false (D.1)

by Stable-wr, Cons and D.1
{t2 ⋉ [x ̸= 2] ∧ t1 ⋉ 1x ∧ (t2 ⋉ [x = 2] ∨ a ̸= 2)}
{(t2 ⋉ [x ̸= 2] ∧ t2 ⋉ [x = 2]) ∨ a ̸= 2}
{a ̸= 2}
x := n

{a ̸= 2}
{a ̸= 2 ∨ t2 ⋉ [x = 2]}

pre(3)

1 by Wr-top and Cons{
t2 ⋉ [x ̸= 2] ∧ t1 ⋉ 1x ∧
t2 ⋉ [x ̸= 2]; [x = 2]

}
{t2 ⋉ [x ̸= 2] ∧ t1 ⋉ 1x}
x := 1
{t2 ⋉ [x ̸= 2]; [x = 1]}
{t2 ⋉ [x ̸= 2]; [x ̸= 2]}
{t2 ⋉ [x ̸= 2]}
{t2 ⋉ [x ̸= 2]; [x = 2]}

2 by Wr-top and Cons{
t2 ⋉ [x ̸= 2] ∧ t1 ⋉ 1x ∧
t2 ⋉ [x ̸= 2]; [x = 2]

}
{t2 ⋉ [x ̸= 2] ∧ t1 ⋉ 1x}
x := 2
{t2 ⋉ [x ̸= 2]; [x = 2]}
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D.3 RRC

In this section, we prove Theorem 5.3, the validity of the proof outline for RRC seen
below.

Init : x := 0;
{t0 ⋉ 1

x
0}

Thread t1{
a ̸= 1 ∧
t0 ⋉ 1

x
02

}
1 : x := 1
{true}

Thread t2{
c ̸= 2 ∧
t0 ⋉ 1

x
01

}
2 : x := 2
{true}

Thread t3

{t3 ⋉ 1
x
012 ∨ 1x

021}
3 : a← x;
{a = 1⇒ t3 ⋉ 1

x
12}

4 : b← x{
(a = 1 ∧ b = 2)
⇒ t3 ⋉ 1

x
2

}

Thread t4

{t4 ⋉ 1
x
012 ∨ 1x

021}
5 : c← x;
{c = 2⇒ t4 ⋉ 1

x
21}

6 : d← x{
(c = 2 ∧ d = 1)
⇒ t4 ⋉ 1

x
1

}
{(a = 1 ∧ b = 2 ∧ c = 2)⇒ d ̸= 1}

Proof. Threads t1 and t2

by Stable-wr and Cons
{a ̸= 1 ∧ t0 ⋉ 1

x
02}{true}x := 1{true}

by Stable-wr and Cons
{c ̸= 2 ∧ t0 ⋉ 1

x
01}{true}x := 2{true}

Threads t3 and t4

Thread t4 is symmetric to t3. For its proofs, only the variable/ thread names and values
need to be swapped with their counterparts.

Statement 3

(I) by Stable-ld, Ld-shift and Cons
{t3 ⋉ 1

x
012}

{t3 ⋉ [x = 0];1x
12}

a← x

{a = 0 ∨ t3 ⋉ 1
x
12}

{a = 1⇒ t3 ⋉ 1
x
12}

(II) by Stable-ld, Ld-shift and Cons
{t3 ⋉ 1

x
021}

{t3 ⋉ [x ̸= 1];1x
1}

a← x

{a ̸= 1 ∨ t3 ⋉ 1
x
1}

{a = 1⇒ t3 ⋉ 1
x
12}

by (I), (II) and Disj1
{t3 ⋉ 1

x
012 ∨ 1x

021}
a← x

{a = 1⇒ t3 ⋉ 1
x
12}
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Statement 4

(I) by Stable-ld, Ld-shift and Cons
{t3 ⋉ 1

x
12}

{t3 ⋉ [b ̸= 2];1x
2}

b← x

{b ̸= 2 ∨ t3 ⋉ 1
x
2}

by (I), Stable-ld, Disj2 and Cons
{a = 1⇒ t3 ⋉ 1

x
12}

{a ̸= 1 ∨ t3 ⋉ 1
x
12}

b← x

{a ̸= 1 ∨ b ̸= 2 ∨ t3 ⋉ 1
x
2}

{(a = 1 ∧ b = 2)⇒ t3 ⋉ 1
x
2}

Conclusion Here we prove that the conclusion (a = 1 ∧ b = 2 ∧ c = 2) =⇒ d ̸= 1
can be derived from post(1) ∧ post(2) ∧ post(4) ∧ post(6):

true ∧ true ∧ ((a = 1 ∧ b = 2)⇒ t3 ⋉ 1
x
2) ∧ ((c = 2 ∧ d = 1)⇒ t4 ⋉ 1

x
1)

=⇒ (a = 1 ∧ b = 2 ∧ c = 2 ∧ d = 1) =⇒ (t3 ⋉ 1
x
2 ∧ t4 ⋉ 1

x
1)

=⇒ (a = 1 ∧ b = 2 ∧ c = 2 ∧ d = 1) =⇒ false

=⇒ ¬(a = 1 ∧ b = 2 ∧ c = 2 ∧ d = 1)

=⇒ (a = 1 ∧ b = 2 ∧ c = 2) =⇒ d ̸= 1

Noninterference

The threads t1 and t2 as well as t3 and t4 are symmetric. So are their combinations
t1, t3 and t2, t4 as well as t1, t4 and t2, t3. The same holds for t1, t2 and t2, t1. The
noninterference proofs for symmetric pairs are analogous to each other, therefore we
omit those of t2 with either t3 or t4. For the combination t1 and t2 we only show
assertions of t1 with statements of t2.

Assertions in t1 {true} is interference-free with all other instructions by Stable-
ld or Stable-wr, depending on the statement. Statements 2 and 3 are the only ones
changing a or x, therefore all other statements do not interfere with {a ̸= 1 ∧ t0 ⋉ 1

x
02}

by Stable-ld or Stable-wr.

Statement 2

(I) by Stable-wr
{a ̸= 1}x := 2{a ̸= 1}

(II) by Wr-1wr-single
{t0 ⋉ 1

x
0}x := 2{t0 ⋉ 1

x
02}

by (I), (II), Conj and Cons
{c ̸= 2 ∧ t0 ⋉ 1

x
01 ∧ a ̸= 1 ∧ t0 ⋉ 1

x
02}

{a ̸= 1 ∧ t0 ⋉ 1
x
0}

x := 2
{a ̸= 1 ∧ t0 ⋉ 1

x
02}
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Statement 3

(I) by Ld-single
{t0 ⋉ [x ̸= 1]}a← x{a ̸= 1}

(II) by Stable-ld
{t0 ⋉ 1

x
02}a← x{t0 ⋉ 1

x
02}

by (I), (II), Conj and Cons
{(t3 ⋉ 1

x
012 ∨ 1x

021) ∧ a ̸= 1 ∧ t0 ⋉ 1
x
02}

{t0 ⋉ [x ̸= 1] ∧ t0 ⋉ 1
x
02}

a← x

{a ̸= 1 ∧ t0 ⋉ 1
x
02}

Assertions in t2 These are stable by reasoning analogous to t1.

Assertions in t3 Statements of t4 do not interfere with the assertions by Stable-ld,
because neither c nor d are used in the assertions. Next we’ll show that statement 1
from t1 does not interfere with the assertions:

(I) by Wr-1wr-single and Cons
{t0 ⋉ 1

x
2}

{t0 ⋉ 1x ∧ [x = 2]}
x := 1
{t0 ⋉ (1x ∧ [x = 2]); (1x ∧ [x = 1])}
{t0 ⋉ 1

x
21}

pre(3) by (I), Wr-1wr and Cons
{a ̸= 1 ∧ t0 ⋉ 1

x
02 ∧ t3 ⋉ 1

x
012 ∨ 1x

021}
{t0 ⋉ 1

x
02}

{t0 ⋉ (1x ∧ [x = 0]);1x
2}

x := 1{
t0 ⋉

(
((1x ∧ [x = 0]);1x

1; 1x
2) ∨

((1x ∧ [x = 0]);1x
21)

)}
{t3 ⋉ 1

x
012 ∨ 1x

021}

pre(4) by Stable-wr and Cons{
a ̸= 1 ∧ t0 ⋉ 1

x
02 ∧

(a = 1⇒ t3 ⋉ 1
x
12)

}
{a ̸= 1}
1 : x := 1
{a ̸= 1}
{a = 1⇒ t3 ⋉ 1

x
12}

post(4) by Stable-wr and Cons{
a ̸= 1 ∧ t0 ⋉ 1

x
02 ∧

((a = 1 ∧ b = 2)⇒ t3 ⋉ 1
x
2)

}
{a ̸= 1}
1 : x := 1
{a ̸= 1}
{(a = 1 ∧ b = 2)⇒ t3 ⋉ 1

x
2}

Finally we need to show that statement 2 from t2 does not interfere with the as-
sertions. Noninterference with pre(3) holds by the same reasoning as with statement
1.

(I) by Stable-wr
{a ̸= 1}x := 2{a ̸= 1}

(II) by Wr-1wr-single
{t3 ⋉ 1

x
1}x := 2{t3 ⋉ 1

x
12}

pre(4) by (I), (II), Disj2 and Cons
{c ̸= 2 ∧ t0 ⋉ 1

x
01 ∧ (a = 1⇒ t3 ⋉ 1

x
12)}

{a ̸= 1 ∨ t3 ⋉ 1
x
1}

x := 1
{a ̸= 1 ∨ t3 ⋉ 1

x
12}

{a = 1⇒ t3 ⋉ 1
x
12}
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post(4) by Stable-wr and Cons
{c ̸= 2 ∧ t0 ⋉ 1

x
01 ∧ ((a = 1 ∧ b = 2)⇒ t3 ⋉ 1

x
2)}

{a ̸= 1 ∨ b ̸= 2 ∨ (t0 ⋉ 1
x
01 ∧ 1x

2)}
{a ̸= 1 ∨ b ̸= 2}
x := 1
{a ̸= 1 ∨ b ̸= 2}
{(a = 1 ∧ b = 2)⇒ t3 ⋉ 1

x
2}

Assertions in t4 Noninterference with statement 1 and 2 is analogous to that of
the assertions of t3 with statement 2 and 1, respectively. Statements of t3 do not
interfere with the assertions by Stable-ld, because neither a nor b are used in the
assertions.

D.4 Message Passing

In this section, we prove Theorem 5.4, the validity of the proof outline for message
passing seen below.

Init : x := 0 ; y := 0;
{t0 ⋉ (1x

0 ∧ 1
y
0)}

Thread t1

{t0 ⋉ (1x
0 ∧ 1

y
0)}

1 : x := 1;
{t1 ⋉ ([x = 1] ∧ 1y) ∧ t2 ⋉ 1

y
0}

2 : y :=R 1
{true}

Thread t2

{t2 ⋉ 1
y
0; [A(y)]; [x = 1]}

3 : a←A y;
{a = 1⇒ t2 ⋉ [x = 1]}
4 : b← x

{a = 1⇒ b = 1}
{a = 1⇒ b = 1}

Proof. Thread t1

1 by Wr-own-1wr, Stable-wr, Conj and Cons
{t0 ⋉ (1x

0 ∧ 1
y
0)}

{t1 ⋉ 1x ∧ t1 ⋉ 1y ∧ t2 ⋉ 1
y
0}

x := 1
{t1 ⋉ [x = 1] ∧ t1 ⋉ 1y ∧ t2 ⋉ 1

y
0}

{t1 ⋉ ([x = 1] ∧ 1y) ∧ t2 ⋉ 1
y
0}

2 by Stable-wr and Cons
{t1 ⋉ ([x = 1] ∧ 1y) ∧ t2 ⋉ 1

y
0}{true}y :=R 1{true}
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Thread t2

(I) by Ld-a-shift and Stable-ld
{t2 ⋉ [A(y)]; [x = 1]}
a←A y

{t2 ⋉ [x = 1]}

3 by (I), Ld-shift and Cons
{t2 ⋉ 1

y
0; [A(y)]; [x = 1]}

a←A y

{a = 0 ∨ t2 ⋉ [x = 1]}
{a = 1 =⇒ t2 ⋉ [x = 1]}

4 by Stable-ld, Ld-single and Disj2
{a = 1 =⇒ t2 ⋉ [x = 1]}
{a ̸= 1 ∨ t2 ⋉ [x = 1]}
4 : b← x

{a ̸= 1 ∨ b = 1}
{a = 1 =⇒ b = 1}

Noninterference

Statements from thread t2 do not interfere with assertions in t1 by Stable-ld, because
the assertions neither contain a nor b. Similarly Statements 1 and 2 do not interfere
with post(4) by Stable-wr, because the assertion does not contain either x or y.

statement 1 and pre(3) by Stable-wr and Cons
{t0 ⋉ (1x

0 ∧ 1
y
0) ∧ t2 ⋉ 1

y
0; [A(y)]; [x = 1]}

{t2 ⋉ 1
y
0}

x := 1
{t2 ⋉ 1

y
0}

{t2 ⋉ 1
y
0; [A(y)]; [x = 1]}

statement 1 and pre(4) by Stable-wr and Cons
{t0 ⋉ (1x

0 ∧ 1
y
0) ∧ (a = 1 =⇒ t2 ⋉ [x = 1])}

{a ̸= 1 ∨ (t0 ⋉ 1
x
0 ∧ t2 ⋉ [x = 1])}

{a ̸= 1}
x := 1
{a ̸= 1}
{a = 1 =⇒ t2 ⋉ [x = 1]}

statement 2 and pre(3) by Wr-r-top and Cons
{t1 ⋉ ([x = 1] ∧ 1y) ∧ t2 ⋉ 1

y
0 ∧ t2 ⋉ 1

y
0; [A(y)]; [x = 1]}

{t1 ⋉ ([x = 1] ∧ 1y) ∧ t2 ⋉ 1
y
0}

y :=R 1
{t2 ⋉ 1

y
0; [A(y)]; [x = 1]}
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statement 2 and pre(4) by Stable-wr and Cons
{t1 ⋉ ([x = 1] ∧ 1y) ∧ t2 ⋉ 1

y
0 ∧ (a = 1 =⇒ t2 ⋉ [x = 1])}

{a = 1 =⇒ t2 ⋉ [x = 1]}
y :=R 1
{a = 1 =⇒ t2 ⋉ [x = 1]}

D.5 Peterson’s Algorithm

In this section, we show the mutual exclusion in the proof outline for Peterson’s algo-
rithm (as in [DDDW20]) seen below and show its validity, i. e. prove Theorem 5.5. We
only displays thread t1, thread t2 is symmetric. fli, tui, ai ∈ VarL are local variables
and flagi, turn ∈ VarG are global variables for i ∈ {0, 1}. We introduce the shortcut
Cx

e ≡ t0 ⋉ Cx;1x
e .

Init : flag1 := false ; flag2 := false ; turn := 0 ; a1 := false ; a2 := false;
Thread t1

{¬a1 ∧ t1 ⋉ 1flag1 ∧ C
turn
turn ∧ (¬a2 ∨ (Cturn

1 ∧ t1 ⋉ Cturn;A(turn); [flag2]))}
1: flag1 := true;
{¬a1 ∧ t1 ⋉ [flag1] ∧ Cturn

turn ∧ (¬a2 ∨ (Cturn
1 ∧ t1 ⋉ Cturn;A(turn); [flag2]))}

2: ⟨turn.swap(2)RA ; a1 := true⟩
{a1 ∧ (¬a2 ∨ t2 ⋉ 1

turn
1 ∨ t1 ⋉ [flag2 ∧ turn ̸= 1])}

do
3: fl1 ←A flag2;

{a1 ∧ (¬a2 ∨ t2 ⋉ 1
turn
1 ∨ (t1 ⋉ [flag2 ∧ turn ̸= 1] ∧ fl1))}

4: tu1 ← turn

{a1 ∧ (¬a2 ∨ t2 ⋉ 1
turn
1 ∨ (t1 ⋉ [flag2 ∧ turn ̸= 1] ∧ fl1 ∧ tu1 ̸= 1))}

5: until (¬fl1 ∨ tu1 = 1) do
{a1 ∧ (¬a2 ∨ t2 ⋉ 1

turn
1 )}

6: Critical section;
{true}

7: ⟨flag1 :=R false ; a1 := false⟩
{true}

This example is special in that we are not interested in the postcondition, but in
that no two threads can be in the critical section at the same time. We can show this
by contradiction, assuming that a thread would be. Then it needed to fulfill pre(6) for
both threads: a1∧(¬a2∨t2⋉1

turn
1 ) and a2∧(¬a1∨t1⋉1

turn
2 ). From their conjunction we

can derive t2 ⋉1
turn
1 ∧ t1 ⋉1

turn
2 , which is false by Theorem 3.13. Thus, our assumption

must be false and no such state can exist.
Next, we prove Theorem 5.5, the validity of the proof outline.

78



Chapter D. Validity of Proof Outlines

Proof. Since the threads are symmetric, it is sufficient to only show the correctness for
thread t1 and the noninterference of the statements of t2 with the assertions of t1.

Because the correctness proof is rather large, we only show the parts which cannot
be derived with Stable-ld or Stable-wr. These can be combined with the parts we
show and the rules Conj and Disj1 to show the Hoare triples with the full assertions
from the proof outline.

Thread t1

statement 1 by Wr-own-1wr
{t1 ⋉ 1flag} flag1 := true {t1 ⋉ 1

flag
true}{t1 ⋉ [flag]}

statement 2 by Subst-asgn
{true} a1 := true {a1}

statement 2
{Cturn

turn}
{t1 ⋉ Cturn;1turn}Cons
{t1 ⋉ 1turn}Wr-cvd
turn.swap(2)RA

{t1 ⋉ 1
turn
2 }Wr-own-1wr

{t1 ⋉ [turn ̸= 1]}Cons

statement 2
{t1 ⋉ Cturn;A(turn); [flag2]}
{t1 ⋉A(turn); [flag2]}Wr-cvd
{t1 ⋉ [flag2]}Swap-a-shift
turn.swap(2)RA

{t1 ⋉ [flag2]}Stable-wr

statement 3 by Ld-single
{t1 ⋉ [flag2]} fl1 ←A flag2 {fl1}

statement 4 by Ld-single
{t1 ⋉ [turn ̸= 1]} fl1 ←A turn {tu1 ̸= 1}

statement 5 by While and Cons

a1 ∧
(

¬a2 ∨ t2 ⋉ 1
turn
1 ∨

(t1 ⋉ [flag2 ̸= 0 ∧ turn ̸= 1] ∧ fl1 ∧ tu1 ̸= 1)

)
∧ (fl1 = 0 ∨ tu1 = 1)

=⇒ a1 ∧ (¬a2 ∨ t2 ⋉ 1
turn
1 )

Noninterference

Because the threads are symmetric, we only show the noninterference of the statements
of t2 with the assertions of t1.

Statement 3: fl2 ←A flag1 and 4: tu2 ← turn preserve all assertions by Stable-
ld. Statement 1: flag2 := 1 and 7: ⟨flag2 :=R 0 ; a2 := false⟩ preserve all parts of as-
sertions by Stable-wr, except assertions of the form ¬a2∨φ(flag2). Those assertions
hold because we can guarantee ¬a2 after the statements are executed by Stable-wr
for statement 1 since ¬a2 is in its precondition and Subst-asgn for statement 7.

The truly interesting statement is 2: ⟨turn.swap(1)RA ; a2 := true⟩. There are four
assertions this needs to preserve: Cturn

1 , Cturn
turn , Cturn

1 ∧ t1 ⋉ Ct;A(turn);1flag2
1 and

t2 ⋉ 1
turn
1 . We show these for turn.swap(1)RA, this can be combined with a2 := true

which preserves all of the postconditions by Subst-asgn. We begin with the last which
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is the simplest.

t2 ⋉ 1
turn
1 by Wr-own-1wr

{C ⋉ 1
turn
turn}{t2 ⋉ Cturn;1turn} turn.swap(1)RA {t2 ⋉ 1

turn
1 }

For Cturn
1 we need to derive ti ⋉Cturn; 1turn

1 for every thread ti. Then we can derive
{Cturn

turn} turn.swap(1)RA {Cturn
1 } by applying Conj for all threads.

ti ⋉ Cturn
1 by Swap-wr

{Cturn
turn}{t2 ⋉ Cturn;1turn ∧ ti ⋉ Cturn; 1turn} turn.swap(1)RA {ti ⋉ Cturn; 1turn

1 }

Both Cturn
1 and Cturn

turn then are stable by Cons.
For stability of Cturn

1 ∧ t1 ⋉Ct;A(turn); [flag2] we reuse {Cturn
turn} turn.swap(1)RA

{Cturn
turn}. Additionally, we need t2 ⋉ [flag2] from the statements precondition.

(I), see above
{Cturn

1 }
turn.swap(1)RA

{Cturn
1 }

(II) by Swap-r
{Cturn

1 ∧ t2 ⋉ [flag2]}
turn.swap(1)RA

{t1 ⋉ Ct;A(turn); [flag2]}

Cturn
1 ∧ t1 ⋉ Ct;A(turn);1flag2

1 by (I), (II), Cons and Conj
{Cturn

turn ∧ t1 ⋉ Ct;A(turn); [flag2] ∧ t2 ⋉ [flag2]}
{Cturn

turn ∧ Cturn
1 ∧ t2 ⋉ [flag2]}

turn.swap(1)RA

{Cturn
1 ∧ t1 ⋉ Ct;A(turn); [flag2]}
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