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Abstract

Abstract

Nanomaterials and -technologies such as nano-electromechanical systems (NEMS) play
an increasingly important role in everyday life. In spatially inhomogeneous systems like
nanostructured semiconductor membranes, excitation mechanisms and relaxation processes
are often governed by pronounced interfacial couplings and local excitations. Whereas
a broad range of experimental techniques has been developed to characterize ultrafast
dynamics, local probing methods capable of resolving spatiotemporal processes in the
femtosecond-nanometer range still pose experimental challenges. Ultrafast transmission
electron microcopy (UTEM) requires high-brightness femtosecond electron sources and a
detailed understanding of Coulomb interactions in nanoscale electron pulses for further
method improvement.

Addressing this prerequisite for future schemes of laser-driven electron sources, the first
part of this thesis reports on the experimental and theoretical investigations of electron
pulses with high charge-densities emitted from a laser-driven Schottky field emitter.
The impact of stochastic and mean-field Coulomb effects on transverse and longitudinal
pulse properties is experimentally characterized, while numerical simulations provide
microscopic insights into the relevant parameters that determine the pulse quality. The
systematically evaluated pulse properties allow for identifying optimized electron-source
parameters for ultrafast electron experiments and form the basis for the development of
advanced photoemitters.

As a prototypical nanostructure for optically inducing nanoscale acoustic waveforms,
a metal/semiconductor heterostructure is introduced which consists of a Si membrane
patterned with a Pt stripe. Analytical modelling within the framework of continuum
elasticity theory yields important insights into the impact of layer interfaces on acoustic
resonance frequencies and the spatial localization of phonon eigenmodes in the bilayer re-
gion. The propagating distortion wave launched at the Si/Pt interface is locally monitored
with high spatiotemporal resolution by ultrafast convergent beam electron diffraction. Nu-
merical simulations reveal the dominant contributions to the time-dependent deformation
gradient tensor. The overall microscopic origin of the observed membrane bending and
high-frequency oscillations is found to be consistent with a superposition of Lamb waves
frequency-matched to local strain resonances. The provided versatile platform for the
generation of confined nanophononic fields combined with technical UTEM improvements
will further contribute to a better understanding of phonon couplings in nanoscale systems
and enable progress in developing novel semiconductor-heterostructure-based NEMS.
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Chapter 1

Introduction

Phenomena associated with vibrations and waves are among the most beautiful things we
can explore in physics. Many natural and technical processes in our environment behave
periodically by repeating themselves constantly in time and space, like a pendulum, light,
and sound. Unlike waves propagating through bulk media, spatially confined systems
exhibit vibrations at quantized resonance frequencies depending on the exact geometry,
material properties, and imposed boundary conditions. In this context, nanomechanical
resonators such as ultra-thin films [1–4], doubly clamped beams or strings [5–8], or
singly clamped nanopillars [9–11] are of great importance in modern technology as
ubiquitous building blocks for micro- and nano-electromechanical systems [12–15]. Flexural
motions (typically in the several megahertz to few gigahertz range) are excited by
resonant actuation [16], parametric pumping [17], or even by thermal noise [18]. An
enormous challenge is to reach the quantum mechanical ground state of a nanomechanical
oscillator [19, 20]. In contrast to macroscopic systems, nanomechanical structures host a
range of intriguing attributes like remarkably high quality factors and ultra-low effective
masses [21] for high-performance mass- [22–24] and force-sensing [25, 26].

In addition to drum-like oscillations of thin membranes which are strongly dependent on
the lateral membrane size and the tension applied by the rigid frame [17], confined systems
also exhibit localized thickness oscillations. Similar to optical modes in a Fabry-Pérot
interferometer [27], acoustic phonon modes in homogeneous thin-films can form standing
waves at resonance frequencies of several hundreds of gigahertz corresponding to few
tens of nanometer wavelengths [28–31]. In monolayer materials, the mode frequencies of
longitudinal strain waves are simply governed by the sound velocity and the thickness
of the resonator [32]. Control over the excited mode orders and amplitudes can be
achieved through tailoring the spatiotemporal stress distribution induced by ultrashort
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Chapter 1 Introduction

laser pulses [32]. Systems consisting of multiple elastically mismatched layers, however,
exhibit more complex strain dynamics since boundary conditions at the interfaces have a
strong impact on the coupling of individual phononic modes. The modelling of multilayers
or nanostructured films has so far often been based on numerical approaches including
one-dimensional linear chain [33–36] and two-dimensional finite-element simulations [37,
38]. Although experimentally observed ultrafast structural dynamics are accurately
reproduced, more general insights into local excitations in confined geometries are not
provided in such models. Intuitive analytical models based on continuum elasticity theory
have already been established in the late 19th/early 20th century to describe propagating
surface waves [39], Rayleigh-Lamb waves [40], and interlayer Stonely waves [41] in acoustic
waveguides, but remain to be systematically employed for analyzing the ultrafast strain
dynamics in nanoscale heterostructures. As one central part this thesis, we apply an
analytical acoustic-mode description in a prototypical semiconductor/metal bilayer system
optically excited by femtosecond laser pulses, derive explicit expressions for allowed
acoustic mode frequencies, and demonstrate the emergence of localized modes within
individual layers (see Chapter 6).

Valuable experimental insights into layer-specific structural deformations are offered
by ultrafast electron (see e.g. [42–49]) and x-ray diffraction techniques (see e.g. [50–53])
with high spatial resolution in reciprocal space. In real space, micrometer-sized areas are
typically illuminated, so that mostly homogeneous material systems have been investigated
in the past [54–58]. However, ultrafast phenomena such as the coherent electron transfer in
organic solar cells [59], super-diffusive spin transport in spintronic multilayer systems [60]
or even quasi-ballistic thermal transport across interfaces [61] demonstrate the importance
of studying heterostructures for future nanotechnological applications. The relevant
processes on the nanometer scale have been difficult to access until the development of
ultrafast transmission electron microscopy (UTEM). Pioneering work in Berlin in the
1980s [62] and substantial progress in the group of A. H. Zewail at Caltech [63, 64]
and at the Lawrence Livermore National Laboratory [65] demonstrated the feasibility of
pump-probe studies in electron microscopy. Today, UTEM is an established and versatile
method that can image ultrafast structural dynamics at laboratory-scale with high spatial
resolution and 100-femtosecond to picosecond temporal resolution [66–71]. Enabled by
different electron microscopic contrast mechanisms, this method allows to quantitatively
investigate dynamics in a variety of degrees of freedom (lattice, electrons, spin). Moreover,
electron pulses can be localized in sub-nanometer sized foci [71], which now opens up the
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Chapter 1 Introduction

possibility to study ultrafast dynamics locally even in highly inhomogeneous structures,
for example near interfaces or at nanostructures.

In a previous work at the University of Göttingen, ultrafast convergent beam electron
diffraction (U-CBED) has been applied for the quantitative mapping of light-driven
acoustic phonon modes in a mesoscopically symmetry-broken graphite thin-film with
28-nm spatial and 700-fs temporal resolution [72]. Highly valuable insights are gained
into high-amplitude coherent expansional, as well as into shear acoustic waves that
generate a complex spatio-temporal distortion pattern. However, detailed control of the
spatiotemporal evolution of nanophononic wavefields remains challenging. An exemplary
approach to spatially tailor sample excitations lies in multi-component heterostructures
that provide strong and controllable excitation gradients. As a central part of this
thesis (see Chapter 7), we establish such a model system by patterning a semiconductor
membrane with a platinum stripe and employ U-CBED to study local structural dynamics
in a particular distance close to the bilayer region which acts as a tailored wave source.

For the electron pulse generation in UTEM, common implementations employ flat
photocathodes illuminated by ultrashort laser pulses [73]. The spatial coherence of the
photoemitted electrons is, however, limited by the size of the illuminated area on the
photocathode, which means that the high resolution capabilities of a conventional electron
microscope cannot be fully exploited. Facing the challenges in obtaining high-quality
electron pulses to resolve structural dynamics with above-nanometer-scale coherence
lengths [74–76], different approaches have recently been pursued to increase the brightness
as a central figure-of-merit. These include the implementation of optimized photocathode
materials to reduce the photoemission excess energy [77–79] and the use of tip-shaped
photocathodes to confine photoelectron emission to nanometer sized areas [71, 73, 80–
84]. Whereas these two minimization schemes provide clear design criteria for advanced
photoelectron sources in the single-electron-per-pulse limit, operating the electron sources
in the regime of high electron densities remains challenging due to Coulomb interactions
that significantly constrain the beam quality. Over the past decade, charge interactions for
electron pulses emitted from flat photocathodes have been extensively studied [85–94], but
their effect in electron pulses emitted from small emission areas under strong excitation
fields and large divergence angles has much less been understood. In the first main
part of this thesis, we quantitatively characterize the influence of Coulomb effects on
the transverse and longitudinal pulse properties in such a photocathode geometry of a
transmission electron microscope and reveal space-charge behaviors distinctively different
from flat photocathode emission (see Chapter 3).
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Chapter 1 Introduction

Outline

This cumulative thesis is composed of three original publications in Chapters 3, 6 and 7,
each giving a short introduction into the topic, illustrating the experimental and theoretical
work, and discussing the respective results. Chapters 2, 4 and 5 are structured in such a
way that they embed the three publications in a broader scientific context.

Chapter 2 gives a brief introduction into the UTEM method and electron pulses. This
includes a technical description of conventional TEM instrumentation as a basis for
experimental work presented in Chapter 7 and an overview of typical electron sources used
in TEM. In order to access the capabilities of electron sources, important parameters in
phase space are detailed before a particular emphasis is placed on the impact of Coulomb
interactions on spatial, temporal, and spectral properties of electron pulses.

Chapter 3 presents the experimental and theoretical investigation of the electron pulse
properties emitted from a laser-driven Schottky field emitter operated in the high-bunch-
charge regime. The article “Coulomb interactions in high-coherence femtosecond electron
pulses from tip emitters” covers the quantitative characterization of transverse and
longitudinal pulse properties governed by stochastic and mean-field Coulomb interactions.
Moreover, numerical simulations offer additional insights into experimental parameters
dominating the electron pulse broadening.

Chapter 4 illustrates the importance of obtaining a deep understanding in phonon
dynamics in nanophononic waveguides and gives an overview of the fundamental relations
between displacements, strain and stress within the framework of continuum elasticity
theory. By focusing on guided Rayleigh-Lamb waves in thin plates, the foundation is
laid for the analytical model of strain dynamics in bilayer heterostructures presented in
Chapter 6.

Chapter 5 gives an introduction into elastic scattering theory. Starting from typical
diffraction modes in TEM, we proceed with the fundamentals of kinematic and dynamic
scattering theory relevant for the analysis and interpretation of experimental data in
Chapter 7. The chapter is closed by a short overview of pioneering UTEM works addressing
the investigation of structural dynamics using different contrast mechanisms.

In Chapter 6, key dependencies of the optically excited acoustic phonon frequency
spectrum in an elastically mismatched metal/semiconductor bilayer system are explored.
The article “Ultrafast strain propagation and acoustic resonances in nanoscale bilayer
systems” gives an analytical description of the acoustic response and yields intriguing
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Chapter 1 Introduction

insights in the importance of interlayer strain coupling on the localization of phonon
modes.

Chapter 7 reports on the local probing of structural dynamics in a metal/semiconductor
heterostructure that exhibits a strong and controlled excitation gradient. In the article
“Tailored nanophononic wavefield in a patterned bilayer system probed by ultrafast
convergent beam electron diffraction”, we demonstrate that U-CBED is an ideal tool to
quantitatively access nanophononic strain fields and disentangle complex strain dynamics.
Our experimental work is complemented by numerical simulations offering insights into
the dominating components of the time-dependent deformation gradient tensor.

Finally, the main results of the three publications are summarized in Chapter 8, and
ideas on further research on laser-driven electron sources, as well as prospective studies in
the field of nanophononics are presented.
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Chapter 2

Fundamentals of ultrafast transmission electron
microscopy and ultrashort electron pulses

Ultrafast transmission electron microscopy (UTEM) is an emerging, powerful technique
for investigating the temporal evolution of dynamical processes in matter triggered by
a short-pulsed excitation of structural, electronic, and spin degrees of freedom. The
method is inspired by all optical pump-probe techniques in the fields of condensed matter
physics [95, 96] and femtochemistry [97–99]. First, an initial laser pulse (pump) is used to
trigger dynamics in the specimen. After well-defined delay times ∆t, the out-of-equilibrium
state is accessed by means of ultrashort electron pulses (probe). The relative timing
between the electron probe and laser pump pulse is controlled by an optical delay stage
(Fig. 2.1). TEM images, diffraction patterns, or electron spectra of the transient state of
the sample are recorded directly by a camera or an electron energy spectrometer at the
end of the TEM column.

This approach of pump-probe studies in electron microscopy was intially pursued in
pioneering work by the group of O. Bostanjoglo in the 1980s [62], but earned particular
attention in the 2000s through experiments at Lawrence Livermoore National Lab and in
the group of A. H. Zewail at the California Institute of Technology. Two complementary
approaches were followed in these groups: On the one hand, Bostanjoglo and collaborators
focused on a redesign of the standard electron source and operation procedure, today
termed dynamic transmission electron microscopy (DTEM) [100, 101]. This technique
enables the investigation of non-reversible transient processes initiated by a single excita-
tion (single-shot) and probed with high-charge electron bunches (containing up to 109

electrons per nanosecond pulse). The imaging of reversible dynamics in a stroboscopic
pump-probe scheme in UTEM on the other hand is based on electron pulses which
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Figure 2.1: Schematic illustration of the stroboscopic optical-pump/electron-probe scheme in a UTEM.
The instrument is based on a commercial TEM which is modified to allow for both optical sample exci-
tation and side-illumination of a tip-shaped electron source (SHG: second-harmonic generation). The
generated high-coherence photoelectron pulses are, for example, suitable to probe structural dynamics
in nanostructured systems with high spatial resolution. Right side, top: nanoscale heterostructure
consisting of a polycrystalline platinum stripe patterned on a single-crystalline silicon membrane.
Middle, bottom: CBED patterns recorded in an approximate distance of 200 nm from the platinum
stripe on the membrane (position marked with red circle in real-space image) before optical excitation
and relative changes for a pump-probe temporal delay of 100 ps.

contain on average a single or a few electrons per pulse. The experimental development of
both pathways and their further implementations in laboratories worldwide have allowed
studies, in which a wide repertoire of available contrast methods has been extended by
simulatenoues temporal resolution on the femtosecond scale. These methods include
time-resolved bright-field and dark-field microscopy [102, 103], Lorentz microscopy [104],
convergent beam electron diffraction (CBED) [105, 106] and scanning TEM (STEM)
measurements [107].

An essential challenge of this methodology is the generation of ultrashort electron
pulses with a high spatial beam quality, which is decisively influenced by the specific
design of the electron source. A common implementation employs planar photocathodes
illuminated with short laser pulses. For this type of emitter, the spatial coherence of the
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photoemitted electrons is limited by the size of the illuminated area on the photocathode,
which restricts the high spatial resolving power of a conventional electron microscope.
In the past decade, novel approaches to generate coherent ultrashort electron pulses
using localized photoemission from nanoscale tips have therefore been developed. Several
nonlinear photoemission regimes such as multiphoton photoemission and strong-field
photoemission from nanostructures have been intensively investigated [82–84, 108, 109].

The Göttingen UTEM was the first to use electron pulse generation from a tip-shaped
photocathode [71]. In particular, coherent electron pulses are obtained using linear
photoemission from a (100)-oriented single-crystalline tungsten tip covered with zirconium
oxide. In this way, UTEM allows for unique access to ultrafast dynamics on the nanometer
scale. The potential of strongly focused electron beams has already been demonstrated in
experiments on the quantum coherent manipulation of free electrons with light [110–115]
and on local structural dynamics [72]. Recent advances towards the investigation of the
spatio-temporal structure of phonon modes emitted from a heterostructure with a strong
excitation gradient are reported in Ref. [116] and presented as part of this cumulative
thesis in Chapter 7. Versatile other applications of the Göttingen UTEM include the
imaging of current-driven magnetization dynamics [117, 118], the ultrafast nanoimaging
of the order parameter in a structural phase transition [119], and the observation of
a photoinduced transition between two incommensurate charge-density wave (CDW)
superstructure in a TaS2 thin film [120]. By employing laser-driven cold field emitters as
another promising tip-shaped photoelectron source, applications that require enhanced
coherence properties, such as electron holography, become accessible [80, 121].

For the optical sample excitation (pump), different illumination configurations have been
employed for the Göttingen JEOL 2100F microscope, such as a laser-beam path allowing
for an illumination either at 55° (side-illumination) [71] or at 6° (top-illumination) [119,
122] with respect to the electron beam. Tunable excitation methods become accessible
by new developments of amplified laser systems that use optical parametric amplifiers
generating a broad frequency range from the low-ultraviolet to the mid-infrared.

The purpose of this chapter is to give an introduction into the fundamentals of conven-
tional TEM and revisit the generation principles and properties of ultrashort pulses of
tip-shaped electron emitters. As a basis for detailed investigations of high photocurrent
densities (Chapter 3), the emphasis is on the impact of Coulomb interactions on spatial,
temporal, and spectral properties of electron pulses.
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Chapter 2 Fundamentals of UTEM and ultrashort electron pulses

2.1 Conventional TEM instrumentation

Due to the wave character of electrons and light, a TEM shares a lot of its functionality
with a classical light microscope. Typical acceleration voltages between 80 keV and 300 keV,
however, are related to electron wavelengths from 4.18 pm to 1.97 pm, respectively, shifting
the theoretical Abbe diffraction limited spatial resolution far below the shortest wavelength
in the visible range. Furthermore, versatile imaging modes at magnification stages covering
several orders of magnitude allow for a large number of different types of experiments to
be carried out in a TEM.

As shown in the simplified schematic of a TEM in Fig. 2.2a, the first stage of a
conventional TEM, the gun of the instrument, houses the electron source that has a strong
impact on the beam properties, and a series of electrostatic lenses forming the electron
beam. Subsequently, the electrons can be accelerated to relativistic velocities. Coupled
into the column behind the exit aperture of the accelerator, the electron beam is formed
by condenser lenses (CL) to illuminate a specimen. By varying the excitation strength of
the second magnetic lens (CL3) in the condenser system,1 the electron focus is placed
at different positions relative to the sample plane [71, 124–126]. Precise tuning of beam
diameter, convergence angle, and current is achieved by employing different relative lens
excitations in combination with a specifically selected condenser-lens aperture (CLA) size.
Exemplary beam envelopes as a function of the CL3 excitation strength reveal few-nm
focal spot sizes at different convergence semi-angles measured in diffraction mode (see
Fig. 2.5b). The form of the caustics follow a Gaussian behavior (solid curves in Fig. 2.5b).
Small condenser lens aperture sizes select near-axis electron beams and simultaneously
reduce the electron current, which results in low beam emittances. For properly chosen
settings, even sub-nm focus conditions are achievable (see Fig. 2.5c).

In the paraxial ray description, the focal length of an electromagnetic lens, controlled
by the excitation strength, scales with the inverse square of the corresponding magnetic
field component along the optical axis. The strongest lens, i.e. the lens with the shortest
focal length (typically a few millimeters), is the objective lens that is placed around the
specimen plane. Among the limits of all lenses, the ones of the objective lens, which
are characterized by coefficients Cs and Cc for spherical and chromatic aberrations,
respectively, have a major influence on the resolution limit in TEM, so that it is no

1The second condenser lens of a JEOL JEM-2100F microscope is called CL3. It is equivalent to the
second condenser lens C2 described in literature [123].
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Figure 2.2: Schematic of a TEM and its basic operation modes. (a) Schematic setup with main
components of a conventional TEM. The dashed gray box indicates the field of view of b and c. (b)
Ray diagram of the imaging system set to imaging mode. Note that, although shown below the
objective lens (OL) postfield, in reality, the back-focal plane is located within the objective pole piece
(see a). (c) Ray diagram of the imaging system set to diffraction mode. Illuminating a single-crystalline
sample by a collimated electron beam yield confined Bragg peaks in the focal plane of the objective
lens. Other diffraction modes are explained in Ch. 5.1. Figure reprinted and caption adapted from
Ref. [129] with permission from the author.

longer given by the Abbe criterium. Through state-of-the-art aberration corrections,
however, the sub-angstrom range is accessible in high-resolution electron microscopy, and
radiation-sensitive samples can be investigated at sub-100 keV acceleration voltages [127,
128].

After the specimen, the imaging system, that consists of intermediate and projector
lenses, transfers the electron exit wave onto an electron-sensitive detector. Depending
on the excitation strengths of the intermediate lenses either a magnified real-space
image (Fig. 2.2b) or a diffraction pattern (Fig. 2.2c, formed in the back-focal plane
(BFP) of the objective lens) is projected on the detector. Furthermore, a selection of
spatial frequencies and circular specimen regions of interest is possible by inserting the
objective lens aperture or the selected-area aperture in the BFP or the first image plane,
respectively. As an alternative to a selected-area aperture, a biprism can be inserted in
the first image plane, allowing for the characterization of the transverse beam coherence
(see hologram in Fig. 2.5d) and for a simultaneous recording of phase and amplitude of
the exit wave.
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Chapter 2 Fundamentals of UTEM and ultrashort electron pulses

In order to fulfill different experimental requirements, a wide range of electron-sensitive
detectors is available. Traditionally, electron microscopes are equipped with a fluorescent
phosphor screen to observe the image by eye [130, Ch. 4.7]. Pixelated image data is
nowadays acquired with digital detectors usually attached to the bottom of the microscope
column. Among those, indirect cameras for electron detection convert high-energy incident
electrons to photons which, through a fiber optic plate or lens, are coupled to a camera.
They are based on a charge-coupled device (CCD) or a complementary metal-oxide
semiconductor (CMOS) chip [130]. Read-out electronics of these sensors either shift pixel
rows (CCD) through the detector, or actively address individual pixels (CMOS) for faster
frame rates [131].

However, not only do the primary electrons show shot noise, but noise is also accumulated
in the different conversion steps of the detector system [130, Ch. 4.7.4].. The loss of signal-
to-noise ratio (SNR) is described by the detective quantum efficiency (DQE) as a function
of spatial frequency [132]. Technologically, a high DQE is achieved with back-thinned,
radiation-hard CMOS chips for direct electron detection [133]. They are particularly
suitable for low-dose applications in biological cryogenic and low-dose ultrafast experiments.
Other direct electron detectors are hybrid pixel detectors, that consist of a sensor layer
bonded to a separate chip with CMOS read-out electronics. These detectors aim towards
sub-ns temporal resolution. Impingent electrons generate a continuous data stream of
electron events, for which position, time-of-arrival, and time-over-threshold are saved.
At the expense of spatial resolution, event-based imaging is a promising technique for
the analysis of electron-photon correlations [134], for continuous illumination picosecond
imaging [135], and dose-optimized high-speed STEM [136, 137].

The final electron energy distribution can be characterized by electron energy spectra
recorded with a spectrometer that specially separates electrons according to their velocity
when they enter a magnetic prism [138, Ch. 2.2]. The most recent advances in this TEM
technology are energy-filter devices [138, Ch. 2.6], that can be operated in two different
modes: electron energy spectroscopy with improved resolution and energy-filtered imaging
or diffraction, for which electrons in a defined energy range can be selected by a slit
whereas other electrons, e.g. inelastically scattered electrons, are blocked [139, 140].

TEM specimens are typically thin films with a thickness between few atomic layers
and around 200 nm, usually prepared in a multi-step fabrication procedure [141, Ch. 10].
The model system for the investigation of ultrafast structural dynamics used in this
thesis consists of a commercially available single-crystalline silicon membrane patterned
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with a platinum stripe. Preparation processes for this heterostructure involve electron
beam lithography [117], which has proven particularly useful in micro- and semiconductor
technology for the production and structuring of thin films, and thermal evaporation
for the deposition of platinum. Process parameters have been optimized to pattern
two-dimensional structures with high edge sharpness of about 10 nm. Concerning ver-
satile requirements of an experiment, TEM specimen holders of different functionality
(e.g. double-tilt, in-plane rotation, heating/cooling) can be used [141, Ch. 8].

2.2 Image contrast

During interaction processes with the sample, the incident electron wave is spatially
modified in amplitude and phase, giving rise to two different contrast channels in TEM.
Within the Abbe wave-optical theory, the underlying two steps of image formation
include the collection of the electron exit wave Ψe(r) = a(r) exp(iϕ(r)) in the back
focal plane (BFP) of the objective lens and a wave transfer into real space [142]. In
the BFP, the electron wave is described by a Fourier transform F(Ψe), which yields the
spectrum of the exit wave with two-dimensional spatial frequency q = (qx, qy). During
the propagation and interference of all plane waves spread from Fourier points q towards
the detector, amplitude a and phase ϕ of the exit wave are altered by apertures, coherent
aberrations, and damping envelope functions. All of these specimen-independent effects
modulating the spatial frequencies of the Fourier spectrum in the imaging process are
collected in the wave transfer function T (q) = B(q) exp(−iχ(q)), where B(q) is the
aperture function and χ represents a phase shift approximately independent of position r

in real space. Back-transformation of the modulated exit wave yields the image wave
Ψim = F−1[TF(Ψe)] = A(r) exp(iΦ(r)). However, since only amplitudes squared can be
recorded, essential information about the phases is lost. An important contribution to
determine the illuminated object uniquely was made by Zernike who showed that phase
contrast could be obtained by inserting a ‘λ/4’-plate into a part of the Fourier plane [143,
144]. As a result of the introduced phase shift χ(q) = ±π/2 between the scattering beam
(q = 0) and the diffracted beam (q 6= 0), real-valued amplitude and imaginary phase are
exchanged with respect to the electron exit wave yielding perfect phase contrast and a lost
amplitude information. In a more general model, amplitude and phase information are
mixed. If the TEM specimen acts as a weak object imprinting only very small amplitude
and phase modulations on the incident electron wave, the complex relationship between
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20 nm 2 nm

a b c

200 nm

Figure 2.3: High-resolution TEM imaging. (a) Real-space image of a MoSe2 thin film showing a
Moiré pattern with hexagonal symmetry. (b) Real-space image of a Moiré pattern in twisted MoSe2
with hexagonal symmetry. Insets show Fourier transformations. (c) Intensity variations and bending
contours in a silicon membrane patterend with a platinum stripe.

both contributions to image contrast becomes obvious. Weak phase and amplitude objects
introduce a phase shift ϕq < 1, and the local amplitude is assumed to differ from one
by tq(r) with tq � 1 [142]. Expansion of the electron exit wave results in the intensity

|Ψim|2 = A2 = 1 − 2Re[tq − iϕq) exp(iχ)] cos(2πqr)
= 1 − 2[tq cos(χ) + ϕq sin(χ)] cos(2πqr)

(2.1)

of the image wave. Considering again the phase shift of the Zernike phase plate, the equa-
tion reduces to |Ψim|2 = 1−2ϕq sin(χ(q)) cos(2πqr) revealing the mentioned contributions
from the object phase to the recorded wave amplitude squared only.

Balancing spherical abberations Cs of the objective lens against a particular defocus ∆z,
the lowest-order coherent wave aberration function χ(q) = 2π

λ

(
Cs
4 (λq)4 + 1

2∆z(λq)2
)

can
be optimized with respect to the width of the low-frequency passband [130, 142]. Two-
dimensional Fourier transforms of images acquired in the Scherzer defocus contain a wide
range of frequencies, which forms the basis of high-resolution images of amorphous samples
or superstructures (see Moiré pattern of MoSe2 and corresponding Fourier transform
in Figure 2.3a,b) with optimum phase contrast [123]. For thicker samples, intensity
variations arise from additional contrast features such as spatially varying thickness or
specimen composition, and bending contours (Fig. 2.3c).

Owing to the partial temporal and spatial coherence, the contrast-transfer function is
damped at high spatial frequencies by temporal and spatial coherence envelopes [130, 141,
142]
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respectively. Clearly, the partial coherence manifests itself in a finite source size for which
σθ is the spread of a rotationally symmetric Gaussian distribution of small incidence
angles, and in a finite wavelength or energy spread σ2

E. At high relativistic acceleration
voltages U∗

a = Ua

(
1 + eUa

2m0c2

)
, incoherent contributions to the final image corresponding

to a range of energies in the incident beam are less pronounced.

2.3 Tip-shaped electron sources

At present, the combination of versatile nanoscale imaging (direct space), diffraction
(reciprocal space), and spectral (energy space) analysis techniques of conventional trans-
mission electron microscopy with the temporal resolution achieved by the advent of fs-laser
systems plays a key role in the investigation of ultrafast nanoscale dynamics. Typically,
high-frequency fields, such as externally applied electric potentials, light or magnetic
fields, initiate dynamical processes on multiple length- and time-scales. At interfaces
and in structured materials, a multitude of non-local relaxation processes occurs, such as
ballistic and diffusive charge carrier and phonon transport, both within the individual
phases and across their interfaces. For the spatiotemporal imaging and the separation
of the individual contributions, µm- to nm-scale resolution is desirable. In the temporal
domain, following the evolution of quasi-particle excitations, coupling mechanisms, and
subsequent transport in real time demands high temporal resolution over a broad range
of µs to fs time scales.

The main challenge is therefore to prepare high-coherent electron pulses, which has
recently motivated different electron source implementation schemes [73, 145] based on
ultrafast photoemission from planar [46, 63, 146–151] or tip-shaped photocathodes [71,
80, 82, 152–154]. By focusing ultrashort laser pulses onto the photocathode, electrons are
emitted by means of the (nonlinear) photoelectric effect in combination with additional
manipulation schemes enabling electrons to overcome the crystal potential barrier. Com-
mon photocathode materials are metals such as gold, silver and tungsten, or refractory
ceramics like LaB6. In case of planar photocathodes used in time-resolved diffraction
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Chapter 2 Fundamentals of UTEM and ultrashort electron pulses

techniques, such as tr-RHEED [54, 155–157], ultrafast electron crystallography [158]
or MeV diffraction [56, 159], front and back illumination of metal films on optically
transparent substrates is possible.

As will be shown below, the quality of photoemitted electrons is strongly influenced by
the size of the illuminated area. The high spatial resolution of state-of-the art electron
microscopes can therefore only be partially exploited with flat photocathodes. In contrast,
strongly accelerated electron pulses emitted from tip emitters occupy a significantly
reduced area of transverse phase space such that sharply focused and well-collimated
electron beams with a high degree of coherence become accessible. Concerning intensively
investigated non-linear multiphoton photoemission and strong-field photoemission from
nanostructures [82–84, 108, 109, 154, 160], localization of the emittance area far below
the laser focus size is achieved. However, such approaches lead to energy-broadened
electron pulses that limit temporal coherence and are disadvantageous in applications
like spectroscopy. Today, single-photon photoemission processes allowing for a simple
tunability of the photoemission current and electron pulse length via the laser fluence and
laser pulse duration have become beneficial for the investigation of ultrafast dynamics
employing electrons as probes.

By using a conventional ZrO/W Schottky emitter tip illuminated with work-function-
matched photoemission wavelengths [71], strongly localized single-photon photoemission
is achieved from the geometrically-tuned front facet [161]. High electric field strengths
applied to a cold field emitter such as a W(310) nanotip lead to a large portion of
electron tunneling through the potential barrier and offer flexibility in the employed
optical wavelength.

The following sections introduce the reader to the fundamental operation principles
of typical tip-shaped electron sources operated in conventional TEM and as laser-driven
photoemission sources. The quality of an electron beam for imaging, local probing or
diffraction is described by the evolving probability distribution in electron phase space
spanned by spatial and momentum coordinates. Associated beam properties comparable to
beam properties in light optics are characterized by the beam emittance, beam brightness,
and coherence.
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Figure 2.4: Potential landscape and geometry of a tip-shaped electron emitter. (a) The total potential
(black) includes contributions from the high electric field (red) and the image charge potential (blue).
The material specific workfunction is decreased to an effective workfunction determined by the Schottky
effect. (b) Emitter geometry with nanoscale electron source. Inset: Typical Schottky field emitter tips
have a physical curvature radius R of a few 100 nm. Backprojection of electron trajectories yields the
much smaller virtual source size with radius reff. (c) Calculated equipotential lines in the vicinity of
the tip visualize that electrons emitted above the field-reversal point (black line) are supressed. Figure
panel c is adapted from Ref. [126].

2.3.1 ZrO/W Schottky field emitter

The Schottky ZrO/W field emitter (Fig. 2.5a) consists of a (100)-oriented single crystalline
tungsten tip with a radius of curvature of r < 1 µm [162]. When the emitter tip is heated
by a current through a polycrystalline hairpin tungsten filament, ZrO diffuses from a
droplet-shaped reservoir at the shank of the tip [163, 164]. In continuous operation mode,
temperatures of T ≈ 1800 K thermally excite electrons, which results in a broadened Fermi-
Dirac distribution (left side of Fig. 2.4a) allowing electrons in the tail of the distribution to
overcome the work function ΦW. Extraction fields on the order of 0.5 V/nm additionally
reduce the potential barrier which is known as the Schottky effect (see Fig. 2.4a). The
fraction of the hot electron distribution that overcomes the potential barrier and is
emitted into vacuum, is further increased by a zirconium oxide overlayer at the tip
apex formed during heating. It reduces the tungsten work function below 4.6 eV [165].
This effect is especially pronounced for the nanoscale W(100) front facet (see inset of
Fig. 2.5a for corresponding schematic), for which values of about 2.7 eV are reported [166–
169]. The correlation between adatoms on the surface and the changed work function
is controversially discussed within a phenomenological theory based on surface electric
dipoles [166, 170]. Operating field strength and temperature are known to strongly affect
the emitter geometry which is generally not in mechanical equilibrium. Electron emission
from the Schottky field emitter is consequently expected to exhibit shorttime fluctuations
and longtime performance changes [126, 161].
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Figure 2.5: Electron pulse properties of the Göttingen UTEM instrument. (a) Optical side illumination
of a single-crystalline, (100)-oriented, facetted tungsten tip emitter attached to a heating filament with
a ZrO2 reservoir deposited on the emitter shank. Inset: Schematic facet structure of the emitter apex.
(b) Beam caustics for a range of convergence semi-angles. (c,e,f) Due to the currently achievable
electron focus size, spectral, and temporal width in the Göttingen UTEM instrument, nanoscale
probing of ultrafast dynamics is achievable with high temporal and spectral resolution. (d) Exemplary
photoelectron hologram generated with a Möllenstedt biprism emphasizing the photoelectron coherence
properties achievable in the UTEM. (g) High dispersion diffraction pattern from a 463 nm replica
grating recorded with a collimated photoelectron beam. Extracted coherence length: 1.2 µm. Figure
adapted from Ref. [171]. Copyright 2017 IEEE.

In order to control the emission site, the emitter of a standard Schottky emitter assembly
unit (Usup < Utip < Uext, Fig. 2.4b) is negatively biased and placed between a suppressor
electrode (Usup) and an extractor anode (Uext). Relative potentials govern the extraction
field enhanced at the emitter apex and the divergence of the emitted electron beam. The
electron beam behaves as if it emanates from a virtual source with radius reff (see inset
in Fig. 2.4b). The precise tuning of the electric field distribution in the vicinity of the
apex (Fig. 2.4c) allows for different operation modes [172] optimized for increased charge
densities or high-coherence electron beams as described through numerical models and
experimental studies [71, 172, 173]. Shaft and tip electrons emitted from beyond the
field-reversal point (black line in Fig. 2.4c) are forced back to the tip surface and are thus
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2.3 Tip-shaped electron sources

suppressed [172]. The current density of the field-assisted thermal emission is given by
the Schottky equation [174]

jS(F, T ) ∝ (kBT )2 exp
−

ΦW −
√

e3F
4πε0

kBT

 . (2.4)

Here, ΦW is the material- and facet-specific work function, kB is the Boltzmann constant,
and ε0 is the vacuum permittivity. The field-dependent effective reduction of the work
function Φeff

W = ΦW −
√
e3F/4πε0 is governed by the electric field F = Uext-tip

kgeor
at the

nanotip (see Fig. 2.4a), where kgeo is a geometric field enhancement factor dependent
on the tip and electrode geometry [175]. By decreasing the temperature below 1400 K,
continuous electron emission is suppressed. However, the lowered potential barrier
obtained in continuous operation can also be harnessed in photoemission mode using
optical wavelengths adapted to the decreased work function. In particular, localized
single-photon photoemission from the front facet is reached focusing a photoemission laser
beam at around 400-nm wavelength onto the tip apex, yielding transverse and longitudinal
beam properties comparable to continuous Schottky field emitters [71].

2.3.2 Cold field emitter

A typical cold field emitter consists of a sharp single-crystalline tungsten needle with a
(310)-crystal front facet for which a work function of 4.35 eV is reported [176]. Electron
emission from the electrically-biased, non-heated nanotip is a purely field-assisted process.
For external electric fields on the order of a few V/nm, the potential barrier becomes
thin enough to allow quantum-mechanical tunneling of electrons into vacuum. The
tunneling current density, related to the local field strength F = Uext

kgeor
, is given by the

Fowler-Nordheim equation [177]

jFN(F ) ∝ F 2 exp
−4

√
2m

3e~
Φ3/2

W
F

 . (2.5)

Since the emission area is–in contrast to the Schottky field emitter–already confined by
the small radius of curvature, no additional bias voltage needs to be applied [141]. Despite
ultra-high vacuum conditions, the cold field emitter surface suffers from gas adsorption
and ion sputtering, leading to a decrease and instabilities of the emission current. Regular
cleaning and re-flattening of the surface is achieved by short heating cycles.
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When the cold field emitter is illuminated with laser pulses, two contributions to
the photoemitted current can be separated [80]. In a first process, the so-called field-
assisted photoemission, electrons absorb enough energy to populate energy levels above
the potential barrier and are directly emitted into vacuum. The second mechanism, called
photoassisted field emission, describes the emission of electrons by tunneling through
the potential barrier after transient photoexcitation to higher energy levels. Depending
on the employed optical wavelength λ, this process can be characterized by an effective
work function Φλ, highlighting the tunability of the photoemission process: Short optical
wavelengths yield lower effective work functions enabling larger photoemission currents
for a given extractor voltage [178].

2.4 Phase-space description of electron beams

Since electron sources naturally deviate from an ideal, point-like, monochromatic emission
site, photoelectrons are generated at different positions on the surface of the source with a
statistical distribution of emission directions, velocities, and kinetic energies. The particle
density distribution within an electron beam is in general described by the evolution
of a six-dimensional phase space spanned by space and momentum coordinates [179].
Recalling Liouville’s theorem [180], the initially populated volume element in phase space
remains constant as long as the beam is modulated neither by apertures, nor by non-
conservative fields. In order to derive invariant properties of the electron beam with respect
to modulations by electromagnetic lenses, we assume a close-to paraxial propagation
of charged particles along the optical axis z. Following this approximation, electron
trajectories can be analyzed in a four-dimensional sub-space defined by transverse positions
x, y and canonical momenta px, py � pz. The enclosed domain in the corresponding
trace space, the hyperemittance, is invariant with respect to z. For (x, x′)- and (y, y′)-
planes intersecting each other orthogonally along the z-axis, trajectory slopes x′ and
y′, approximately corresponding to angles α of the trajectories to the optical axis, are
expressed by

x′ := dx
dz = px

pz

≈ αx and y′ := dy
dz = py

pz

≈ αy . (2.6)

Decoupling of particle motions x(z) and y(z) leads to the two-dimensional emittances

εx = 1
π

∫∫
Ωx

dxdx′ and εy = 1
π
r
∫∫

Ωy

dydy′ (2.7)
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defined over sub-spaces Ωx,y of the four-dimensional trace space Ω = (x, y;x′, y′).

So far, no restrictions have been made on the exact trace space area Ω. A quantitative
formulation of the experimentally accessible emittance is based on standard deviations
of the spatial and angular coordinates, as well as covariance terms accounting for linear
phase-space distortions [181]:

εrms,x(z) = βγ
√

〈x2〉〈α2
x〉 − 〈xαx〉2 and εrms,y(z) = βγ

√
〈y2〉〈α2

y〉 − 〈yαy〉2 . (2.8)

Relativistic factors β = vx,y/c and γ = (1 − β2)− 1
2 are introduced to compare the quality

of electron beams at different kinetic energies and longitudinal momenta pz ≈ p0 = βγmec.
At an electron focus position, the transverse root-mean-square (rms)-emittances simplify
to εrms,x = βγ · σxσαx and εrms,y = βγ · σyσαy , with the standard deviation of the beam
diameter σx,y and the angular spread σαx,y .

The minimum radial emittance (axial symmetry assumed) for a fully coherent beam is
obtained from the Heisenberg uncertainty principle emerging as the product σrσα ≥ ~

2 .
Using σα = σp⊥

pz
, the relation

pz

βγ
εrms, r = σrσp⊥ (2.9)

yields
εqm = βγ

pz

· ~2 = ~
2mec

. (2.10)

The longitudinal momentum pz is calculated from the acceleration voltage:
pz = 1

c

√
(eUa)2 + 2Uaemec2. For acceleration voltages Ua = 120 kV and Ua = 200 kV, the

quantum emittances are εqm = 0.26 nm·mrad and εqm = 0.19 nm·mrad, respectively.

While apertures cut out divergent electron beam trajectories and thereby reduce the
virtual source size and beam emittance, the time-averaged brightness B is invariant against
such beam-modifying elements assuming aberration-free optics [179]. At the center of a
Gaussian-shaped beam, the beam brightness is given by the ratio of the electron beam
current I and the rms-emittances

B = I

4π2εrms,xεrms,y
. (2.11)

Alternatively, the reduced beam brightness Br = B/Ua and the normalized brightness
Bn = B

(βγ)2 are defined. In order to compare chopped continuous sources and pulsed
electron sources with each other, it is useful to introduce a peak brightness which takes into
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Chapter 2 Fundamentals of UTEM and ultrashort electron pulses

account the repetition rate frep of the pulsed laser and the pulse duration τ of the electron
pulses: Bp = Bn

frepτ
. Optimal for most time-resolved experiments are electron bunches with

a small emittance and high brightness. In conventional TEM, routinely used Schottky
field emitters and cold field emitters are well-characterized and known as high-brightness
electron sources. Harnessing the localization of single-photon photoemission from these
emitters, the beam (peak) brightness can be easily tailored to match the experimental
requirements. Maximum brightness values are on the same order of magnitude as results
reached in continuous mode electron microscopy [126, 145].

A prerequisite for high-quality phase-contrast images that reveal, e. g., high-resolution
details in an electron micrograph, refers to the coherence of illumination considered in
both the transverse and the longitudinal direction [182]. Originally developed in the field
of optics for visible light but also valid in electron optics [183], the fundamental idea
of coherence is intuitively grasped in interference experiments. As already mentioned
in section 2.2, a limited degree of electron beam coherence damps information transfer.
The (partially) coherent superposition of incident and scattered waves is characterized by
the degree of coherence, limited to the range between 0 (fully incoherent) and 1 (fully
coherent). In transverse direction, the degree of coherence is defined by

K = εqm

εrms
, (2.12)

which is inversely proportional to the beam quality factor M2 ≥ 1 of an optical Gaussian-
beam profile with diffraction-limited beam waist w0 (Fig. 2.6) [184]:

w(z) = w0

√√√√1 +
(
zλM2

πw2
0

)2

with zR = 1
M2

πw2
0

λ
. (2.13)

Here, w is the beam waist of the 1/e2 irradiance contour, and zR is the Rayleigh distance,
at which wzR =

√
2w0. The square of the beam quality factor is defined as

M2 = w0α0

w0,dα0,d
= π

λ
w0α0 , (2.14)

with diffraction limited beam waist w0,d and divergence angle α0,d.

In the minimum beam waist, the angular spread is inversely proportional to the
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Figure 2.6: Gaussian-beam propa-
gation. (a) Representation of an
electron beam with a Gaussian
beam shape, for which w(z) is the
1/e2-irradiance as a function of
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sity profiles are shown at the focus
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transverse ellipse shears.

transverse (t) coherence length [185]

lcoh, t = ~
mecβγσα

= ~
mec

σx

εx

, (2.15)

which sets an upper limit for the size of the observable spatial period in the sample. This
characteristic length can be determined from high-dispersive diffraction patterns or from
interference fringes [see Ref. [71] and details in Figs. 2.5d and 2.5g for µm-scale transverse
coherence lengths achieved for the Schottky field emitter.].

In the longitudinal dimension (l), the energy spread σE with contributions from the
emission process and mean-field space charge effects determine the temporal coherence
length and time,

lcoh, l = ~ve

σE

and τcoh ≥ ~
σE

, (2.16)

respectively [186].

2.5 Energy spread and dispersive broadening of electron pulses

The initial shape and the charge-induced transformation of the electron distribution in real
space and in phase space strongly vary for different cathode geometries and charge density
regimes. The main challenge to find optimized emission parameters for high-quality beams
has therefore been subject to many experimental [88, 90, 173, 185, 187] and theoretical
studies [85, 90–94, 173, 188–191]. Due to the nature of the emission processes introduced
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above, electron pulses already start propagating with a finite energy width that results
in a shear of the longitudinal phase-space density and is associated with a temporal
pulse broadening (Fig. 2.7a). In addition to this impact on the temporal resolution in
ultrafast experiments, the quality of electron pulses is limited by Coulomb interactions
(Fig. 2.7b,c): As will be explained below, space-charge-induced broadening and stochastic
interactions affect the kinetic energy distribution of the electrons, the real-space charge
distribution, and the transverse coherence properties of electron pulses.

2.5.1 Intrinsic energy spread

In a single-photon photoemission process, the laser pulse duration and the photon
energy ~ω are directly translated into the initial electron pulse duration σt,0 and kinetic
energy spread ∆E, respectively. At a temperature of T = 0 K, the major contribution to
the energy broadening ∆Eeff = ~ω − Φeff

W is intrinsically linked to the energy difference
between electrons emitted from the Fermi level EF and lower-state electrons passing the
potential barrier by absorption of the full photon energy. Significantly reduced kinetic
energy broadening is consequently achieved by photon energies just above the effective
work function. Yet, due to the temperature-dependent Fermi-Dirac distribution [192,
193], the field-assisted photoemission operation temperature T = 1400 K results in
a kinetic energy broadening of ∆Eth ≈ 240 meV even for excitation wavelengths just
above the workfunction [113]. In pulsed photoemission mode, it is useful to operate
the electron source with transform-limited laser pulses that have the lowest possible
optical bandwidth [194]. For example, an energy width ∆Eph & 36 meV is obtained for a
transform-limited 50-fs pulse.

2.5.2 Stochastic Coulomb interactions and mean-field effects

The quality of electron beams and multi-electron pulses that contain 〈Ne〉 electrons on
average is also influenced after the emission process, in particular by Coulomb interactions.
An anomalous broadening of the energy distribution and of the spatial foci already arises
from stochastic Coulomb interactions between neighboring electrons in the regime of
low numbers of electrons per pulse and for 〈Ne〉 < 1 (Fig. 2.7a). In the longitudinal
direction, the resulting irreversible energy broadening is called Boersch effect [195]. As a
consequence of the induced change in axial velocity, uncorrectible chromatic aberrations
are acquired [188, 190]. The stochastic lateral shift in electron positions and the velocity
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a b cdispersion induced broadening space-charge e�ects stochastic
Coulomb interactions

Figure 2.7: Dispersive and charge-induced electron pulse broadening. (a) For a given energy spread,
electrons travel at different velocities which leads to a temporal pulse broadening. (b) Due to the
space-charge effect in the high-charge regime, leading electrons are accelerated and trailing electrons
are decelerated. (c) Stochastic Coulomb interactions are nearest-neighbor interactions arising from
particle fluctuations in the charge density.

component perpendicular to the optical axis is known as trajectory-displacement effect,
which was first investigated by Loeffler [196] and limits the achievable beam brightness [197].
In the regime of high charge densities that contain a large number of electrons (〈Ne〉 � 1),
the linear space-charge effect becomes more predominant–a phenomenon that is described
by a mean Coulomb field. In this approximation, the ensemble averaged Coulomb
interaction is considered. Leading electrons are accelerated and trailing electrons are
decelerated (Fig. 2.7b), which thereby induces a reversible deformation of the phase-space
distribution.

2.5.3 Spatial pulse broadening

The generation of short pulses in the few-fs regime requires active phase-space manipulation
schemes for recompression. For the deceleration and acceleration of electrons in radio-
frequency cavities [86, 185, 198, 199] or in terahertz fields [200], the charge distribution
needs to exhibit space-charge forces that scale linearly as a function of position. The only
distributions fulfilling this restriction are uniformly filled three-dimensional ellipsoidal
charge distributions that have linear self-fields in all three dimensions [89, 201, 202]: Inside
a cylindrically symmetric ellipsoid (a spheroid) with maximum radius R and half-length L
(see Fig. 2.8a for schematic drawing and coordinate system), the electrostatic potential
Φacc(r, z) as a function of the radial coordinate r =

√
x2 + y2 and the longitudinal

propagation direction z reads

Φacc(r, z) = ρ0

2ε0
(MR2 −Mrr

2 −Mzz
2) . (2.17)

The charge density is given by ρ0 = 3Ntextee/4πR2L. The form factors Mr and Mz satisfy
the equation 2Mr +Mz = 1 and depend only on the length ratios of the spheroidal primary

25



Chapter 2 Fundamentals of UTEM and ultrashort electron pulses

axes. The parameter M is defined via the geometrical eccentricity Γ =
√
R2/L2 − 1 of the

spheriod.2 Three characteristic shapes can be distinguished in terms of the form factors:
Mr = Mz = 1/3 represents a sphere-like charge distribution, Mr = 0, Mz = 1 (L � R)
gives a disk-like charge distribution (pancake-limit in the nomenclature of Ref. [89]), and
Mr = 1/2, Mz = 0 (L/R → ∞) a thin cylinder-like charge distributions (cigar-limit).
Using E = −∇Φacc, the linear electric field components originating from the space-charge
potential are given by

Er(r) = ρ0

ε0
Mrr and Ez(z) = ρ0

ε0
Mzz . (2.18)

Although Coulomb interactions still change the size and shape of the charge distribution,
it remains an ellipsoid for linear internal fields (see Fig. 2.8a).

In the case of flat photocathode geometries often used in ultrafast diffraction experiments,
an ideal 3D uniform ellipsoidal charge distribution is achieved by employing ultrashort
laser pulses with a specifically shaped transverse profile and pulse duration στ,0. On the
cathode surface, a surface charge density σc,0 is excited to create a cylindrical disk of
charges close to the emitter surface (see Fig. 2.8a). If (i) the maximum velocity acquired
by the electrons during the photoemission process is much smaller than the ratio of the
surface charge field and the acceleration field, and (ii) this ratio is much smaller than unity,
the disk-like charge distribution eventually changes its shape to a 3D ellipsoid (waterbag
bunch) [89, 203]. In order to characterize the uniformity of the charge distribution within
the ellipsoid, it is beneficial to investigate the six-dimensional phase-space distribution
obtained from numerical simulations [89]. Indeed, a linear behavior of the ellipsoidal
bunch (red dots in Fig. 2.8b) is found in the decoupled 2D phase space (x, px) as predicted
for the pancake-regime (black line in Fig. 2.8b). In contrast, Gaussian (blue dots) and
flattop (green dots) radial profiles exhibit a strongly non-linear behavior.

In UTEM employing nanoscale tip emitters, different geometrical eccentricities are
expected due to the confined emission site and the electron pulse acceleration in a high
extraction field [173]. As obtain from numerical simulations (see Movie 3.1), the high
initial electron density quickly evolves from a conical into a disk-like shape.

2Note that the eccentricity defined by this formula is real for an oblate spheroid and purely imaginary
for a prolate spheroid.
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Figure 2.8: Spatiotemporal evolution of the electron density emitted from a flat photocathode. (a) Cross
sections of a homogeneously charged ellipsoid at three time steps during propagation in a constant
and uniform acceleration field. Linear space-charge forces give rise to particle velocities, which are also
linear functions of position (indicated by arrows). As a result, the intial charge density distribution
expands and changes its form characterized by the eccentricity Γ while remaining homogeneous.
(b) Particle simulations of the electron density distribution in the transverse x− px phase space 50 ps
after initiation of an ellipsoidal (red dots), a flattop (green dots), and a Gaussian (blue dots) radial
profile. The linear behavior predicted for the ideal pancake-regime is represented by the black line.
Reprinted with permission from Ref. [89]. Copyright 2004 by the American Physical Society.

2.5.4 Spectral pulse broadening

For nonrelativistic electron pulses described by the model of initially oblate spheroids, the
initial potential energy contained in the tight packing of electric charges is assumed to
be completely converted into kinetic energy as the pulse disperses [85, 204]. If the inital
charge distribution is uniform, the space-charge induced kinetic energy width for the
final charge distribution with equal longitudinal and transverse velocities can therefore
be approximately expressed as ∆E = mv0∆v. Here, v0 is the center of mass velocity of
the emitted electron pulse. The rate ∆v of lateral broadening of the electron bunch in
the direction of pulse propagation scales with the square root of the average electron
number 〈Ne〉 in the pulse [85, 187, 204].

Due to a small emission area at the tip apex, a large beam divergence angle, and strong
extraction fields, space-charge behaviors are expected that drastically differ from flat
photocathodes [173, 205]. Specifically, it is found that space-charge effects predominantly
occur quasi-instantaneously within a distance of a few micrometers from a laser-driven
Schottky emitter [173]. N -body simulations and experiments reveal a linear scaling of
the energy broadening with the average number of electrons per pulse (instead of the√

〈Ne〉-scaling found for flat photocathodes). Further tunability of the energy broadening
is achieved at the expense of longer initial electron pulse durations: For lower temporal
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electron densities, the energetic broadening can be reduced. For a more detailed analysis,
the reader is referred to Ref. [173], also reprinted in the next chapter.

2.5.5 Temporal pulse broadening and chirp

Detailed insights into structural dynamics demand diffraction patterns recorded with
high temporal resolution. The theoretical lower bound of the electron pulse duration is
determined by the optical pulse duration that is nowadays much shorter than structural
dynamics on the ps-timescale. Space-charge effects during the pulse progagation from the
source to the sample, however, distort the spectral distribution of the electrons and result
in a considerable broadening in time [85, 187]. In the first stage of the propagation, the
electron pulse duration increases quadratically with the propagation time according to
a numerical modelling of electrons that are photoemitted from a flat photocathode and
accelerated in a homogenoues electric field [85]. For example, after 40 cm propagation,
electron pulses (E = 30 keV, Ne = 104–105) of 90 fs initial duration are already broader
than 1 ps. In order to minimize the space-charged induced broadening, it is therefore
important to reduce the overall length of UED devices.

Another efficient way that facilitates diffractive imaging with high-temporal resolution
is based on a different emitter geometry, i.e. nanoscale tip-emitters, that allows for large
acceleration fields. The combination of both approaches has recently been implemented
in compact ultrafast point-projection microscopy [154, 206, 207] to study charge dynam-
ics [154] and in ULEED setups [206] that allow for surface sensitive measurements to
access a broad range of ultrafast phenomena [49, 74, 208, 209] with a temporal resolution
of 1 ps.

For tip-shaped photocathodes in strong extraction fields as in UTEM, Coulomb effects
observed in the sample plane are largely accumulated within the first few micrometers
after photoemission [173]. As a result of the dispersive propagation through the Schottky
field emitter assembly unit, this quasi-instantaneously broadened energy distribution can
be linked to the pulse duration and chirp at the sample plane. The time that electrons of
initial energy E0 take to propagate along an on-axis potential Φ(z) can be derived from
the velocity expression

v(t) = dz
dt =

√
2
me

(E0 + eΦ(z)) . (2.19)
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A separation of variables results in the integral solution for the time-of-flight

Tflight =
∫ dtot

0

dz√
2(E0 + eΦ(z))/me

(2.20)

over a propagation distance dtot. Depending on the exact tip and electrode geometry,
different field models in individual acceleration stages are considered. Between the tip
apex of radius R and the extractor electrode in a distance dtip→ext (Figs. 2.9a, 3.1b), we
employ a parabolic potential [175]

Φ(z) = Uext

(
1 − ln(dtip→ext/z)

ln(2dtip→ext/R)

)
. (2.21)

The time-of-flight difference ∆Ttip→ext (FWHM) for electrons with different initial kinetic
energies is then obtained from

∆Ttip-ext = R
√
me ln(d′)√
2eUext

√
∆E0 + dtip-ext

√
me (ln(d′) − 1)√

2e3U3
tip→ext

∆E0 + O(E3/2
0 ) . (2.22)

Here, d′ = 2 dtip→extR
−1 is introduced as a relative distance for simplification reasons. For

the chosen parameters, the two terms in Eq. 2.22 differ by two orders of magnitude. The
first term can be neglected and we identify the prefactor of the ∆E0-term as a linear
spectral shear. Over a distance of 520 µm, the time-of flight difference accumulated for
∆E0 = 0.6 eV electron pulses is ∆Ttip-ext = 133 fs. The subsequent acceleration stage
between the extractor electrode and the focus anode (distance dext→foc, Fig. 2.9a) is
described by a homogeneous plate-capacitor-like potential [93]

∆Text→foc =
√

me

2eUext
·
∣∣∣∣− dext-foc

e(Ufoc − Uext)

(
1 − vi

vf

)∣∣∣∣∆E (2.23)

with the electron momentum distribution ∆p =
√

me
2E

∆E, initial velocity vi and final
velocity vf. This leads to ∆Text→foc = 138 fs over a distance of 27.5 mm. In a similar
approach, the additional pulse duration that is acquired between the focus anode and
the final acceleration unit of the electron gun, is calculated, yielding ∆Text→foc = 15 fs for
120-keV pulses.

The evolving shear in longitudinal phase space as a function of propagation distance
(Fig. 2.9b) is summerized by a shear constant with contributions sE,i = ∂Ti/∂E. The
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Figure 2.9: Dispersion induced shear and chirp of electron pulses. (a) A propagation along the optical
axis of the emitter assembly unit corresponds to a shearing sE (fs/eV) of the phase-space density. At
two different acceleration stages, i.e. a parabolic- and a plate capacitor-like on-axis potential between
the tip (0 keV) and the extractor (1 keV) or the extractor and focus anode (4.3 keV), respectively,
similar contributions to the final shear are accumulated over largely different distances. The distance
between tip and extractor is scaled by a factor of 2500. (b) Evolution of the longitudinal phase space
distribution. For a given energy distribution, the increase of the shear is directly translated into the
temporal domain. (c) Model of the sheared phase-space density as a Gaussian distribution. In the
limit of initially short electron pulses, the electron pulse chirp is given by the inverse shear, and the
electron pulse duration is directly linked to the spectral width. (d) For initial electron pulse durations
similar to the duration calculated for a chosen energy spread and final shear, chirp and shear differ
from each other due to the importance of the initial pulse duration.

shear is governed by the electrostatic potentials in the emitter gun (Fig. 2.9a), while
propagation behind the focus anode only yields a small contribution [173]. The sheared
electron distribution ps(t, E) can be modeled by the Gaussian distribution

ps(t, E) = 1
2πσt,0σE

exp
(

−(t− sEE)2

2σ2
t,0

)
exp

(
− E2

2σ2
E

)
(2.24)

with the energy width σE and inital pulse duration σt,0. For electron pulses experiencing
correlated space-charge broadening effects, this model provides a valid approximation
only if uncorrelated distributions in energy and time are assumed. Within this model,
the final electron pulse duration τf (FWHM) in the sample plane is obtained as

τf =
√
τ 2

0 + s2
E∆E2 , (2.25)
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in which τ0 is the initial pulse duration (FWHM). The time derivative of the mean energy
finally yields the spectral chirp χ of the electron ensemble in energy and time space:

χ = ∂〈E〉
∂t

= ∆E2sE

∆E2s2
E + τ 2

0
. (2.26)

To identify the dominating contribution to the final pulse duration (Eq. 2.25), we consider
two different cases characterized by a parameter ρ2 = 1 −

(
σt,0
τf

)2
(see also Ref. [210]): For

initially short electron pulses (σt,0 � sEσE, ρ2 = 1), the pulse duration depends linearly
on the energy width, τf = sE∆E, and the chirp is given by the inverse shear χ = 1/sE

as seen from Fig. 2.9c. In the other case (σt,0 ≈ sEσE, ρ2 = 0), shear and chirp strongly
deviate from each other (Fig. 2.9d) and the final pulse duration is determined by σt,0.

2.5.6 Longitudinal Boersch effect and stochastic virtual source size growth

While so far reversible space-charge and dispersive effects have been discussed, we now
focus on stochastic charge fluctuations that lead to an irreversible degradation of the beam
quality. In particular, Coulomb interactions close to the emitting surface, where electrons
accumulate in a weak potential field, or in the vicinity of crossovers contribute to the
energetic Boersch effect. Extensive studies in this topic have been done by Jansen [188]
who developed analytical models that predict the Boersch contribution to energy spectra
of continuous electron beams from tip-shaped emitters. Major influences are attributed
to the specific particle density, as well as to the spatial extension of the beam.

The analytical model assumes initially uncorrelated particles and expressed the full
N -particle problem as a sum of two-particle effects. Results are therefore expected to
be valid also for electron pulses. Further approximations consider two different types
of electron collisions, namely complete and weak collisions, characterized by different
strengths of trajectory disturbances [211, Ch. 7.3.3]. Depending on the charge regime,
the collision types can be associated with different thermodynamic mechanisms that
explain the maximum energy spread possible [211, Ch. 7.5]. The application of the model
for a ZrO/W Schottky emitter reveals that charge distributions are characterized by a
narrow core and long tails [190, 212]. The corresponding Lorentzian- and Holtsmarkian-
regimes reflect the generally asymmetric intrinsic energy distribution of Schottky field
emitters [212]. The dominant mechanism leading to a stochastic increase in energy spread
in Lorentzian- and Holtsmarkian-regimes is the conversion of the potential energy into
kinetic energy. For large particle densities, Gaussian distributions are found for which the
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Chapter 2 Fundamentals of UTEM and ultrashort electron pulses

thermodynamic limit is best described by the transformation of an anisotropic distribution
of internal kinetic energy into an isotropic distribution by reduction of the axial velocity
during acceleration.

Besides the impact of the initial particle density on the energy spread, also the extraction
field is an important control parameter. For the same number of electrons emitted from
sources of different sizes, the Boersch effect becomes more pronounced for large tip radii
and low extraction fields [190], which results from long dwell times close to the emitter
tip in this case.

In addition to the stochastic broadening of the energy spread with increasing charge
densities, two more effects can be observed: First, the cloud of negative charges close to
the emitter surfaces reduces the electric potential which partly repels the emitted electrons.
As a result, energy spectra are linearly shifted to higher energies in the original energy scale
for an increasing average number of electrons per pulse [179, Ch. 49]. The second effect is
related to the shape of the measured energy spectra that evolve a (asymmetric) double-
peak structure for higher charge densities, reported for both, flat photocathodes [88] and
tip-shaped emitters [173]. An analysis of the longitudinal phase-space distribution could
reveal more details on the origin of this effect.

Similar to the stochastic Boersch effect in the longitudinal direction, analytical approxi-
mations by Jansen [214] estimate contributions to the virtual source radius from different
particle density regimes. An interpolation of the different regimes [211] reveals a non-linear
increase of electron spot sizes with the continuous beam current, which is also simulated for
electron bunches from a laser-driven tungsten tip [213]. As expected from the dependence
of the degree of spatial coherence on the virtual source size µ ∝ exp

[
− (πreff)2

]
, the

interference visibility decays nearly exponentially with increasing charge density in both
experimental data and simulations [213] for ultrashort electron pulses (see Fig. 2.10). The
strong spatiotemporal confinement of electrons close to the emitter tip leads to a coherence
drop by 35 % for 1.4 electrons/pulse (doubling the effective source size) compared to the
low-charge regime of approximately 0.03 electrons/pulse [213]. In the following chapter,
we present experimental results on the stochastic emittance growth directly obtained
through electron beam caustics recorded in a UTEM instrument.
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Figure 2.10: Spatial coherence of electron pulses influenced by stochastic Coulomb interactions. As a
measure of the degree of spatial coherence, the visibiliy is evaluated from interference experiments
using an electrostatic bisprism. With increasing number of electrons per pulse (orange experimental
data points), the visibility decays exponentially (indicated by black line representing an exponential fit)
due to Coulomb interactions close to the electron source. The experimental results are well-reproduced
by the visibility calculated from the increase of the effective source size (blue curve). Insets 1 to 3
show example electron detector images of the measurement (top) and vertically integrated line profiles
(green). Reprinted with permission from Ref. [213]. Copyright 2022 American Chemical Society.
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Chapter 3

Coulomb interactions in high-coherence femtosecond
electron pulses from tip emitters

In the quickly evolving field of ultrafast electron microscopy, the implementation of stro-
boscopic laser-pump/electron-probe schemes has dramatically expanded the capabilities
of standard TEM. As advanced UTEM instruments rely on high-coherence ultrashort
electron probe pulses, photoemission from different types of photocathodes with pulsed
and continuous laser light has extensively been studied (see e.g. Refs. [71, 73, 82, 83, 108,
215, 216]). In Göttingen [71, 110] and more recently in Bejing [81] and Oldenburg, a laser-
driven Schottky field emitter has been integrated into a conventional TEM. By adjusting
the photon energy to the work function of the tungsten front facet, which is covered with
zirconium oxide [166, 167], localized single-photon photoemission is achieved [71]. In
the space-charge-free regime, i.e. for a single or a few electrons per pulse, unprecedented
electron pulse properties have been achieved. At the Göttingen UTEM, for example,
electron pulses durations down to 200 fs, narrow energy width of 0.6 eV and sub-nm
electron focal spot diameters have been demonstrated [71].

As will be reported in this chapter, extending the investigations for few electrons per
pulse in a TEM to the regime of increased bunch charges, new insights into Coulomb
interactions that constrain the electron pulse properties in both the longitudinal and
transverse directions are obtained. In particular, mean-field and stochastic effects cause
reversible and irreversible pulse deformations. The quantitative characterization reveals a
dependence of the spatial, spectral and temporal pulse properties on the bunch charge
that strongly differs from the behavior known for flat photocathodes. As identified by a
simplified model of the dense electron pulses propagating in a high and strongly divergent
extraction field, Coulomb interactions predominantly occur within a distance of a few
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micrometers from the emitter. The following article is thus an important contribution
to the generation and control of tailored electron pulses, elucidating further operation
modes of ultrafast electron microscopy. In particular, for experiments requiring only
picosecond temporal resolution, the use of temporally broad laser pulses can enable
imaging, diffraction and spectroscopy with large electron currents while maintaining
nanoscale resolution.

The experimental work described in the first publication was directed by S. Schäfer.
N. Bach and T. Domröse conducted the experiment. Th. Rittmann wrote the source
code for the analysis of the shear and chirp with contributions from N. Bach. The
chosen model of the electrostatic potential in the electron gun is based on numerical
simulations done by S. Strauch as part of her master’s thesis. T. Domröse performed the
numerical simulations of the transverse and longitudinal beam properties in discussion
with N. Bach and S. Schäfer. N. Bach, T. Domröse and S. Schäfer wrote the manuscript
with contribution from A. Feist and C. Ropers.
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Tip-based photoemission electron sources offer unique properties for ultrafast
imaging, diffraction and spectroscopy experiments with highly coherent few-
electron pulses. Extending this approach to increased bunch-charges requires
a comprehensive experimental study on Coulomb interactions in nanoscale
electron pulses and their impact on beam quality. For a laser-driven Schottky
field emitter, we assess the transverse and longitudinal electron pulse properties
in an ultrafast transmission electron microscope at a high photoemission
current density. A quantitative characterization of electron beam emittance,
pulse duration, spectral bandwidth, and chirp is performed. Due to the
cathode geometry, Coulomb interactions in the pulse predominantly occur in
the direct vicinity to the tip apex, resulting in a well-defined pulse chirp and
limited emittance growth. Strategies for optimizing electron source parameters
are identified, enabling advanced ultrafast transmission electron microscopy
approaches, such as phase-resolved imaging and holography.
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Chapter 3 Coulomb interactions in high-coherence femtosecond electron pulses

3.1 Introduction

The observation of ultrafast nanoscale dynamics promises a profound understanding of
the spatio-temporal dynamics of elementary excitations in solids and thus new avenues
for tailoring and controlling the flow of energy, charges, and spins in nanostructured
materials. Experimental methods to access processes on femtosecond time and nanometer
length scales are highly desired. Substantial progress has recently been achieved em-
ploying ultrafast optical near-field techniques [217–220], terahertz scanning tunneling
microscopy [221, 222], and pump-probe approaches with x-ray [51, 223, 224] or electron
pulses [63, 225]. Due to their large scattering cross-section and their intrinsically short
wavelength, electrons are a natural choice for ultrafast nanoscale imaging. In particular,
ultrafast electron microscopy (UEM) [64, 66, 69, 71, 102] and diffraction (UED) [87,
225–227] have provided a rich picture of femtosecond and picosecond processes such as
optically triggered phase transitions in correlated materials [44, 74, 157, 228] and phonon
dissipation [45, 47, 48, 72, 151, 227, 229] in nanostructures. The spatio-temporal resolution
in these approaches crucially depends on the transverse and longitudinal electron pulse
characteristics, including pulse duration, spatial coherence, and bunch charge. In UED-
type experiments, few nm-scale transverse coherence lengths are often sufficient to resolve
the temporal dynamics in diffraction patterns of materials with a small unit cell [227]. A
higher degree of spatial coherence becomes important for resolving the dynamics related
to larger unit cells, detailed spot profile analyses, and phase ordering phenomena [74–76].
For ultrafast electron imaging at nanometer length scales, a central figure-of-merit is the
beam brightness, which is directly proportional to the electron current per occupied phase
space area [181]. The beam brightness can be enhanced by reducing the photoemission
excess energy, achievable by optimized photocathode materials [77, 79, 88]. In addition,
minimizing the source size has a significant impact on the brightness and, in the past, was
indispensable for the development of state-of-the-art continuous high-brightness electron
sources, such as Schottky [152, 230] and cold field emitters [231], as well as single- and
few-atom sources [232, 233]. The concept of tip-shaped electron sources has therefore
been adopted for pulsed photoemitters with nm-sized emission areas [71, 82, 83, 108, 121,
153, 154, 172, 206]. The increased coherence properties of such tip-emitted electron pulses
and their application for locally probing ultrafast phenomena were recently demonstrated
for the quantum coherent optical control of free-electron states [112] and the nanoscale
mapping of ultrafast structural [72] and magnetic dynamics [234].

For dense electron beams and multi-electron pulses, Coulomb interactions constrain the
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beam quality in both the longitudinal and transverse directions. Specifically, the mean
Coulomb field induces a reversible deformation of the phase space distribution, whereas
stochastic (pulse-to-pulse) local charge fluctuations irreversibly spread the ensemble-
averaged phase space distribution. This phenomenon is described as stochastic trajectory
displacements [196] for the transverse direction, and termed the Boersch effect [195] for
the energy broadening corresponding to the longitudinal direction.

During the last few decades, brightness limitations caused by Coulomb interactions have
been the subject of many experimental [87, 88, 185, 235] and theoretical studies [85, 90–94,
188, 190, 197, 205] considering continuous electron sources as well as pulsed photoemitters.

Reversing the mean-field induced linear chirp of electron pulses is an important topic
in ultrafast electron imaging, diffraction, and spectroscopy. Coherent phase space ma-
nipulation via deceleration and acceleration of electrons in oscillating radio-frequency
cavities [185, 199] or by using terahertz fields [200, 236] has resulted in temporal pulse
durations down to a few femtoseconds.

Despite the large body of work on Coulomb interactions in ultrashort electron pulses,
little is known on their impact on pulses derived from nanoscale emitters [205, 237].
In particular, the small emission area, the large beam divergence angle, and strong
extraction fields at nanotips suggest space-charge behaviors distinctively different from
flat photocathode emission. A further brightness improvement of laser-driven tip emitters
calls for a systematic study.

In this work, we demonstrate the application of tip-shaped photocathodes in a regime for
which high photocurrent densities are formed in the vicinity of the emitter. Quantitative
characterization of the longitudinal and transverse electron beam properties allows for
identifying different operation modes of the photoemitter, optimized for high temporal
or high spatial resolution. A simplified numerical model is presented to describe the
experimental dependence of the transverse beam coherence, spectral bandwidth, and
temporal chirp on the bunch charge.

3.2 Setup

The Göttingen ultrafast transmission electron microscope (UTEM) is based on a Schottky
field-emission JEOL JEM-2100F TEM instrument, which we modified to allow for a
laser-triggered photoelectron mode and for optical sample excitation [71]. Femtosecond
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electron pulses are generated by employing localized single-photon photoemission from
the apex of a Schottky-type ZrO/W field emission tip which is placed into an electrostatic
electrode assembly (Fig. 3.1a). The photoemitter is side-illuminated with 400-nm laser
pulses focused to a spot diameter of about 20 µm (full-width-at-half-maximum, FWHM)
at a 250-kHz repetition rate. The electron bunch charge and pulse duration are varied by
the laser intensity and pulse duration. The acceleration field at the tip apex is governed by
the applied electrostatic potentials at the extractor (Uext) and suppressor (Usup) electrodes.
At the focus electrode, the central section of the electron beam is filtered by an aperture
with an effective size depending on the electrode potentials. For example, a transmission
ratio through the focus electrode in the range of 0.1-1 % is expected for potentials of
Uext = 1 kV and Usup = −300 V (relative to the emitter).

Behind the focus anode, the electron pulses are accelerated to an electron energy of up
to 200 keV (here operated at 120 keV), coupled into the electron optics of a TEM column
(condenser aperture: 100 µm, transmission ratio about 25 %). Electron beam caustics are
recorded by through-focus series around the sample plane. The minimum electron spot
diameter and angular spread in the sample plane yield the transverse pulse properties [71].

For the temporal characterization of ultrashort electron pulses, we perform electron-
light cross-correlation measurements utilizing the inelastic scattering of free electrons
at momentum-broadened femtosecond light fields [110, 210, 238]. From the dependence
of the electron energy spectra on the electron-light delay, we extract the electron pulse
duration and chirp.

3.3 Coulomb interactions close to the emitter tip

During illumination with the 400-nm laser pulse, photoelectrons are generated at the tip
apex with a distribution of kinetic energies, emission directions, and sites. The beam
structure and its propagation can be described by an evolving probability distribution in
phase space spanned by the spatial and momentum electron coordinates. For close-to
paraxial beam propagation, the phase space can be separated into transverse (Fig. 3.1d)
and longitudinal sub-spaces (Fig. 3.1c), spanned by corresponding spatial coordinates as
well as angular and energy coordinates [181].

The initially populated region in phase space is defined by the spread in photoemission
momenta and positions. In the space-charge-free regime, the occupied phase-space volume
stays constant during free-space propagation or under pulse manipulation by conservative
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Figure 3.1: Experimental and simulation geometry and phase space representations. (a) Experimental
electrode assembly with the Schottky-type ZrO/W field emission tip. Electrostatic potentials are
given relative to the potential of the emitter. (b) Simulation geometry based on a spherical capacitor
model. Propagation of the electron pulse considers the acceleration in the external electrostatic field;
Coulomb interaction of the electrons within the pulse and with image charges at the emitter. (c) and
(d) Sketched electron distribution (green dots) in the phase spaces corresponding to the longitudinal (c)
and transverse directions (d). Longitudinal and transverse pulse properties are characterized by the
energy spread and pulse duration and angular and spatial width, respectively. The transverse beam
quality is given by the beam emittance, which is related to the occupied phase-space area.

fields [239] and thus, determines the minimal focus size of the pulsed electron beam and
its minimum temporal width. For higher bunch charges, space-charge effects within the
electron pulse result in linear and non-linear distortions of the phase space density and
additional irreversible blurring due to stochastic Coulomb interactions [85, 89, 181, 240].
For quantifying the occupied phase-space area, the root-mean-square (rms) emittance [181]
was introduced a quantity closely related to the beam-quality parameter in optics [184]
and to the relative spatial and temporal coherence lengths [71].
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3.4 Transverse beam properties and spectral width of electron pulses

In characterizing the transverse electron beam properties, beam caustics are measured
for different numbers of electrons per pulse and laser pulse durations. In Fig. 3.2a, the
rms electron spot radii, σr, are plotted as a function of defocus. We note that for the
chosen gun settings, 0.15 electrons at the sample position correspond to about 10–100
photoemitted electrons at the tip. Larger beam currents (at reduced coherence) can be
obtained for different gun settings optimized for an enhanced transmission ratio [71].
The observed minimum beam sizes are significantly affected by Coulomb interactions,
increasing from about 3 nm in the low-current/long-pulse regime (open yellow circles) to
above 9 nm for larger bunch charges and short initial pulse durations (blue solid circles).
The effect of space-charge induced broadening on the electron focal spot profiles is directly
visible in the spot cross-sections (Fig. 3.2d).

For quantitatively assessing the beam properties, we extract the beam emittances,
given by εn,rms,r = βγσrσα with the relativistic Lorentz factor γ and β = ve/c (with ve

and c being the electron and light velocities in vacuum, respectively). The corresponding
angular spread of the beam, σα = 4.4 mrad, is determined in the far-field, and stays
constant for the range of pulse parameters studied here.

The resulting emittance values are plotted in Fig. 3.2b, exhibiting an approximately
linear growth with increasing electron pulse charge. Larger initial pulse durations result in
less increase in the emittance, signifying weaker Coulomb interactions. As a reference, we
also determined the beam emittance generated by a continuous-wave photoemission laser
(405-nm wavelength, average optical power varied between 0.2 mW and 3.5 mW. The
mean emittance value (orange line) coincides with the value for pulsed electron beams in
the low-charge limit. For comparison with transverse beam properties in light optics, we
also show the extracted beam quality factor M2 = ε/εq (Fig. 3.2b, right axis) [71]. The
quantity εq = ~/(2mec) is the minimum emittance for a fully coherent beam, as obtained
from the Heisenberg uncertainty principle for the product σrσα. Furthermore, utilizing the
corresponding M2 values and considering Gaussian-shaped beams, the caustic behavior
of the electron pulses is well reproduced over the whole defocus range (solid curves in
Fig. 3.2a).

Heating the tip to induce conventional Schottky emission, the caustic of the continuous
electron beam was characterized. We obtain an emittance of 6.8 nm·mrad (gray line),
comparable to the results for low-current photoelectron pulses.
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Figure 3.2: Experimental beam properties of photoelectron pulses. (a) Exemplary beam caustics
are plotted for three different 400 nm laser pulse durations and two different electron bunch charges,
characterized by the number of electrons counted in the sample plane. Laser pulse duration is varied
by dispersive broadening in a 10-cm BK7 or SF6 glass bar. The solid curves are adapted to the
experimental data, considering the caustic behavior of an electron beam with a beam quality factor
M2 (cf. figure (b)). (b) and (c) Transverse electron beam emittance and energy width depending
on the electron pulse charge in the sample plane (estimated bunch charge at the emitter: up to 200
electrons per pulse). As reference for a space-charge-free beam, the emittance and energy width of
a continuous photoelectron beam and for continuous thermal electron emission are given (orange
symbols and gray line, respectively). (d) Focal spot profiles of the electron pulses for selected initial
pulse durations and bunch charges exhibiting a close-to Gaussian shape. (e) Electron beam brightness
depending on beam current shows a linear scaling in the low-charge regime and saturation at higher
bunch charges. The saturation level depends on the initial pulse duration. An equal color coding for
the initial pulse durations is used in all panels.

At the focal plane (∆z = 0), the electron beam profiles remain Gaussian in shape,
indicating that spherical aberrations of the objective lens (spherical aberration constant
Cs = 1.4 mm) are negligible, and no significant nonlinear beam distortions are introduced
by space-charge interactions within the pulse. Notably, within the experimental resolution,
no shift in the longitudinal position of the focal plane is observed for higher pulse charges,
i.e., the minimum spot diameter occurs at ∆z = 0. This observation indicates the absence
of considerable space-charge induced linear distortions in the transverse phase space.

The averaged beam brightness, as shown in Fig. 3.2e, saturates at larger bunch charges
due to Coulomb-induced emittance growth. Larger average brightness values are achievable
for temporally stretched photoemission pulses (yellow dots), allowing for a tailoring of the
photoemission parameters to the required beam brightness in ultrafast electron imaging
experiments. As a limiting case, the continuous photoelectron beam exhibits no emittance
growth in the utilized current range, resulting in a linear scaling of the beam brightness
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with the beam current.

Space-charge effects on the pulses’ longitudinal phase-space structure are characterized
by considering the width of the electron energy distribution. Similar to the emittance
dependencies, we observe a linear increase in the spectral width with bunch charge and
weaker space-charge effects for longer initial pulse durations (Fig. 3.2c). For continu-
ous laser illumination, the spectral bandwidth is set by the initial energy width after
photoemission and the instrumental energy resolution.

3.5 Temporal structure of high-charge electron pulses

Space-charge broadening in the longitudinal direction results in an increase in the electron
pulse duration. For quantitative characterization of the temporal electron pulse structure,
we spatio-temporally overlap the electron pulses with an optical field driven by ultrashort
laser pulses (800-nm central wavelength, 50-fs pulse duration, 10-mJ/cm2 fluence), re-
flected off a single-crystalline silicon membrane (35-nm thickness). For electrons arriving
at the membrane while the transient optical field is present, inelastic electron-light scat-
tering yields photon sidebands (spaced by the incident photon energy) in the electron
energy spectra, as shown in Figs. 3.3a and 3.3b. Due to the short pulse duration of the
optical field, the temporal delay range τ over which higher-order sidebands are observed
corresponds to the electron pulse duration.

Exemplarily, two spectro-temporal maps are chosen to demonstrate the influence of
the number of electrons per pulse (Figs. 3.3a and 3.3b). The corresponding electron
energy spectra are shown in Fig. 3.3c. In the few-electron regime (Fig. 3.3a), photon
sidebands are only visible in an interval of a few hundred femtoseconds. For higher bunch
charges, besides the spectral broadening discussed above, photon sidebands appear over a
2-ps delay range, signifying considerable temporal pulse broadening. Integration of the
gain-scattered electrons over the delay time τ yields a quantitative measurement of the
temporal profile of the electron pulses (Fig. 3.3d). The extracted pulse durations (FWHM)
are plotted in Fig. 3.3e as a function of the space-charge-induced spectral broadening.
Between the shortest value of 350 fs for an energy width of 0.9 eV and the longest of
1700 fs for 5.3 eV, the pulse duration depends slightly sub-linearly on the imprinted energy
width.

Furthermore, a pronounced chirp of the pulses is observed, as seen in Figs. 3.3a and 3.3b.
In particular, space-charge effects lead to an acceleration/deceleration of the electrons
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at the leading/trailing edge. Thereby, the electron’s energy and its longitudinal position
within the bunch are strongly correlated, providing for a direct mapping between the
spectral and temporal profiles (Figs. 3.3c and 3.3d). The chirp, plotted in Fig. 3.3 f, is
quantitatively extracted by performing a Fourier analysis of the spectral sidebands (on
the gain side) and analyzing the phase of frequency components corresponding to the
sideband periodicity.
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f

Figure 3.3: Longitudinal electron pulse characterization. (a,b) Energy spectra depending on the
time delay between the excitation of an optical field (50-fs optical pulse duration, electron-light
interaction facilitated by reflection off a thin silicon membrane) and the arrival time of the electron
pulses (photoemission laser pulse duration: 100 fs). Photon sidebands on the energy-gain and -loss
side are formed during temporal overlap, yielding an electron-light cross correlation. For low-charge
electron pulses (a), short cross-correlation times are observed, substantially broadening for higher
bunch charges (b). Color scale is chosen to highlight the temporal width of photon-sideband intensity
on the gain-side of the spectra. (c,d) Space-charge induced spectral and temporal broadening is
observed in the electron energy spectra (c) and temporal electron pulse profiles (d, extracted from the
delay-dependent intensity of higher order photon sidebands). (e) Electron pulse duration (FWHM)
scales linearly with its energy width. Dotted lines: position of spectral and temporal profiles shown in c
and d, respectively. (f) Electron pulse chirp (blue symbols) is derived from the inclination of the photon
sidebands. The experimental data is well described by an analytical model (black line) considering an
energy-independent shear amplitude due to pulse propagation and a space-charge-induced spectral
broadening close to the emitter tip.

3.6 Simulation

For the numerical simulation of the transverse and longitudinal electron beam properties
in the space-charge regime, we consider a simplified electron-optical geometry consisting
of a spherical photocathode and an extractor electrode (Fig. 3.1b). In the simulation,
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Figure 3.4: Simulated electron pulse properties. (a,b) Transverse electron beam emittance and energy
width depending on the number of emitted electrons and the initial pulse durations. A linear scaling
with the charge density is found. (c) Aspect ratio (longitudinal relative to transverse pulse width) of
electron pulse depending on the delay after arrival of the photoemission laser pulse at the tip apex.
After photoemission, the pulse evolves from a conical to a disk-like shape. Blue curve: intensity profile
of the photoemission laser. (d) Distribution of tangential electron velocities (i.e., velocity components
perpendicular to the radius vector from the center of the spherical emitter apex) at a radial distance of
315 µm from the emitter for the space-charge-free regime (gray curve) and with Coulomb interactions
(black curve, considering 2000 electrons/pulse and an initial pulse duration of 100 fs).

photoelectrons are randomly generated according to a homogeneous probability density at
the surface of a spherical tip apex (240 nm tip radius, π/2 opening angle of emission surface,
isotropic photoemission direction). Geometric dimensions of the model are chosen such that
the emitting area and the distance between the tip and the extractor (dtip-ext = 350 µm)
resemble the experimental conditions. The electron pulse is propagated from the emitter
to the extractor employing a Verlet algorithm [241], considering the interaction with
the external electrostatic field, intrapulse Coulomb forces, and contributions from image
charges at the emitter.

The influence of Coulomb interactions on the transverse and longitudinal properties of
the electron pulses is investigated by varying the number of electrons per pulse for a set
of initial pulse durations. To properly account for the beam apertures in the experiment,
we select the central section of the simulated electron bunch for the beam analysis. The
acceptance angle 2θ of the effective aperture (172 mrad) and the initial energy distribution
after photoemission (0.9 eV) were adapted to the experimental emittance and the spectral
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width in the space-charge-free regime. The aperture size provides for a transmission
ratio comparable to the beam limiting aperture (opening angle 200 mrad) in trajectory
simulations within the non-spherical field-distribution of the suppressor-extractor geometry.
We note that for our experimental conditions, the transmission ratio does not depend
on the initial electron bunch charge and duration, so that a linear scaling between the
photoemitted electron current and the current in the sample plane can be applied.

The beam emittances and energy widths of the electron pulses are shown in Figs. 3.4a
and 3.4b, respectively. In close correspondence to the experimental results, a linear
scaling of both properties with the bunch charge is found. In addition, longer initial pulse
durations (i.e., for stretched laser pulses) largely reduce space-charge effects at a given
bunch charge. The overall magnitude of Coulomb-induced emittance-growth for a given
spectral broadening reproduces the experimental findings. Fully quantitative agreement
would require detailed knowledge on the in-operando emitter tip shape and the local
photoemission probability on its surface.

3.7 Discussion

At tip-shaped photocathodes, electrons are accelerated by large electrostatic extraction
fields on the order of 108–109 V/m and form a strongly diverging beam, with the beam
eccentricity [89] changing from a conical to a disk-like shape (Fig. 3.4c and Movie in the
supplementary material). Therefore, the initially high charge density (around 50e−/(µm)3)
around the emitter apex quickly disperses, and the emitted electrons experience consider-
able Coulomb forces for a short time only. The Coulomb effects observed in the sample
plane are largely accumulated within the first few micrometers after photoemission. For
example, about 80 % of the final spectral width is gained within the first 4 µm of the
propagation distance, for an electron bunch charge of 150 electrons and 100 fs initial pulse
duration. After the beam-defining aperture in the focus electrode, the pulse contains less
than one electron on average, so that intra-pulse Coulomb interactions, e.g., at cross-overs,
are negligible. We note that such a combination of high-charge density at the tip and
subsequent space-charge-free propagation drastically differs from the regimes studied for
many-electron femtosecond pulses generated from flat photocathodes, often utilized in
ultrafast electron diffraction studies [86] or in dynamic TEM with nanosecond temporal
resolution [242].
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Using the quasi-instantaneous space-charge-induced electron broadening at the tip,
we arrive at an analytical model which links the energy width to the pulse duration
and chirp at the sample position. In particular, we consider the propagation time
T =

∫
dz [2/me(E0 + eΦ(z))]−1/2 of electrons with an initial energy E0 along the optical

axis, where me and e are the electron mass and its charge and Φ(z) is the on-axis potential.
To properly include the static field enhancement at the tip, we choose a parabolic
electrostatic potential [175] between the tip and the extractor, and plate-capacitor-like
geometries for the subsequent acceleration stages. From the slope of T (E), we evaluate
the shearing angle of the longitudinal phase space distribution due to propagation from
the source to the sample, yielding a shear of ∂T

∂E
= sE = 480 fs/eV.

Whereas the space-charge induced energy broadening occurs within 4 µm after pho-
toemission (within approximately 200 fs after photoemission), the translation of this
broadened energy distribution into a temporal width is mainly accumulated during the
first two acceleration stages, i.e., in-between the photocathode, extractor, and focus
anodes (shear contributions of 46 % and 48 %, respectively). Only a minor shear results
from the further propagation behind the focus anode.

In the inelastic electron-light scattering experiments (Fig. 3.3), the spectral chirp of
the electron pulses is evident from the change of the mean electron energy with time. In
general, the relationship between the shear in longitudinal phase space and the observed
spectral chirp depends on the shape of the electron distribution function [210]. Considering

a sheared Gaussian distribution fs(t, E) = Ne
− (t−sEE)2

2σ2
t e

− E2
2σ2

E , in which σE is the electron
energy width, σt the initial pulse duration, and N the normalization constant, we obtain
the chirp χ = ∂〈E〉

∂t
= σ2

EsE

σ2
Es2

E+σ2
t
. For σt = 100 fs and sE = 400 fs/eV , the experimental

data are well reproduced (Fig. 3.3 f, black curve). We note that for distributions with
σEsE > σt, i.e., in the limit of large shear or spectral width, the electron pulse chirp is
given by the inverse shear, χ = 1

sE
. In this limit, the electron pulse duration at the sample

∆T = sE∆E is directly linked to the spectral width. The shear constant sE is governed by
the chosen electrostatic potentials in the emitter gun, providing an approach to monitor
pulse durations and to minimize the temporal spread for a given space-charge-induced
spectral broadening.

Different from the reversible distortion of the electron distribution in the longitudinal
direction, transverse electron pulse properties are affected by an emittance growth. In
order to gain a microscopic picture of the underlying processes from the simulation results,
we consider the electron velocities at a radial distance of 315 µm from the emitter. In a
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spherical coordinate system with its origin at the center of the emitter half sphere, the
tangential velocity component, i.e., perpendicular to the radial vector, is a measure of the
deviation from a fully coherent beam. The velocity distribution in the space-charge-free
case (Fig. 3.4d, gray curve), is related to the initial photoemission velocity. Space-charge
interactions result in a pronounced broadening of the distribution of tangential velocities
(Fig. 3.4d, black curve), signifying an increase in the back-projected electron source size
and thus an increased beam emittance.

3.8 Conclusion

In conclusion, we systematically evaluated the properties of a laser-driven Schottky field
emitter for ultrafast transmission electron microscopy, operated in a regime of a high-
density of photoemitted electron bunches. The observed pulse properties are well described
by a simplified model of dense electron pulses propagating in a high and strongly divergent
extraction field. Electron pulse properties in the longitudinal and transverse directions
are governed by reversible space-charge induced spectral broadening with subsequent
pulse shearing, and stochastic emittance growth, respectively, predominantly occurring
within a distance of a few micrometers from the emitter. Large extraction fields at the
emitter apex allow for dense nanoscale pulses with only moderate Coulomb-induced beam
deterioration. The presented theoretical framework and demonstrated control of electron
pulse properties generally apply for nanoscale photocathodes in similar gun geometries,
and enable the generation of tailored electron pulses adapted to the specific requirements
of ultrafast electron imaging, diffraction, and spectroscopy experiments.

3.9 Supplementary Material

See supplementary material for details on the space-charge free electron pulse propagation
as obtained from numerical simulations (video).

Movie 3.1: Diverging electron pulse.
The electron pulse strongly diverges due to the high extraction field and changes its geometrical
eccentricity from a conical to a disk-like shape.

The movie is available as Supplementary Material on the Structural Dynamics website at the following
link: aca.scitation.org/doi/suppl/10.1063/1.5066093.
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Chapter 4

Nanophononic waveguides

Focusing on fast processes occuring on small length scales, nanophononics is emerging
as a growing research field addressing fundamental questions on how acoustic vibrations
can be manipulated and controlled to pave the way towards novel technological applica-
tions [243]. High-frequency acoustic phonons in the gigahertz–terahertz (GHz–THz) range
strongly impact thermal [61, 244–246] and electronic [247, 248] transport mechanisms,
and exhibit optomechanical couplings with tailored light fields on the nanoscale [249–251].
The significance of acoustic phonons is met by recent interdisciplinary advances in the
engineering of efficient thermoelectric [252], noise-controlled electromechanical [13], and
high-quality optomechanical [253–255] devices. Discrete vibrational motions in nanoscale
waveguides are also receiving increasing attention as versatile, ultrasensitive detectors [22,
24, 25, 256–259] with breakthroughs in the quantum mechanical regime [19].

Acoustic phonon engineering that aims for dispersion relations different from bulk
systems is based on phonon confinement achieved in nanoscale systems of reduced
dimensionality like thin membranes [260–262] and nanowires [263]. Inspired by previous
concepts applied in photonics and electronics, another sophisticated approach to control
acoustic phonon propagation and the density of states includes periodic structures such as
phonon mirrors, filters, and resonant cavities within phononic crystals [264]. Modulating
elastic properties, phononic waveguides have recently been demonstrated to allow for
complete energy band gaps [265–268] preventing phonon propagation at certain frequency
ranges and to overcome significant loss problems arising from scattering at defects and
imperfections [269, 270]. In analogy to the quantum Hall effect [271], active topological
protection is achieved by breaking the time-reversal symmetry.

Therefore, the investigation of all these confined and architected nanostructures has
already been a promising scientific pursuit, motivated by both an exploration of funda-
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Chapter 4 Nanophononic waveguides

mental wave phenomena in elastic media and directed towards applied sciences. Especially
Lamb waves in nanostructured plates provide a way to realize complex phononic wave
fields. However, profound understanding of phonon lifetimes [28, 272], the impact of
predeformation [273, 274], and interfacial effects [275] in polycrystalline and heterogeneous
acoustic waveguides remains crucial for the design and device engineering, and depends
upon the study of prototypical model systems, such as (nano-patterned) semiconduc-
tor thin films [31, 260, 276, 277] and two-dimensional membranes [54, 72, 278]. Also,
the controlled generation and probing of localized phononic wave fields in well-defined
nanoscale structures with high temporal resolution is still challenging. Employing ul-
trafast convergent beam electron diffraction to a platinum/silicon heterostructure [116],
we combine both, an ideal system for tailored nanophononic wavefields and a technique
applicable for the quantitative retrieval of time-dependent local deformations. In general,
the problem of acoustic wave propagation is based on elasticity theory, which is introduced
in the following and subsequently applied to a fundamental description of Lamb waves in
isotropic and anisotropic media.

4.1 Basic principles of elasticity theory

For a quantitative discussion of propagating acoustic waves and localized oscillations
in linearly elastic solids, basic elasticity equations are briefly reviewed in the following.
The medium of interest is regarded in the continuum-mechanical approach which means
that all physical and material specific properties are considered as continuous functions
representing averages of microscopic quantities [279]. Here, all equations are given in
Cartesian coordinates and the reader is referred to comprehensive books [279–285] for an
equivalent notation in spherical and cylindrical coordinates.

4.1.1 Tensor representation of structural deformations

An intuitive measure for structural deformations is the spatial variation of a displacement
vector field u. To incorporate the directional specificity in anisotropic media, we describe
the lattice distortions by tensor algebra, as commonly applied in various fields in physics.
The individual displacement derivatives ∂ui

∂xj
define the local displacement gradient tensor F ,
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x
z

y

x-compression εxx rotation ωxzshear εxz

Figure 4.1: Compression, pure shear, and rotational distortions in crystal lattices. For selected
deformation gradient tensor components, schematic representations of associated lattice distortions
are shown.

which in linear elasticity theory reads:

Fij − δij = 1
2

(
∂ui

∂xj

+ ∂uj

∂xi

)
︸ ︷︷ ︸

symmetric, εij

+ 1
2

(
∂ui

∂xj

− ∂uj

∂xi

)
︸ ︷︷ ︸

antisymmetric, ωij

(i, j = 1, 2, 3) . (4.1)

Here, δij is the Kronecker delta. In a simple physical interpretation, the application
of Fij − δij to an undistorted real-space basis leads to a deformed unit cell basis that
describes a locally strained and/or rotated lattice, depending on the contributions of the
symmetric strain and antisymmetric rotation tensors ε and ω, respectively. A schematic
illustration of the distortions associated with the individual deformation gradient tensor
components is found in Fig. 4.1. Throughout this thesis, bold face letters are used for
tensors, matrices, and vector fields. As the number n of independent indices (here 2)
defines the tensor rank, the stress and strain, as well as their sum, are second-order rank
tensors with in general 3n (here 9) elements.

A quantity characterizing associated forces, that return the solid to its equilibrium
state, are tractions ti. Considering a small rectangular parallelepiped (dxdydz) within
the elastic medium, these restoring forces act on each surface with the subscript i denoting
to surface normals êi. As seen from Fig. 4.2a, ti is in general not parallel to êi. Each
traction may be written in terms of its Cartesian components in the form [284, Ch. 3.1.1]

ti(ê) = σikêk (i, k = 1, 2, 3) . (4.2)

Unless otherwise noted, we use the Einstein summation convention [286], in which a
repeated index denotes summation over the range of the index. The coefficients σik

are the components of the second-rank stress tensor σ, also known as a generalized
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Figure 4.2: Components of the stress tensor. (a) Definition of the stress tensor components. Each
surface of the cubic volume element experiences one normal (σii) and two in-plane shear components
(σij , i 6= j) of stress. Normal stresses cause length changes of a differential element, shear stresses
cause angular changes of the element. Tractions ti acting on the surfaces of the cube are defined by
Eq. 4.2. (b) 2D visualization of the symmetry relation σij = σji in the case of vanishing angular
momentum.

‘pressure’ that is defined as a force per unit area. Whereas thermodynamic pressure is
a unidirectional quantity, an arbitrary stress can be decomposed into nine components.
Each component is specified by a magnitude and two basis vectors. The first index i of
the stress component σik denotes the direction êi in which the stress acts. The second
index k corresponds to the normal vector êk of the plane area on which the stress acts.
Even though σxx and σxy act in the same x-direction, the nature of the stress components
is different. Equal indices describe a tension or compression depending on the sign of σii;
stress tensor components with mixed indices describe shear deformations. For small
deformations, the elastic stress is related to the strain field (Cauchy’s method) by the
first-order term of the Taylor expansion [284, Ch. 3.2; 279, App. A5]

σij(εkl) = σij(0) +
(
∂σij

∂εkl

)
εkl=0

εkl + 1
2

(
∂2σij

∂εkl∂εmn

)
εkl=0

εmn=0

εklεmn + . . . . (4.3)

With σij(0) = 0, we obtain the constitutive equation

σij = Cijklεkl (i, j, k, l = 1, 2, 3) (4.4)

for (an)isotropic elastic materials. In analogy to Hooke’s law describing the elongation
of a spring by action of a force, the generalization of this law expressed by Eq. 4.4
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4.1 Basic principles of elasticity theory

states that the strain of an elastic material is proportional to the stress it encounters.
The coefficients Cijkl =

(
∂σij

∂εkl

)
are components of the fourth-rank stiffness tensor [284,

Ch. 3.2.1]. While ε and σ represent physical quantities, C is a characteristic of the elastic
material similar to the spring constant as a measure for the spring’s stiffness. For crystal
structures, stiffness constants are on the order of 1011 N/m2 (100 GPa), which is five
orders of magnitude larger than for soft biological tissues. Since this elastic property may
vary for different crystalline directions, it is necessary to specify the chosen coordinate
system. A summary of the presented tensors and constitutive relations that describe
linear elastic deformations of solids is given in Tab. 4.1.

Table 4.1: Overview of tensors needed to describe structural deformations.

tensor rank measured quantity units subscript notation compact notation

ε 2 strain -
Fij = εij + ωij + δij F = ε + ω + 1ω 2 rotation -

F 2 displacement gradient -
t(ê) 1 traction GPa

ti = σikêk t = σ · ê
σ 2 stress GPa

σij = Cijklεkl σ = C : ε
C 4 stiffness GPa

4.1.2 Symmetry simplifications

Although the stiffness tensor has generally 34 = 81 components, symmetry relations
considerably reduce the number of independent elements needed for the full quantification.
Two types of symmetry observations can be distinguished, adressing the stress and strain
tensors on the one hand, and the crystal symmetry of the material itself on the other
hand.

From the conservation of angular momentum valid for centro-symmetric crystals, it
follows that σij = σji (Fig. 4.2b). Together with the symmetric strain tensor εij = εji, the
resulting two so-called minor symmetries for the stiffness tensor C reduce the number of
independent elastic constants from 81 to 36 [284, Ch. 3.2; 287, Ch. 4; 283, Ch. 2.1]:

Cijkl = Cjikl and Cijkl = Cjilk . (4.5)

The number of tensor components for the general anisotropic case can be further reduced
to 21 due to energy conservation: By recalling the constitutive equation (Eq. 4.4) and
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assuming the existance of a strain-energy function U = 1
2 Cijklεijεkl [279, App. A5; 283,

Ch. 2.9; 280, Ch. 3] such that σij = ∂U/∂εij, we find the major symmetry

Cijkl = Cklij (4.6)

for any non-zero real symmetric strain tensor ε.3

With these symmetry considerations in mind, the generalized Hooke’s law in terms of
displacements becomes

σij = Cijkl
∂ul

∂xk

. (4.7)

Another consequence of the observed symmetry relations is that a pair of unordered indices
(i, j) can give only six independent values, yielding the contracted Voigt notation [288]:

(11) ↔ 1 (22) ↔ 2 (33) ↔ 3
(23) = (32) ↔ 4 (31) = (13) ↔ 5 (12) = (21) ↔ 6 .

(4.8)

Hence, we can rewrite (Cijkl)i,j,k,l=1,2,3 in the form of a 6 × 6 matrix


C11 C12 C13 C14 C15 C16

C22 C23 C24 C25 C26

C33 C34 C35 C36

C44 C45 C46

C55 C56

Sym. C66


. (4.9)

Here, the definition Cαβ = Cijkl is introduced, in which α is related to (ij) and β is related
to (kl).

As first stated by Pierre Curie in 1894 [289], the coefficient tensor C also has to be
in accordance with the symmetry of the physical system. The maximum number of
21 independent elastic constants applies to triclinic lattices. Less independent entries
are sufficient for crystals with higher symmetries: For example, the stiffness tensor of a
hexagonally symmetric material (e.g. 2H -polytype transition metal dichalcogenides [290])
is invariant for all rotations around the 6-fold principle axis and is composed of five
independent components (Fig. 4.3, left panel), of which two yield the C66-component. For

3The same result is obtained by Green’s method deriving the stress-strain relation from the energy
function U [279, App. A5].
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4.1 Basic principles of elasticity theory

cubic crystals (including the diamond lattice of Si), three mutually orthogonal planes of
mirror symmetry and the four-fold rotational symmetry yield three stiffness-components
(Fig. 4.3, middle panel). The elastic properties of an isotropic solid are invariant for any
change of axes and are specified by two independent constants (Fig. 4.3, right panel).
These are the material-dependent Lamé constants λ = C12 and µ = C44 = (C11 − C12)/2,
sometimes referred to as the dynamic viscosity (in fluid dynamics) and shear modulus,
respectively [279, Ch. 5.1.1, 284, Ch. 3.2.3].

IsotropicHexagonal Cubic

Figure 4.3: Elastic stiffness constants for different crystal structures. Non-zero components of the
stiffness tensor in Voigt notation (see Eq. 4.9) are indicated by filled circles, equal components by
connected circles, and components marked with a cross can be calculated from (C11 − C12)/2. Due to
specific crystal symmetries, the number of independent stiffness components is significantly reduced to 5
(hexagonal), 3 (cubic) and 2 (isotropic). In standard notation, we typically find C11 ≈ C33 > C12 ≈ C13
as visualized by different color gradients, and C11 > C44.

4.1.3 Compact symbolic tensor notation

While the subscript notation used so far is useful for direct numerical implementations,
the more compact symbolic tensor notation (see also last column of Tab. 4.1) allows
for a more insightful algebraic formulation and discussion of guided acoustic waves in
anisotropic media (see section 4.2.2). In this approach introduced by Auld [281, Ch. 1F],
the 3 × 3 matrix representation of the strain tensor

ε = 1
2


∂u1
∂x1

∂u1
∂x2

∂u1
∂x3

∂u2
∂x1

∂u2
∂x2

∂u2
∂x3

∂u3
∂x1

∂u3
∂x2

∂u3
∂x3

+ 1
2


∂u1
∂x1

∂u2
∂x1

∂u3
∂x1

∂u1
∂x2

∂u2
∂x2

∂u3
∂x2

∂u1
∂x3

∂u2
∂x3

∂u3
∂x3

 , (4.10)

becomes
ε = 1

2
(
∇xu + (∇xu)T

)
, (4.11)
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where ∇xu is the gradient of the displacement vector field u. The symbolic notation of
Eq. 4.2 is t = σ · ê, where the inner product (·) indicates the summation over the last
index. Double notation over two indices, e.g. in Eq. 4.4, is denoted by (:). The generalized
Hooke’s law (Eq. 4.4) then reads

σ = C : ε (4.12)

or, employing symmetry relations (Eqs. 4.5–4.7),

σ = C : ∇xu . (4.13)

4.1.4 Elastodynamic wave equation

If a deformed crystal is at rest, i.e. in the case of a static equilibrium without body forces,
the resulting conservation of momentum is expressed by ∂σij

∂xj
= 0. Acoustic vibrations

and propagating elastic waves, however, imply that the evolving displacement gradient
field becomes a function of time. Applying Newton’s law, this leads to the fundamental
equation of motion for a homogeneous anisotropic medium with material density ρ [284,
Ch. 3.1.2; 282, Ch. 2.3.2]:

ρ
∂2ui

∂t2
= ∂σij

∂xj

,

ρü = ∇x · σ = divxσ .

(4.14)

Note that in the absence of an externally applied torque, the stress tensor is symmetric
and local rotations play no part in the equations of motion. Inserting the stress-strain
relation given by the generalized Hooke’s law (Eq. 4.4, see also Fig. 4.4), we obtain the
elastodynamic wave equation that only depends on the spatiotemporal evolution of the
displacement field u(x, t):

ρ
∂2ui

∂t2
= Cijkl

∂2ul

∂xj∂xk

,

ρü = divxC : ∇xu .

(4.15)

Since the stiffness tensor of isotropic media is fully defined by the two material-dependent
Lamé constants λ and µ, we obtain simplified forms of the constitutive equation (Eq. 4.4)
and elastodynamic wave equation (Eq. 4.15):

σij = λ εkk + 2µεij and ρü = (λ+ µ)∇divx u + µ∆u . (4.16)

58



4.1 Basic principles of elasticity theory

constitutive equation

geom
etric law

ε =          ∇
x u + (∇

x u) T

12 (

(

eq
ua

tio
n 

of
 m

ot
io

n
ρu

 =
 ∇

x  ⋅  
σ

..

σ = C : ε 

Displacement

Stress Strain
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rived.

Unlike exclusively transverse electromagnetic waves in vacuum and longitudinal waves in
fluids, transverse and longitudinal waves can both propagate in elastic solids. As will be
detailed in section 4.1.5, the corresponding wave velocities scale with the square-root of the
stiffness components. To analyze the local structural distortion arising from vibrational
motions (e.g. in optically excited heterostructures; see Chapter 7 and Refs. [72, 116]), it
is insightful to retrieve the time-dependent evolution of the displacement gradient tensor
F (∆t) = ε(∆t) + ω(∆t) + 1.

4.1.5 Bulk phonon dispersions

While the preceeding sections featured an introduction into the basic concepts of strain
and stress, motion and deformation, and into constitutive equations that make up elasticy
theory, the microscopic structure of solids has been ignored. Due to interatomic distances
of a few Å and sound velocities between 103 m/s and 104 m/s, we can anticipate that
the continuum-mechanical picture only provides an accurate description of the lattice
dynamics for a specific range of wavenumbers and wave frequencies. In order to derive
the limiting values, we treat the elastic crystal as an assembly of atoms (mass m) that are
located at the nodes of a three-dimensional lattice (lattic constant a) and connected by
material-specific springs (spring constant K). Once one atom is displaced, neighboring
atoms are set in motion and the disturbance propagates through the solid. One general
solution [291, Ch. 5.2.2] of the simplified one-dimensional equation of motion (derived
from the combination of Hooke’s law and Newton’s law) describes the lattice dynamics as
a propagating plane wave (wavenumber q) with a dispersion relation given by

ω =
√

4K
m

∣∣∣∣sin qa2
∣∣∣∣ . (4.17)
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Due to the periodicity of the crystal, dispersion curves are usually shown for the first
Brillouin zone only. At the zone borders, standing waves with group velocity vgr =
dω/dq = 0 evolve. For small wavenumbers, such that qa � 1, the dispersion becomes the
straight line

ω ≈
√
K/m aq = vph q , (4.18)

whose slope vph is the phase velocity. If the wavelength λ = 2π/q is comparable to
the interatomic distance a, the medium is dispersive and the acoustic cut-off frequency
fc =

√
K/(π2 m) = vph/(πa) is reached at the zone borders. For silicon with lattice

constant a = 5.43 Å and longitudinal sound velocity vL = 8432 m/s, the cut-off frequency
is fc = 4943 GHz. With increasing frequency, the wavelength becomes shorter: Traditional
piezoelectric transducers operating in a broadband ultrasound regime (40 kHz–500 MHz,
Ref. [285, App. A]), for example, launch acoustic phonons with wavelengths between a few
centimeters and few tens of micrometers. By optically exciting thin crystalline membranes
using short laser pulses, high-frequency acoustic phonons in the gigahertz-regime can be
generated and observed, for example, through time-resolved diffraction patterns in UTEM.
Here, the phonon wavelength approaches the sample thickness, but still remains larger
than the crystal lattice constant. Thus, the solid appears continuous to the described
lattice dynamics.

In addition to compression movements along the propagation direction of the wave,
lattice atoms can also be displaced in perpendicular directions, which results in two
transverse (shear) waves. Restoring forces will in general be different in all directions, so
that three distinct dispersion curves are assigned to the individual polarizations [see blue
curves in Figs. 4.5d–f]. Independently from the atomic displacement relative to the wave
propagation direction, all atoms oscillate in phase in the same way as for acoustic waves.
The low-frequency branches of the dispersion relation are therefore called acoustic. In
crystal lattices described by an N -atomic unit cell such as diamond silicon with N = 2
(see crystal structure in Fig. 4.5a), not only acoustic distortions of the entire basis occur,
but atoms within the basis can oscillate out of phase. The resulting high-frequency
dispersion branches are called optical in analogy to electromagnetic dipole oscillations.
All types of atomic displacements relative to equilibrium positions and the propagation
direction of the wave are shown in Fig. 4.5c for a 1D crystal unit cell with two atoms.
Characteristic features of the optical longitudinal and transverse modes (red curves in
Figs. 4.5d–f) include small group velocities over a broad range of wavenumbers q and a
maximum phase difference of π between neighboring atoms in the small-q region.

60



4.1 Basic principles of elasticity theory

X

L

K
W

kz

kx

kyy
Γ

Γ X Γ K X’ Γ L

LO

LO

TO1,2
TO1,2

LA LA

TA1,2

TA2

TA1,2

LO TO2

TO1

LA
TA1

q || [100] q || [110] q || [111]

a = 5.43 A

LA

LO

TO

TA

a

d e f

b c
Fr

eq
ue

nc
y 
f (

TH
z)

Silicon 

0 2√ 2π
a0 2π

a 0 π
a3√

q

Figure 4.5: Phonon dispersion curves of bulk silicon. (a) Diamond structure of silicon with two-atomic
unit cell. (b) Reciprocal space representation of the fcc Brillouin zone with characteristic points.
Adapted from Ref. [292]. (c) Schematics of optical and acoustic longitudinal (LO, LA) and transverse
(TO, TA) wave polarizations for a biatomic unit cell. (d–f) Silicon dispersion relations along different
wave propagation directions obtained from calculations (lines) and experimentally (circles). While the
three transverse optical/acoustic branches are split (e), they are degenerate for lattice vibrations in
high-symmetry directions (d, f). Adapted from Ref. [293].

While the bulk dispersion relation generally has 3 acoustic phonon branches and
3(N − 1) optical phonon branches (Fig. 4.5e), the transverse branches of each type can be
degenerate along specific crystalline directions. This behavior is for example found along
the ΓX-direction (corresponds to [1̄00], Fig. 4.5d) and along the ΓL-direction (corresponds
to [111], Fig. 4.5 f). The location of the characteristic points Γ, X, L etc. in the first
Brillouin zone is depicted in Fig. 4.5b. The degeneracy of transverse phonon branches can
also be illustrated by so-called velocity surfaces, as explained in the following subsection.

4.1.6 Velocity surfaces

A geometrical representation of a velocity surface is obtained from joining the tips of
all polarization-specific phase-velocity vectors, drawn in spherical coordinates [294]. In
isotropic media, the phase velocities of bulk waves are independent of the propagation
direction, and the polarization vector is either parallel (longitudinal wave) or perpendicular
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(transverse wave) to it. Hence, an isotropic crystal is fully described by two velocity
spheres4 of radii vL and vT, as illustrated in Fig. 4.6a for an arbitrary cross-sectional
plane through the centre of the spheres. In anisotropic materials, however, the directional
dependency of the generally three bulk phase velocities not only leads to non-spherical
velocity surfaces, but also to the fact that atomic displacements are in most cases not
exactly parallel or perpendicular to the propagation direction. Except for distortions along
specific crystalline symmetry directions (pure mode directions according to Auld [281,
Ch. 7I]), the different modes are designated with the prefix quasi.5

In order to explicitly calculate the phase velocity and polarization of bulk waves, we
recall the elastodynamic equation of motion (Eq. 4.15) and seek a solution in form of a
plane harmonic wave propagating along the direction n in a crystal with stiffness Cijkl.
The resulting Christoffel equation [296, 297]

(Cijklnjnk − ρv2δil)ul = 0 (4.19)

with the Kronecker delta δil shows that the polarization vector ul is an eigenvector of the
symmetric and positive-definite Christoffel tensor Γil = Cijklnjnk. Nontrivial solutions
for the three phase velocities in a given direction are found from the secular determinant

|Γil − ρv2δil| = 0 , (4.20)

in which γ = ρv2 are the positive eigenvalues of the Christoffel tensor [284, Ch. 4.2.1].
The most straightforward solution of this eigenvalue problem is obtained for isotropic
materials, for which the Christoffel tensor

Γ =


C44 0 0
0 C44 0
0 0 C11

 (4.21)

yields the acoustic velocities vL =
√
C11/ρ =

√
(λ+ 2µ)/ρ and vT =

√
C44/ρ =

√
µ/ρ of

the bulk longitudinal and transverse waves. Since C11 > C44, also vL > vT holds true for
all isotropic solids.

As visualized in Fig. 4.6b, cross sections of the velocity surfaces of anisotropic materials

4Shear vertical and shear horizontal waves propagate in isotropic media with identical transverse
velocity vT, giving rise to only one common transverse velocity surface. The second velocity surface is
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Figure 4.6: Sound velocities in bulk and confined media. (a) In isotropic platinum, bulk velocities vL
and vT are independent of the wave propagation direction resulting in spherical velocity surfaces with
radii vL > vT. (b) The velocity surface of silicon is given by three sound velocities, here shown for the
(11̄0)-plane, revealing the crystalline anisotropy. In [001]- and [111]-direction, the transverse phase
velocities are degenerate. (c) Lamb phase-velocity curves for a 35-nm thin silicon membrane with
k || [110], decoupled into symmetric (blue) and antisymmetric (red) modes. The asymtotic behavior of
the phase velocities is related to cut-off frequencies given by multiples of the sound velocities, here
vL = 8432 m/s and vT = 5843 m/s. All curves are traced using the free software suite Dispersion
Curve (DC) [298].

are more complex.6 The three curves shown for wave propagations in a diagonal plane of
silicon are expressed in terms of the stiffness-tensor components C11, C12, and C44 and are
all non-circular. For the [001]- and [111]-directions, the two transverse phase velocities
are equal, which corresponds to the degeneration of the dispersion curves of bulk silicon
(see Figs. 4.5d,f).

4.2 Guided acoustic waves in confined nanostructures

Spatial confinement of acoustic phonons in semi-infinite and (multilayered) plates7 intro-
duces restrictions on phonon polarizations, acoustic wave localizations, and superpositions
of generated waves. The resulting guided waves have already been analytically studied in
the late 19th and early 20th century and are named after the scientists who first discovered
them, i.e. Rayleigh, Love, Lamb, and Stonely [39–41, 299]. Curiously, an infinite number
of guided Lamb modes with distinct polarizations and (anti)symmetric displacement fields

associated with longitudinal waves.
5For details on the difference between pure modes and quasi modes, see also Refs. [295, Ch. 16; 284,

Ch. 4.2.1].
6The reader is referred to Ref. [284, Ch. 4.2.5] for explicit expressions of the phase velocities as a function

of the polar angle θ.
7A plate can be any solid which is much thinner compared to the other two dimensions.

63



Chapter 4 Nanophononic waveguides

with respect to the center-plane is supported in elastic plates. Exploiting the latter fact,
an elastic version of the quantum spin Hall effect [300, 301] in form of helical edge modes
is experimentally achieved [302] supporting theoretical predictions [303].

4.2.1 Lamb waves in isotropic media

In order to arrive at an intuitive description of guided Lamb modes, we consider an
acoustic wave propagating in an isotropic solid, which is characterized by two sound
velocities that are independent of the propagation direction (Fig. 4.6a). As the wave
impinges on the material-vacuum interface, boundary conditions of traction-free surfaces
apply. For a transverse horizontal (TH) wave polarized parallelly to the free surface, this
condition is inherently fulfilled and the wave will be totally reflected. Longitudinal (L)
and transverse vertical (TV) waves, however, are coupled at the boundary: an incident L
(TV) wave results in a reflected L (TV) wave and a converted TV (L) wave (see geometry
in Fig. 4.7a). Similar to electromagnetic waves, the propagation directions of the partial
waves are given by the acoustic Snell’s law, and reflection coefficients as well as conversion
coefficients can be deduced in analogy to Fresnel equations [284, Ch. 4.4; 281, Ch. 9B].
For the pure shear wave, the quasi-shear and the quasi-longitudinal wave in anisotropic
media (see velocity surfaces in Fig. 4.6b), an analytical statement of Snell’s law is difficult
to derive, but it is possible to obtain scattering angles graphically from slowness surfaces
(i.e. the inverse of the velocity surfaces) [284, Ch. 4.4; 281, Ch. 9C].

In plate-shaped waveguides with a uniform cross section and two plane-parallel surfaces,
acoustic plane waves propagate along the waveguide axis n by reflection from both
surfaces (Fig. 4.7b), with the same propagation wavenumber k for all partial waves. In
the direction ν perpendicular to the waveguide axis, the wave pattern is a function of
resonant standing waves. These mode solutions are called Lamb waves.

The most general method for solving isotropic waveguide problems makes use of
the Helmholtz decomposition [304], in which the displacement field is expressed by a
divergence-free scalar related to dilations and a curl-free vector potential related to shear
strains. In the case of Lamb waves, both surfaces of a plate with thickness 2h are in
contact with vacuum and traction-free. The out-of-plane wavevector components kL

ν and
kT

ν for longitudinal and transverse acoustic waves are related to the common in-plane
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wavevector k, the acoustic sound velocities vL and vT, and the angular frequency ω by

(
kL

ν

)2
= ω2

v2
L

− k2 and
(
kT

ν

)2
= ω2

v2
T

− k2 . (4.22)

With these definitions, one quickly arrives at the characteristic dispersion relation, called
Rayleigh-Lamb equation:

tan
(
hkL

ν + α
)

tan(hkT
ν + α) = kT

ν

kL
ν

(
1 − ω4

4k2 (kT
ν )2 v4

T

)
. (4.23)

The parameter α classifies Lamb modes as symmetric (α = 0) or antisymmetric (α = π/2)
in terms of the evolving displacement field with respect to the mid-plane of the plate.
The corresponding dispersion curves – typically plotted using dimensionless parameters
as shown in Fig. 4.7d – are designated Sn and An (n ∈ N0). The dispersion equations for
the Lamb wave modes are simple in appearance, but can only be solved by numerical
algorithms. For more information on several dispersion-curve tracing routines, the reader
is referred to Refs. [285, 305, 306].

The following paragraphs briefly discuss some essential features of the dispersion
curves and their associated displacement fields, which are covered in more detail in most
comprehensive books on elasticity theory. In opposite to the finite number of modes in
bulk materials, an infinite number of guided Lamb modes exists in elastic plates. Two cases
can be distinguished, depending on whether the frequency-thickness product approaches
either zero or a cut-off value as kh/π → 0 (Fig. 4.7d). The two lowest-order modes,
i.e. the symmetric mode S0 and the antisymmetric mode A0, cover the full frequency
range. Near the origin, the longitudinal S0-mode behaves linearly, while the flexural
A0-mode becomes parabolic: ω(k) = vP√

3k
2h [284, Ch. 5.5.2]. Here, vP = vL

√
1 − C2

12/C
2
11

is the plate velocity, that is approached by both zero-order modes for large in-plane
wavenumbers. In contrast, higher order modes (n ∈ N) are counted in their sequence of
increasing cut-off frequencies that scale with the sound velocities:

fc,S2n · 2h = nvT and fc,A2n · 2h = nvL

fc,S2n+1 · 2h =
(
n+ 1

2

)
vL and fc,A2n+1 · 2h =

(
n+ 1

2

)
vT .

(4.24)

This characteristic frequency spectrum for small wavenumbers is similarly found for
the phase velocities, as shown in Fig. 4.6c for anisotropic silicon. Hence, only for the

65



Chapter 4 Nanophononic waveguides

zero-order antisymmetric mode, vanishing phase velocities are observed as a result of the
parabolic dispersion in the low-k regime. Cut-off frequencies of Lamb modes with n 6= 0
become vertical asymptotes.8 With increasing sample thickness 2h, the Lamb dispersion
curves shift down to lower frequencies.

Remarkably, there are no intersections of Lamb modes of the same type (Sn with Sm,
or An with Am, n 6= m) in the entire k-range [307]. Near “intersections” (e.g., between
the S4 and the S6 branch at around 2fh = 5.5 MHz·mm), avoided crossings are observed
in analogy to level repulsions predicted by Wigner and von Neuman in 1929 for quantum-
mechanical systems [308].

A physical picture of the displacement field associated with the two types of Lamb
modes is best obtained by focusing on the small-k region. As seen from Fig. 4.6c, the mode
order indicates the number of zero-crossings in the displacement component perpendicular
to the propagation direction (see black lines in Fig. 4.6c). In both sequences, pure shear
and pure longitudinal types of standing waves alternate.

4.2.2 Anisotropic Lamb wave description

The potential theory method used to derive the Rayleigh-Lamb equation (Eq. 4.23) is
limited in that it cannot be applied to anisotropic problems. The partial wave technique,
however, is suitable for any planar waveguide problem. The main idea is closely related to
the introductory part of the previous subsection, as it arrives at the Lamb wave solutions
using a linear homogeneous system of six superimposed partial waves. For the analysis of
guided modes in multilayered composites, the partial wave approach is combined with
the Thomson-Haskell transfer matrix method [309, 310], the global matrix method [311],
or the stiffness matrix method [312, 313].

Although anisotropy and confinement introduce a high degree of complexity to nanopho-
nonic wave problems, an elegant mathematical formulation of the elastic wave equation
can be derived to retrieve analytical solutions for the low-frequency limits of Lamb
waves in homogeneous, stratified, and functionally graded anisotropic plates. Following
Refs. [314–317], we analyze plane waves propagating in the nν-plane, i.e. displacement
fields do not depend on the argument x · w = x · (n × ν). Solutions to this acoustic wave

8For k → 0, the limit values for the frequencies result equally for isotropic and anisotropic media
according to Eq. 4.24.
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problem take the form [315]

u(x, t) = m(ik x · ν︸ ︷︷ ︸
x′

) exp[ik(x · n − ct)] , (4.25)

where the exponential describes the propagation of the plane wave in the direction of
unit vector n with phase velocity c and wavenumber k = 2π/λ. Since sound velocities
and deformation profiles strongly depend on the propagation direction in anisotropic
materials, we choose the complex vector function m to take an arbitrary wave polarization
in transverse direction x · v into account. Substituting this plane wave ansatz into the
acoustic wave equation (Eq. 4.15), we obtain the displacement gradient

∇xu = ikν · ∂x′m(x′) exp[ik(x · n − ct)] + ikn · m(x′) exp[i k(x · n − ct)]
= ik(ν∂x′ + n) · m(x′) exp[ik(x · n − ct)] .

(4.26)

For the full spatial expression in Eq. 4.15, we get

divxC : ∇xu = ik(ν∂x′ + n) · C : ik(ν∂x′ + n) · m(x′) exp[ik(x · n − ct)] . (4.27)

Using the temporal derivative ρü = ρc2u, the wave equation in simplified and reorganized
form reads

[(ν · C · ν)∂2
x′ + (ν · C · n + n · C · ν)∂x′ + (n · C · n) − ρc21] · m(x′) = 0 (4.28)

or, in a more compact notation,

[
A1∂

2
x′ +

(
A2 + AT

2

)
∂x′ + A3

]
· m(x′) = 0 , (4.29)

with 3 × 3 matrices

A1 = ν · C · ν; A2 = ν · C · n; A3 = n · C · n − ρc2 1 . (4.30)

Matrices A1 and A3 are symmetric and positive-definite guaranteeing the existance of
their inverses. In analogy to the wave equation in bulk anisotropic solids described
by the Christoffel tensor Γil (Eq. 4.19), Eq. 4.29 is called Christoffel equation. Note
that the elasticity tensor C and hence, the A matrices strongly depend on the chosen
coordinate system relative to crystallographic orientations. Choosing explicit unit vectors
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n = (100) and ν = (010), and recalling the subscript notation, the components (jk) of
the A-matrices in Eq. 4.30 become

Ajk
1 =

∑
i,l

νiCijklνl = C2jk2

Ajk
2 =

∑
i,l

νiCijklnl = C1jk2

Ajk
3 + ρc2δjk =

∑
i,l

niCijklnl = C1jk1 .

(4.31)

For the class of cubic materials with stiffness tensor components (Voigt notation) C11 =
C22 = C33, C12 = C13 = C23, and C44 = C55 = C66 [284, Ch. 3.2.3], the matrices read

A1 =


C44 0 0
0 C11 0
0 0 C44

 A2 =


0 C12 0
C44 0 0
0 0 0

 A3 + ρc2 1 =


C11 0 0
0 C44 0
0 0 C44

 .

(4.32)
As surfaces and interfaces in confined crystal structures impose boundary conditions on
mechanical variables, the differential equation 4.29 turns into a Cauchy problem [318, 319].
The auxiliary vector function w(x′) = ∂′

xm(x′) transforms the second-order Christoffel
equation into the following matrix equation of first order (Cauchy normal form) [314, 315,
317]:

∂′
xY (x′) = G · Y (x′) , (4.33)

with the six-dimensional vector function

Y (x′) =
m(x′)

w(x′)

 (4.34)

and 6 × 6 matrix

G =
 0 1

−A−1
1 · A3 −A−1

1 ·
(
A2 + AT

2

) . (4.35)

Identifying matrix G as a Jacobian, the general solution of Eq. 4.33 is

Y (x′) = exp(Gx′) · Y0 , (4.36)

where Y0 is a six-dimensional complex vector defined by boundary conditions. Specifically,
to solve the acoustic wave problem for a thin plate with thickness 2h, the traction-free

69



Chapter 4 Nanophononic waveguides

boundary condition (Neumann boundary condition) needs to be employed in the direction
of the plate surface normal ν:

tν(x, t) ≡ ν · C : ∇xu(x, t)|x=±h = 0 . (4.37)

In terms of matrices, the boundary conditions are represented by(
A1

∂

∂x′ + A2

)
· m(x′)|x′=±ikh = 0 . (4.38)

At this point, we can draw on solution approaches developed by Ehselby et al. [320] and
Stroh [321] for acoustic wave propagation problems in elastic materials with arbitrary
anisotropy [283, 322, 323]. Within the so-called sextic formalism, Eq. 4.36 and Eq. 4.38
can be combined to incorporate Eq. 4.29 into a system of six linear differential equations in
terms of polarizations and surface tractions. Specifically, we obtain the linear relationshipm(±ikh)

tν(±ikh)

 = Z · exp(±ikhG) · B , (4.39)

where B is a six-dimensional complex vector and Z =
 1 0

A2 A1

 is called impedance

matrix. Furthermore, it can be shown that polarizations and tractions on both plate
surfaces are coupled by a transfer matrix T = Z · exp(−2ikhG) ·Z−1 [314]. This coupling
is expressed by a degenerate mapping R finally yielding the Lamb dispersion equation for
any anisotropic homogeneous plate with traction free boundaries. Nontrivial solutions for
the phase velocity are found evaluating the characteristic equation [314, 315]

det[R] = det
[
(0; 1) · Z · exp(−2ikhG) · Z−1 · (0; 1)T

]
= 0 . (4.40)

In the limit of k → 0, the phase velocity for the lowest order quasi-symmetric Lamb mode
is obtained from the secular equation [315]

det
[
(0; 1) · Z · G · Z−1 · (0; 1)T

]
= 0 . (4.41)

Validation of the presented general equations for a homogeneous plate with free surfaces
can easily be shown for the simplest case of isotropic materials [315].

In Ref. [116] (reprinted in Chapter 7), the presented formalism was employed for k → 0
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to calculate the asymptotic phase velocity of the S0 Lamb wave propagating along the
crystallographic [110]-direction of anisotropic silicon.

In the case of multilayer plates with N layers, interface boundary conditions, i.e. conti-
nuity of surface tractions

m(k)(x′)|x′=−ikhk
= m(k+1)(x′)|x′=+ikhk+1 k = 1, . . . , N − 1 (4.42)

and displacements across corresponding interfaces(
A

(k)
1

∂

∂x′ + A
(k)
2

)
· m(k)(x′)|x′=−ikhk

=
(

A
(k+1)
1

∂

∂x′ + A
(k+1)
2

)
· m(k+1)(x′)|x′=+ikhk+1 ,

(4.43)
extend the transfer matrix T into a multiplication of the individual layer transfer matri-
ces [315]. Numerical modelling of acoustic modes in complex stratified plates containing
multiple layers with alternating contrast physical properties [315, 316] and functionally
graded plates [324] is performed by a combination of the presented sextic Cauchy formal-
ism and the Thomson-Haskell transfer matrix method. In comparison to results obtained
for a single homogeneous plate, considerable differences in the dispersion relation of
layered composites are theoretically predicted across a broad frequency range.

4.2.3 Transverse magnetic modes in a planar dielectric waveguide

Similar to nanophononic waveguides, guided-wave optic components serve as key building
blocks of today’s communication systems, medical equipment, as well as scientific and
engineering instrumentation. Bearing in mind the previously discussed elasticity principles
and properties of acoustic waveguides, the following section aims at gaining a broader
perspective on waveguide concepts by covering an optical equivalent in form of a planar
dielectric waveguide. Although differences between phononic and photonic systems are to
be expected in the governing wave equations, required boundary conditions, and resulting
dispersion relations, notable resemblances reflect the universality of the idea to confine
propagating waves to a structure that supports an infinite number of guided modes.

In the simplest geometric form, an optical planar waveguide consists of three homo-
geneous dielectrica (refractive indices n1,2,3) of which the infinitely-extended core layer
(large n2) with a thickness 2a comparable to the operating wavelength λ0 is covered by a
semi-infinite cladding (small n1, n3) at both surfaces [325]. While dielectric waveguides
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may contain anisotropic materials, most often isotropic, nonmagnetic materials are com-
bined. In addition to this natural choice, we establish the analogy to Lamb waveguides on
the basis of loss-less materials and a symmetric step-index profile (n1 = n3) characterized
by an abrupt change of the refractive index at the film-cladding interfaces.9

Similar to the subdivision of transverse acoustic waves in isotropic media into shear-
horizontal (SH) and shear-vertical (SV) waves, this optical planar waveguide can also
support two independent types of transverse waves. These are plane waves with electric
field components either normal to or in the plane of incidence defined by the surface
normal and the incident wave vector [326, Ch. 1]. The corresponding polarizations are
referred to as perpendicular/transverse electric (TE) or parallel/transverse magnetic
(TM), respectively.10 In line with the discussion of the displacement-field component
perpendicular to the propagation direction in the planar Lamb waveguide, we only consider
the optical case of parallelly polarized TM waves, for which the incident, reflected, and
transmitted electric fields E have components in and normal to the propagation direction.
The accompanying magnetic fields H are normal to the plane of incidence and the
propagation direction. Different from acoustics, the electromagnetic field is localized in
the core layer of the waveguide by total internal reflections [327, Ch. 1.1], and not by
mode conversions at interfaces and a superposition of differently polarized waves.

To find the electromagnetic modes guided by the thin-film waveguide, we have to solve
Maxwell’s equations with boundary conditions for individual field components. For TM
modes propagating along the z-direction of the waveguide with the upper surface-normal
along x and refractive indices independent of the cartesian coordinates, the region-specific
wave equation expressed in terms of Hy read [327, Ch. 2.1]:

d2Hy(x)
dx2 +

(
k2

0n
2 − k2

)
Hy(x) = 0

Ey = Hx = Hz = 0 .
(4.44)

Here, k0 = 2π/λ0 is the wavenumber in vacuum and k is the propagation wavevector
in the waveguide. Assuming that the guided electromagnetic fields are confined in the
thin film (f) and exponentially decay in the cladding (c) (nf > nc, phase velocities:

9In contrast, most practical planar waveguides have a linear or exponential graded-index profile that is
continuous along the surface normals [326, Ch. 3].

10As soon as the planar waveguide has a finite dimension in the direction perpendicular to the surface
normals and the propagation direction, i.e. for a 3D rectangular waveguide, TE and TM modes are
coupled [326, Ch. 5.2].
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vf,c = c0/nf,c), the magnetic field distribution is [327, Ch. 2.1.2] expressed as

Hy(x) =


A cos(κa− φ)e−ξ(x−a) x > a

A cos(κx− φ) −a ≤ x ≤ a

A cos(κa+ φ)e−ξ(x+a) x < −a

. (4.45)

Similar to the normal wavevector components kL
ν and kT

ν for longitudinal and transverse
acoustic waves (cf. Eq. 4.22), the optical wavevector components κ and ξ along the x-axis
in the film and cladding regions are defined by

κ2 = ω2

v2
f

− k2 > 0 and ξ2 = k2 − ω2

v2
c
> 0 . (4.46)

From the boundary conditions that the tangential components Hy and Ez are continuous
across the planar interfaces (x = ±a) between the different dielectrica, the following
dispersion equation for waves with frequency ω and propagation wavevector k is obtained:

aκ = mπ

2 + arctan
(
n2

d
n2

c

ξ

κ

)
. (4.47)

The TM mode number m is the equivalent to the parameter α that characterized symmetric
and antisymmetric Lamb modes (cf. Eq. 4.23) in the previous section 4.2.1. Separating
even and odd modes, we can rewrite the optical dispersion relation in the form [325–327]

tan(aκ) =


+
(

n2
d

n2
c

ξ
κ

)
(m even)

− 1(
n2

d
n2

c

ξ
κ

) (m odd) ,
(4.48)

which closely resembles the Rayleigh-Lamb equation (cf. Eq. 4.23) in its alternative version

tan
(
hkT

ν

)
tan(hkL

ν ) =


− 4k2kT

ν kL
ν(

(kT
ν )2−k2

)2 (symmetric)

−
(

(kT
ν )2−k2

)2

4k2kT
ν kL

ν
(antisymmetric) .

(4.49)

Disregarding the change of sign in Eq. 4.48 compared to Eq. 4.49, these representations
of the respective dispersion relations clearly reveal the common inverse relation between
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the two types of modes in each waveguide. The even and odd mode numbers similarly
correspond to symmetric and antisymmetric field profiles with respect to the mid-plane
of the optic waveguide.

Another interesting commonality between these specific acoustic and optical waveguides
is obtained from an explicit expression of the optical dispersion relation in terms of the
angular frequency ω. Such a formulation was previously given for the Rayleigh-Lamb
equation (Eq. 4.23), which is repeated here for reasons of convenience:

tan
(
hkL

ν + α
)

tan(hkT
ν + α) = kT

ν

kL
ν

(
1 − ω4

4k2 (kT
ν )2 v4

T

)
. (4.50)

Inserting the phase velocities and the full expressions for κ and ξ (Eq. 4.46) into the even
branches of Eq. 4.48, we obtain

tan (aκ) = v2
c
v2

d

k2

ξκ

(
1 + ω2

κv2
c

− ω4

k2κ2v2
cv

2
d

)
(4.51)

for the optical waveguide.

As the transcendantal equation can only by evaluated numerically, it is customary
to use generalized parameters introduced by Kogelnik and Ramaswany [328]. For the
symmetric step-index waveguide two generalized parameters are sufficient [326, Ch. 2.2.2],
which are

(i) the generalized frequency or generalized film thickness V = 2k0a
√
n2

f − n2
c, that

includes all required parameters to fully characterize the vacuum wavelength and
the symmetric planar waveguide, and

(ii) the generalized guide index b = N2−n2
c

n2
f −n2

c
, with the effective index N = k/k0, spans

from 0 to 1. Since nc < N < nf, the dispersion relations are limited to the region
between the two light lines ω = c0/nfk and ω = c0/nck.

In terms of these generalized parameters [326, Ch. 2.3.1], the dispersion relation for TMm

modes is
V

2
√

1 − b = mπ

2 + arctan
n2

f
n2

c

√
b

1 − b

 . (4.52)

As b (the propagation wavevector k) becomes zero, all TMm modes except for the TM0

mode approach nonzero cut-off frequencies at Vm = 2k0a
√
n2

f − n2
c = mπ. By the easily
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achievable reformulation of this equation into

f · 2a = m
c0

2
√
n2

f − n2
c

, (4.53)

a straightforward comparison of the optical cut-off frequencies with the Lamb cut-off
frequencies (Eq. 4.24) can be drawn: For small k, both waveguides are characterized by
cut-off frequencies f = ω/(2π) that are counted in the mode index and linearly scale with
bulk phase velocities.
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Chapter 5

Diffraction theory and diffractive probing of ultrafast
structural dynamics

While high-resolution imaging allows for the direct observation of the morphology of solid
systems in real space, diffraction methods yield complementary structural information in
reciprocal space. A comprehensive understanding of the investigated material can thus
be gained from two different perspectives. Over the past decades, electron- and x-ray
diffraction have become well-established techniques that are widely applied to thin films
and thick crystals for composition, strain, and symmetry characterizations. Aside from a
simple diffraction mode employing electron beam illumination, multiple different probing
geometries using a range of probing energies, angles of incidence, and convergence angles
are nowadays well-established and are being further developed these days. By harnessing
the large range of diffraction methodologies, surface-sensitive measurements or the local
probing of inhomogeneities have become accessible. Experimental access to temporal
properties has been achieved by transferring these approaches to the ultrafast domain
in pump-probe measurement schemes. By tracking the time-dependent evolution of the
three main observables in an ultrafast diffraction experiment, i.e., diffraction intensity,
scattering angle, and Bragg spot or line profiles, sensitivity to structural dynamics induced
by pulsed excitation is gained. The straightforward connection between the scattering
characteristics and the (transient) structure of the crystalline solid is described within
the framework of scattering theory that is presented in this chapter.

After a brief overview of diffraction modes available in TEM with a particular focus on
convergent beam electron diffraction (CBED), an introduction of the basic principles of
scattering theory is provided. Furthermore, intensity variations arising from incoherent
phonon dynamics are discussed. Although single elastic scattering covered by kinematical
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scattering theory commonly suffices to understand fundamental structural signatures,
only multiple scattering correctly predicts scattering intensities acquired for thick crystals
and scattering profiles governed by inhomogeneous strain distributions along the probing
beam path. The description of such (imperfect) crystals is therefore covered by dynamical
scattering theory. The chapter closes with a few benchmarking results of recent ultrafast
diffraction experiments.

5.1 Diffraction modes in TEM

Before discussing the mathematical description of diffraction, it is worth to briefly introduce
a few diffraction modes typically used in TEM [329, Ch. 10.4]. Among those, selected
area electron diffraction and convergent beam electron diffraction have been employed in
ultrafast diffraction experiments presented in Chapter 7.

Selected area electron diffraction (SAED) Selected area electron diffraction is a very
common technique used in TEM and is applied for the study of both amorphous and
crystalline samples. Within this measurement scheme, the specimen is illuminated by a
collimated electron beam. The region-of-interest is determined by an aperture inserted into
the first image plane of the objective lens (see Fig. 2.2c). Typically, the probed specimen
region is limited to diameters in the µm-range. The resulting electron diffractograms
include structural information spatially averaged over the probed sample area. For
polycrystalline materials, this diffraction technique allows to average over a large number
of differently orientated nanoparticles, which gives rise to Debye-Scherrer rings (Fig. 5.1).
From the analysis of the intensity in these rings, the temperature increase in response to
an optical excitation of polycrystalline platinum deposited on a single-crystalline silicon
membrane can be extracted (see Chapter 7.6.9).

Nano-beam diffraction (NBD) In SAED, the real-space resolution is determined by the
illuminated circular region of interest chosen by the SAED aperture. In order to probe
dynamics in inhomogeneous specimen on sub-micrometer length scales, the size of the
diffracting area must be reduced to avoid averaging effects. For coherent electron sources,
this is achieved with the electron optics system, which can be employed to illuminate
nanometer-sized areas of a sample with nearly collimated electrons beams.
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Figure 5.1: Diffraction of a Pt/Si heterostructure. (a) The diffraction pattern shows Bragg spots of
a single-crystalline silicon membrane and Debye-Scherrer rings of a polycrystalline platinum stripe,
which is deposited on the membrane. (b) Selected region (see red rectangle in a) and corresponding
intensity profile from the diffraction pattern.

Convergent beam electron diffraction (CBED) Convergent beam electron diffraction is
performed by focusing an electron beam with a convergence angle about ten times larger
than in NBD mode at the specimen [329, Ch. 10.4.3]. Diffraction patterns recorded with
this technique therefore contain information from nanoscale sample areas and strongly
differ from images obtained with collimated, large-diameter electron beams.

In the focal plane of the objective lens, the transmitted and the diffracted electrons
form discs (Fig. 5.2b), which are separated by reciprocal lattice vectors and define a
family of conjugate diffraction spots where every spot corresponds to a particular incident
beam direction. Consequently, the size of the CBED disks depends on the size of the
condensor lens aperture and the excitation strength of the condensor mini lens (CM lens)
which set the convergence angle of the electron illumination. The amount of accessible
details, i.e., the magnification of reciprocal space, is given by the camera length of the
imaging system.

Within the angular profile of the electron beam, the Bragg condition11 is only fulfilled
by particular angles of incidence, as illustrated in Fig. 5.2a for the simplified case that
only one family of crystal planes fulfills the Bragg condition. The intersection of the
cone-shaped electron beam (red) and the cone of the Bragg condition (black) results
11The Bragg condition states that electron waves, which are elastically scattered from equally spaced

crystal lattice planes associated with a reciprocal lattice vector g, constructively interfer at specific
scattering angles θB and give rise to a diffraction pattern that critically depends on the orientation of
the crystal, as well as on the electron energy (de Broglie-wavelength λ). See section 5.2.2 for details.
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Figure 5.2: Basic principle of convergent beam electron diffraction. (a) Schematic representation of the
formation of a CBED diffraction pattern. For small Bragg angles, the projection of the hyperbolic
intersections of the electron beam cone (red) with the Bragg cone (black) on a flat screen/detector
results in straight lines. (b) CBED diffraction pattern of a graphite flake along a high-symmetry
direction, recorded at a small camera length (CBED mode CBD-553 of a JEOL F200 microscope).
The three main visible features are CBED disks corresponding to the incidident angular range of
the electron beam, Kikuchi bands in the background, and a first-order-Laue-zone ring [330, Ch. 2.3].
(c) CBED diffraction pattern with deficit and excess Bragg lines for a tilted silicon membrane (CBED
mode CBD-141 of a JEOL JEM-2100 microscope).

in a dark line called deficit line in the central disk (red) and a bright line, the excess
line, in the diffracted disk (violet). Both lines fulfill the conservation of total intensity.
As a consequence of the broad range of incident directions in the illumination cone
in conjunction with the small electron wavelength, the Bragg condition is most often
fulfilled simultaneously for several reciprocal lattice planes of a small region of the crystal
(Fig. 5.2c). The resulting diffraction pattern consists of a transmitted disk surrounded by
multiple diffracted disks. While each of the diffracted disks contains its own excess line, a
combination of all different deficit lines is visible in the transmitted disk.

The convergence angle in the schematic drawing and the experimental data shown
in Fig. 5.2 is chosen small enough so that the CBED disks are well-separated. Larger
convergence angles lead to overlapping disks with more complex intensity distributions.
For a highly-coherent electron beam, interference fringes within the overlaps of neigh-
boring disks [331] can be analyzed to characterize phase shifts at lattice defects [332].
Furthermore, the continuous variation of incident beam directions results in additional
intensity modulations. As will be discussed in section 5.2.3, CBED disks contain two-
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dimensional rocking curves. In order to record these intensity profiles over a large angular
range without disk overlap, an optimized coverage of the electron detector with scattered
electrons is obtained by choosing a maximum incident angle that is twice the Bragg
angle associated with the smallest reciprocal lattice vector of the material. Quantitative
diffractive probing of structural dynamics at a metal/semiconductor bilayer heterostruc-
ture requires CBED patterns which contain many differently orientated, well-separated
Bragg lines. As transient changes of line profiles are obtained by integrating the diffracted
intensity along the individual line directions (see section 7.6.3), long and intense Bragg
lines are beneficial.

The background between CBED disks is modulated by a set of Kikuchi bands passing
through the center of the diffraction pattern and extending to large scattering angles. The
intensity profile of these bands strongly depends on the crystal thickness. Generally,
defect bands with an intensity lower than the surrounding background are obtained for
thick crystals, whereas bright excess bands, as shown in Fig. 5.2b, are obtained for thin
crystals [333; 130, Ch. 7.5.4]. In addition to Kikuchi bands, excess and defect Kikuchi
lines can often be found. A Kikuchi diffraction pattern of a perfect crystal arises from a
two-step scattering process: Electrons are first scattered inelastically within the sample
into a wide cone and then elastically by crystal lattice planes. As a result, the Bragg
reflections do not form diffraction spots but a pair of lines corresponding to ±θB [130,
Ch. 7.5.4].

5.2 Kinematical scattering theory

In order to fully appreciate the richness and complexity of measurements with diffraction
contrast and extract the information linked to nanophononic wave fields, it is important
to have a fundamental understanding of how crystal properties govern the formation
mechanisms of diffraction patterns across a wide range of experimental parameters.
Diffraction experiments focus on the interference of waves scattering from predominantly
periodic arrangements of atoms, which leads to a conceptually similar mathematical
description of elastic scattering for x-rays and wavefunctions of matter particles such as
electrons and neutrons. As a first approach to describe the formation of electron diffraction
patterns, kinematical scattering theory is applicable to cases of weak interaction between
the incoming electron wave and the crystal potential such as in ultra thin-film samples
studied in high-energy TEM.
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5.2.1 First Born approximation for weak interaction potentials

For only weak wave interactions with the sample volume, the wave function ψ can be
approximated by the incident wave function ψ0. This approach corresponds to first-order
pertubation theory and is known as the first Born approximation. Validity implies
that the incident wave exhibits a single, direct scattering event (kinematic scattering
approximation) in which spherical waves with a phase given by the incident wave emanate
from the scattering potential. The scattered wave amplitude is much smaller compared
to the incident beam amplitude rendering multiple scattering negligible.

Generally, for electrons interacting with a time-independent electrostatic potential
field V(r) [329, Ch. 4.1], the electron wave function ψ satisfies the Schrödinger equation

1
4π2 ∇2ψ(r) + k2

0ψ(r) = −U(r)ψ(r) . (5.1)

This linear differential equation contains the interaction potential U = −2m
~ eV of the object

and an energy term expressed by the vacuum wavenumber k0 =
√

2mE/h2 = 2meΦ/h2

which depends on the relativistic electron mass m = γm0, electron charge e, electron
energy E, Planck constant h. The acceleration potential Φ (typically between 80 keV and
300 keV in a TEM) enters in two ways: in the expression for the wave vector and in the
interaction potential due to the relativistic factor γ = 1 + eΦ

m0c2 in the electron mass. A
convenient equivalence to the Schrödinger equation is the integral form

ψ(R) = ψ0(R) −
∫
d3rG(R − r)U(r)ψ(r) , (5.2)

also known as the Lippmann-Schwinger equation [334; 329, Ch. 4.1]. Treating the
incident electrons as a plane wave ψ0 = exp(2πik0r) with initial wave vector k0 and
wavelength λ0 = 1/k0, and employing the Green’s function G(R) = −π e2πikR

R
for a

distance R from the interaction potential,12 the Lippmann-Schwinger equation reads [329,
Ch. 4.1]

ψ(R) = e2πik0R + π
∫
d3r

e2πik|R−r|

|R − r|
U(r)ψ(r) . (5.3)

When the propagation distance in the exponent is large enough compared to the
12In the condensed matter notation in which k = 2π

λ , the Schrödinger equation takes the form (∇2 +
k2)ψ(r) = −U(r)ψ(r). The Green’s function to be inserted in the Lippmann-Schwinger equation then
is G(R) = − exp(ikR)/(4πR). For a thorough derivation of Green’s function, the reader is referred
to Appendix B in Ref. [335].
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Figure 5.3: Diffraction of an incident plane
wave with wave vector k0 on periodic lat-
tice with two-atomic basis described by base
vectors a1,2 and atom-specific scattering fac-
tors f1,2. (Top right) Unit cell with a di-
atomic basis. (Bottom right) Momentum
transfer upon scattering fullfilling the Laue
condition ∆k = g. Adapted from Ref. [339]
with permission from the author.

scattering volume, |R − r| can be expanded into R− r·R
R

and the denominator in Eq. 5.3
can be replaced by |R|. The scattered wave vector k is directed along R to the detector
position: k = kR

R
(see Fig. 5.3). Within the framework of kinematic scattering theory,

the final wave function becomes

ψ(R) ≈ e2πik0R + fs(k,k0)
e2πikR

R
. (5.4)

Importantly, the scattering amplitude is given by the Fourier transform of the interaction
potential:

fs(k,k0) = π
∫
d3r e−2πi(k−k0)r U(r) . (5.5)

A relation of the electron scattering factor to the one for x-ray ratio is established by the
Mott-Bethe formula [336–338]:

fB
el (s) = 1

8π2aH

Z − fx(s)
s2 (Å) . (5.6)

Therein, s = |∆k| = |k − k0| is the momentum change, Z is the atomic number, aH is
the Bohr radius, and ( 1

8π2aH
) ≈ 0.0239 Å−1.

Numerical calculations commonly fit the x-ray scattering factor fx with a sum of few
Gaussian functions fx(s) = ∑4

i=1 ai exp(−bis
2) + c, with parameters ai and bi. Initially,

the fit constants were retrieved by Doyle and Turner [340] for a range of s = 0 to 2 Å−1

employing the Hartree-Fock method to calculate the charge density. Parametrization for all
neutral atoms with s up to 6 Å−1 using five Gaussian functions is described and tabulated
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by Peng et al. in Ref. [341] and in the International Tables for Crystallography [342].
In the far field, the scattering amplitude defines the partial cross section that depends
on the scattering angle, atomic number, and beam energy E included in the relativistic
constant γ [343, Ch. 3.1.4; 329, Ch. 4.3]:

dσ
dΩ = γ2|fB

el (s)|2 . (5.7)

5.2.2 Diffraction of a perfect crystal

To complete the fundamentals of kinematical diffraction, an expression for the poten-
tial U(r) is missing. As a simple model system, we assume a perfect, infinite crystalline
solid described by an underlying Bravais lattice. The periodic structure of smallest
repeating units is defined by the translational vector Tm,n,o = ma1 +na2 + oa3 with a1,2,3

being linearly independent vectors of the crystal lattice in real-space [344, Ch. 4]. The
electrostatic potential that the electrons scatter from has the same underlying transla-
tional periodicity. For a single unit cell with atomic potentials uj of individual atoms at
positions ρj (see Fig. 5.3 for two-dimensional case), it is therefore possible to write the
potential in the approximate form Ucell = ∑

j uj(ρj). The total potential at a point r is
then obtained by convolving the Bravais lattice with the potential distribution inside the
unit cell: U(r) = ∑

m,n,o

∑
j uj(ρj − Tm,n,o). Applying the first Born approximation, the

amplitude of the scattered wave is given by

A(∆k) = F [U(r)] =
∑

j

fj(∆k)e−2πiρj∆k

︸ ︷︷ ︸
structure factor F

·
∑

m,n,o

e−2πi Tm,n,o∆k

︸ ︷︷ ︸
lattice factor G

. (5.8)

The atom-specific scattering factor fj is the Fourier transform of the atomic potential uj .
The structure factor F and lattice factor G, that will be discussed seperately in the
following, are independent from each other as they encode the scaling of the scattering
amplitude and the arrangement of scattered reflexes in reciprocal space, respectively.

Non-vanishing contributions to the scattering intensity I = |A|2 are only obtained
for reciprocal lattice vectors ∆k, for which ai · ∆k = q with q ∈ Z is independent of
integers m,n, o. To find these specific vectors, we define the reciprocal lattice by a set of
vectors Ghkl = hb1 + kb2 + lb3 in analogy to the real-space Bravais lattice constructed by
lattice vectors Tm,n,o. The basis vectors bi in reciprocal space can be constructed from
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the real-space vectors ai employing the condition aibj = δij. A possible solution to span
the reciprocal space is given by the following set of primitive vectors:

b1 = a2 × a3

Vuc
; b2 = a3 × a1

Vuc
; b3 = a1 × a2

Vuc
, (5.9)

where Vuc = a1 · (a2 × a3). Constructive interference of electron waves occurs if ∆k

coincides with a reciprocal lattice vector Ghkl which is the Laue condition for scattering
from a periodic three-dimensional crystal.

The lattice factor G can therefore also be written as a sum of Delta distributions∑
G δ(∆k − G). When the Laue condition is satisfied, all terms in the lattice factor G

are 1. For a specimen which is thin compared to its lateral dimensions, the peak intensity
scales with N2, where N is the number of unit cells in the lateral direction. The diffracted
intensity integrated over ∆k increases with N and the peak width becomes narrower with
1/N , as shown in Ref. [343, Ch. 5.2.1].

If the incident electron wave is only elastically scattered, i.e., for energy conservation
expressed by k2

0 = k2, the incident and scattered wave vectors k0 and k lie on a sphere
in reciprocal space as obtained by the geometrical Ewald construction. For 200-keV
electrons with wavelength λ = 2.5 · 10−3 nm [141, Ch. 1.5], the radius of the Ewald sphere
is approximately two orders of magnitude larger than for typical x-ray wavelengths [345,
Ch. 5.6]. In close proximity to reciprocal lattice points, the Ewald sphere of high-energy
electrons translates into a flat surface allowing for the simultaneous detection of a large
number of Bragg peaks.

While the reciprocal lattice vector Ghkl is perpendicular to the corresponding real-space
plane indexed with Miller indices h, k, and l, its length is equal to the reciprocal of
the interplanar spacing for those (hkl)-planes: |Ghkl| = 1/dhkl. Combining this relation
with conservation of momentum, k = k0 + G, and energy |k| = |k0|, one arrives at the
real-space equivalence of the Laue condition, known as Bragg’s law:

2dhkl sin(θB) = nλ , (5.10)

with integers n and Bragg angle θB [344, Ch. 6].

The structure factor F in Eq. 5.8 describes the contribution to the scattering intensity
of a single unit cell. It is expressed by the sum over the atomic form factors fj , defined by
the Fourier transform of the atom-specific potential uj . Provided that no absorption effect
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is important, the interaction potential U(r) can be described by a real function so that
f(∆k) = f ∗(∆k) (cf. Eq. 5.5). Since I ∝ |F (∆k)|2 = |F (−∆k)|2, inversion of a crystal
through a center of symmetery does not change diffraction intensities in the kinematical
approximation (Friedel’s law) [345, Ch. 5.2.3]. The crystal symmetry is encoded in the
positions of diffraction peaks. For all Bravais lattices, specific selection rules can be
derived. While simple cubic crystalls with one atom per unit cell show diffraction peaks
for all integer combinations of Miller indices h, k, and l, certain combinations are not
allowed in crystals with more than one atom in the basis of the unit cell [343, Ch. 5.3.2].
Silicon, for example, belongs to the group of diamond cubic crystals set up by a simple
cubic lattice with an eight-atom basis. The silicon structure factor F is expressed as a
sum of eight terms and takes on two non-zero values. Diffraction peaks appear if all Miller
indices are even and their sum is divisible by 4 or if all indices are odd integers.

5.2.3 Excitation error and shape function

So far, only infinite crystals were considered for which confined Bragg spots arise if the
sample is homogeneously illuminated by a parallel electron beam and a reciprocal lattice
point is in exact fullfillment of the Bragg condition. Consequently, the diffraction pattern
of a crystal perfectly orientated in the zone-axis should not show any first-order diffraction
spots. In contrast to this theoretical expectation, a large number of the diffraction spots
is observed experimentally. Their origin lies in the finite scattering volume that leads
to modulations in the scattering amplitude not yet included in the scattering theory for
infinite crystals. Introducing the geometrical shape function s(r), the scattering amplitude
in general becomes A(∆k) = F [U(r) · s(r)] = F [U(r)] ~ F [s(r)] [123, Ch. 2.6], Although
the shape function can be a rather complex expression, e.g. for polyhedral particles [123,
Ch. 9.8], the geometry of TEM thin films with a much smaller dimension along the electron
beam direction compared to the lateral dimensions allows the simple approach to choose
a rectangular function in ẑ-direction. Inserting the corresponding Fourier transform
s(∆k) = hδ(∆kx)δ(∆ky) sinc(π∆kzh) into Eq. 5.8, the scattering amplitude in reciprocal
space is given by

A(∆k) = F ·
∑
G

δ(∆k − G) · hδ(∆kx)δ(∆ky) sinc(π∆kzh) . (5.11)

Due to this softening of the Laue condition, the diffraction pattern is obtained by the
intersection of the Ewald sphere with reciprocal lattice rods or “relrods” at each reciprocal
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Figure 5.4: Schematic representation of the excitation error sg in a CBED pattern. Bragg reflections
lie on the intersection of the Ewald sphere with radius k0 (red circular segment) with reciprocal lattice
points (grey dots). For a sample with finite thickness, diffraction intensity is also recorded if the
incident beam not exactly fulfills the Bragg condition. Employing a convergent electron beam that
contains a large range of incident beam directions (full convergence angle 2α), the spatial variation of
the excitation error is simultaneously probed in each CBED disk. The deficit and excess lines are not
necessarily centered in the transmitted (red) and diffracted beams (violet). By relating the excitation
error sg with the transversal component kt of the incident wave vector, Eq. 5.14 can be derived.

lattice point.

Vertically stacked thin films can be described by a sum of two periodic potentials, each
convolved with a generally different rectangular shape function. Due to the linearity
of the Fourier transform, the diffraction pattern contains the superposition of the two
reciprocal lattices.

A quantification of the distance between the reciprocal lattice points and the exact
Bragg orientation is based on the definition of the so-called excitation error sg (see
Fig. 5.4). This parameter is chosen such that it lies along the surface normal direction
of the thin film sample surface in order to fulfill the condition of continuous momentum.
Sign and amplitude, however, strongly change with the diffraction angle. As the cone
of a convergent electron beam contains a large range of incident beam directions, this
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variation of the excitation error is simultaneously probed in each disk. Following Ref. [329,
Ch. 3.5], we consider an incident beam with wave vector k0 and a diffracted beam given
by k0 + g, where g is a reciprocal lattice vector. For a second incident beam k

′
0 tilted

to the right of k0 by a small angle δθ, the diffracted beam k
′
0 + g appears tilted in the

same direction, but does not intersect the Ewald sphere defined by k0 = 1/λ anymore
(Fig. 5.4). Due to energy conservation, the elastic scattering condition

|k0 + g + sg|2 = |k0|2 (5.12)

is fulfilled. Taking small Bragg angles and a surface normal perpendicular to the incident
beam direction (k0 ⊥ g), and short |sg| into account, this equation can be approximated
by

|k0 + g + sg|2 ≈ |k0 + g|2 + 2k0sg . (5.13)

The above equations combined yield sg ≈ (k2
0 − |k0 + g|2) /(2k0), which determines the

sign convention for sg: When the length of k0 + g is shorter than k0 such that the Ewald
sphere encloses the reciprocal lattice point, the excitation error is positive. If the reciprocal
lattice lies outside of the sphere, sg is negative. Separating the incident wave vector
into components in direction as well as tangential to a zone-axis k0 = kz ẑ + kt allows to
calculate the excitation error without knowledge of the initial crystal orientation [329,
Ch. 3.5]. Employing the Bragg condition kt = −g/2 or k′

t = −g/2 − ∆, we derive sg ≈
(k2

t + |kt + g|2) /(2k0) = λ/2
(
(−g

2)2 − (g
2)2
)

or sg ≈ λ/2
(
(−g

2 − ∆)2 − (g
2 − ∆)2

)
=

g∆/(1/λ), respectively for both incident beams k0 and k
′
0. As graphically obtained

from Fig. 5.4, the deviation from the Bragg angle is related to the transversal vector
component ∆ via δθ ≈ ∆/(1/λ). Therefore, we obtain the relation

sg ≈ gδθ (5.14)

between the excitation error, the lattice vector, and two Ewald sphere orientations differing
by δθ. Within the two-beam theory detailed in sections 5.3.2 and 5.3.4, these intensity
variations across the CBED disk, known as rocking curves, provide an accurate method
to determine the sample thickness.
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5.3 Dynamical scattering theory

Kinematical scattering theory is very useful and valid for a wide range of diffraction
experiments, albeit being limited to the assumption of independent diffracted beams as it
describes the effect of the crystal potential by first-order perturbation theory. However, the
rediffraction from the same crystal plane and the coherent interaction of multiple scattered
waves, referred to as dynamical scattering, cannot always be neglected. Signatures of
the coupling between different beams in a dynamical diffraction process are, for example,
energy-dependent Bragg spot intensities and effective Debye temperatures, large intensity
variations with the incident angle, the breakdown of Friedel’s law, and the appearance
of kinematically forbidden Bragg peaks [346, Ch. 4.8]. Also an analysis of CBED lines
hints at failures of the Born approximation: Whereas line profiles within kinemetical
scattering theory show a characteristic main maximum and weak side-maxima, dynamical
CBED lines may consist of two principle maxima and high-contrast side-maxima. Another
dynamical feature observed in CBED patterns are splittings between superposed lines [347,
348].

Important quantities to determine whether the interaction of the probing beam with
the crystal potential is dominated by single or multiple scattering are the sample thickness
in relation to an extinction distance, and the scattering cross section [345, Ch. 8]. In
contrast to x-rays that undergo weak scattering processes, the scattering cross section for
electrons is much larger, in particular for low energy electrons [345, 349]. Consequently,
the approximation of a weak interaction potential (first Born approximation) is no
longer justified in this case and the scattering will violate the assumptions of neglecting
higher-order Born approximations [343, Ch. 3.3.1; 345, Ch. 1.5.2].

Since the late 1920’s, several mathematical formulations of dynamical diffraction theory
have been developed, each with another perspective on the scattering problem and for
another application [329, Ch. 5]. The two theories discussed below are based on solving
the Schrödinger equation with an ansatz for the electron wave function that includes
the periodic crystal potential expanded as a Fourier series. Following Bethe’s original
work [350], forward and diffracted beams coupled in the three-dimensional translational
potential are described by a set of Bloch waves [351] that leads to an eigenvalue equation
for the wave vectors and the Bloch coefficients. The focus of this description therefore
lies on the dynamics inside a perfect crystal. In its important simplification to a two-
beam problem, this theory can be used to estimate the specimen thickness. The second
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formulation of dynamical scattering theory is based on a system of linear differential
equations, known as the Howie-Whelan equations. The crystal is treated as an infinite
number of successive planes of infinitesimal thickness, which renders this approach suitable
for treating defects. Also different from the Bloch wave formulation, the Howie-Whelan
equations addresses the scattering problem from the viewpoint of an external observer
who is interested in the scattering angles and amplitudes after the electrons have left the
crystal.

5.3.1 Bloch wave method

Within kinematical scattering theory for a perfect crystal, the periodicity of the crystal
potential already plays an important role in the analysis of diffraction patterns as it
is included in both the structure and the lattice factors (Eq. 5.8), which resulted from
the application of the first Born approximation. However, the analytical result for the
wave function was obtained by replacing the wave function on the right-hand side of
the Schrödinger equation (Eq. 5.1) by the incident plane wave. As a consequence, the
differential equations for the diffracted beams were independent of each other. For the
discussion of the wave equation within dynamical scattering theory, which allows for a
more quantitative electron diffraction intensity analysis, it is important to reconsider the
three-dimensional crystal periodicity and its mathematical implications on unsimplified
solutions of the Schrödinger equation. At this point, the question arises as to which
wave vectors are allowed inside the crystal for a given energy determined by the incident
wave vector. Since the potential can be expressed by an expansion into a Fourier series
U(r) = ∑

g Ug exp(2πgr) with reciprocal lattice vectors g, a complete set of eigenstates
for the electron wave Ψ(r) inside the crystal is given by waves with Bloch wave vectors k:

ψ(r) = C(r) exp(2πikr) =
∑

h

Ch exp(2πikhr) . (5.15)

Therein, C(r) is a function with the periodicity of the lattice, and kh = k + h defines
a wave vector corresponding to the reciprocal lattice point h [352]. The Bloch wave
coefficients Ch are independent of position, but depend on the Bloch wave vector. The
set of equations

(k2
0 + U0 − (k + h)2)Ch +

∑
g 6=h

Uh−g Cg = 0 (5.16)

90



Chapter 5 Diffraction theory and diffractive probing of ultrafast structural dynamics

resulting from Eq. 5.1 is similar to the solid-state problem to calculate the band structure
of a material. Hence, Eq. 5.16 defines a dispersion relation. The wave vector inside the
medium of average potential is determined by κ2 = k2

0 +U0, and hence, the kinetic energy
of the electron increases slightly when the electron enters the solid as it is attracted by
the positive nuclei. Using the equivalent matrix formulation

κ2 − k2 . . . U0h . . . U0g

... . . . ... ...
Uh0 . . . κ2 − k2

h . . . Uhg

... ... . . . ...
Ug0 . . . Ugh . . . κ2 − k2

g





C0
...
Ch

...
Cg


= 0 (5.17)

with the abbreviation Uhg = Uh−g, we see that the first terms of Eq. 5.16 are represented
by a diagonal matrix, already known from kinematical scattering theory, and off-diagonal
matrix elements that describe the coupling between all beams inside the crystal. Note
that the matrix is Hermitian (Ugh = U∗

hg) in absence of absorption and real-symmetric
(Ugh = Uhg) for centro-symmetric crystals.

Non-trivial solutions of Eq. 5.17 require the determinant of the matrix to be zero,
which means that 2N roots of the corresponding polynomial equation have to be found
for N beams, instead of a single wave as was the case in kinematical scattering theory.
As originally proposed by Bethe [350] and discussed in detail by Metherell [353] and
Humphreys [354], the electron wave inside the crystal is a superposition of all Bloch waves
with individual amplitudes α(j):

ψ(r) =
∑

j

α(j)∑
h

C
(j)
h exp

(
2πik(j)

h · r
)
. (5.18)

The electron dispersion equation for Bloch wave j then reads

(κ2 − |k(j) + h|2)C(j)
h +

∑
g 6=h

Uh−gC
(j)
g = 0 . (5.19)

The constants α(j) are determined by boundary conditions at the interface between
vacuum and the entrance plane of the crystal: Since both, the incident wave and the wave
inside the crystal are solutions to the Schrödinger equation, tangential components of
the wave vectors k0, κ, and k across this plane must be continuous. Consequently, the
solution vectors k(j) = κ + γ(j)n can only vary by the normal component γ(j)n.
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In the high-energy approximation that allows to ignore the quadratic term in γ(j), the
Bloch-wave description finally yields the eigenvalue equation of the form

AC(j) = 2n · k0γ
(j)C(j) (5.20)

for all Bloch wave coefficients and wave vectors, as detailed in Refs. [123, 329, 354].
Solving the eigenvalue equation is a non-trivial problem that requires the use of numerical
computation algorithms [355].

5.3.2 Two-beam approximation

Due to the small cross section of x-rays and neutron beams, it is, in most cases, allowed
to assume the presence of the incident and only one strong diffracted beam while all
other beams can be neglected. The strong scattering of electrons gives rise to many
diffracted beams simultaneously. However, all but two beams may interfere destructively
for particular crystal orientations [345, Ch. 8.1]. The two-beam theory, which follows
naturally from the multi-beam case, is therefore relevant for several common experimental
conditions with a tremendous advantage that it yields an analytical solution for the wave
field, as explained in the following.

The matrix in Eq. 5.17 reduces to a 2 × 2-matrix with the characteristic equation

(κ2 − k2)(κ2 − (k + g)2) − UgU−g = 0 (5.21)

for the matrix determinant. For large wave numbers κ, k and |k + g| relative to their
differences, Eq. 5.21 can be simplified to

(κ− k)(κ− |k + g|) =
(

|Ug|
2κ

)2

, (5.22)

which has four solutions for the wave vectors: Two plane waves given by κ − k(1) =
+|Ug|/(2κ) and (κ − k(2)) = −|Ug|/(2κ) respectively propagate in the incident forward
direction, while the other two waves are diffracted in the directions k(1) + g and k(2) + g.
The difference ∆k = |k(1) − k(2)| = |Ug|/κ is proportional to the Fourier component of
the crystal potential and defines the extinction distance [329, Ch. 5.3]

ξg = κ

|Ug|
. (5.23)
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In the approximation for high-energy electrons, only the z-components of the wave vector,
which are (anti)parallel to the surface normal, need to be considered. Combining two
waves corresponding to the same propagation direction [see Fig. 5.5(a)], we obtain

ϕ0(z) = C
(1)
0 exp

(
2πik(1)z

)
+ C

(2)
0 exp

(
2πik(2)z

)
ϕg(z) = C(1)

g exp
(
2πi(k(1) + g)zz

)
+ C(2)

g exp
(
2πi(k(2) + g)zz

)
.

(5.24)

An analysis of the coefficients C and relations between wave numbers as detailed in
Ref. [352, Ch. 2] finally results in

ϕ0(z) = 2C0 exp(2πiKz) cos(π∆kz)
ϕg(z) = 2i C0 exp(2πiKz) sin(π∆kz) ,

(5.25)

so that the intensity for both beams exiting the crystal at z = t, where t is the sample
thickness, is

I0(t) = 4C2
0 cos2(π∆k t) = 4C2

0 cos2
(
π

ξg

t

)

Ig(t) = 4C2
0 sin2(π∆k t) = 4C2

0 sin2
(
π

ξg

t

)
.

(5.26)

Through the sample, the intensity of the incoming wave oscillates between the wave in
forward direction and the scattered beam [see Fig. 5.5(b)], which is analogous to the
energy transfer between two coupled harmonic oscillators that have equal frequencies.
This exchange of energy is one of the main features of dynamical diffraction, known as
Pendellösung or thickness fringe oscillation.

Due to the finite sample thickness, the scattering intensity is further influenced by the
excitation error sg. Including these deviations from the Bragg condition (sg 6= 0) in the
two-beam theory, the above equations for the intensities I0(t) and Ig(t) as a function of
sample thickness t become

Ig(t) = 1
1 + ω2 sin2

(
πt

ξg

√
1 + ω2

)
(5.27)

and I0 = 1 − Ig with the dimensionless parameter ω = sgξg [329, Ch. 5.3b]. For sg � 1/ξg

and t � ξg, the kinematical approximation is recovered [343, Ch. 12.5].

In order to estimate whether kinematic scattering yields a good approximation for the
nanoscale probing of structural distortion waves in a silicon membrane, we apply the
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Figure 5.5: Two-beam approximation in scattering theory and analogous Rabi-oscillations in a coupled
two-level system. (a) Combination of four coexisting waves in a sample of thickness t. Adapted from
Ref. [352]. (b) Depths oscillations of the intensity between the forward and the scattered beam, I0 and
Ig, respectively. (b,c) Excitation of a two-level system by an external field results in an equivalent
temporal evolution of the occupation probabilities |ca|2 and |ca|2.

definition for the extinction distance at temperature T = 0 K given by

ξg = 1
λ|Ug|

= πVc

λγ mfel(s)
= πa3

Si

λγm
∑5

i=1 aie
−bi

( |G|
2

)2 , (5.28)

with the unit cell volume Vc and the atom-specific scattering factor fel that depends on
parameters ai and bi listed in Table 3 of Ref. [341] (see section 5.2.1.) The integer m
depends on the Miller indices and takes into account the underlying Bravais lattice of the
crystal. The parameters s = |G|/2 can be obtained from experimentally chosen reciprocal
lattice vectors. Longer electron wavelengths at smaller acceleration voltages decrease
the extinction length such that the transition from kinematical to dynamical scattering
condition sets in earlier for similar sample thicknesses. The analysis of the ultrafast
diffraction dynamics of high-quality 70-nm thin Si membranes probed with electron pulses
accelerated to 45 keV has shown that dynamical diffraction theory is required to fit rocking
curves and Bragg peak intensities at different sample orientations [356]. Best fit results
are obtained for temperature-dependent exctinction distances ξ′

g(T ) = ξg(0 K)eM [329,
356, 357] that take the Debye-Waller factor into account (see section 5.4) and thereby
change the intensity profile of the rocking curves.
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5.3.3 Analogy with Rabi-oscillations in two-level systems

Many important concepts of light-matter interaction discuss similar transitions between
energy states and yield resonant modes characterized by oscillations of the population
probability [358–361]. As detailed in the Appendix, the two states |a〉 and |b〉 of a quantum
two-level system are resonantly coupled by a pertubation Hamiltonian that acts as a
time-dependent interaction through the electric field E(t). In a corresponding matrix
formulation of the Hamiltonian, the dipole moments Vab and Vba of the transition arise
as off-diagonal elements in analogy to the Fourier coefficients of the crystal potential
in the Bloch wave method of scattering theory (cf. Eq. 5.17). The quantum dynamics
of the two level system are then associated with a Rabi frequency ΩR (in place of the
extinction distance ξg) and follow the same trend as intensity oscillations between the
forward and one strongly scattered beam in the two-beam approximation of scattering
theory (cf. Eq. 5.26). These similar excitations are visualized in Fig. 5.5b.

5.3.4 Determination of sample thickness

The previously presented aspects of diffraction theory have shown that the sample thickness
traversed by the electron beam significantly influences the image contrast, the width of
CBED lines, and the validity of the first-order Born approximation. In order to determine
the thickness of TEM specimens, several techniques of varying accuracy and applicability
have been developed. As a first guidance, optical transparency measurements outside the
TEM are suitable for exfoliated thin-film samples, such as graphite and transition metal
dichalcogenides (TMDC) flakes. A common approach for in-situ characterizations relies
on electron energy loss spectroscopy (EELS) spectra. Therein, the logarithmic ratio of the
total and the zero-loss intensities is proportional to the ratio of the specimen thickness
and the inelastic mean free path (MFP). Care must be taken that the MFP depends
on the material and the specific experimental conditions, which yields results with an
inaccuracy of about 20 % [141, Ch. 39]. Although this method is suitable for a wide range
of (poly)crystalline and amorphous specimen, it has the major drawback that it assumes
single scattering events.

A technique particularly precise for single-crystalline, thick membranes, harnesses the
fact that the thickness-dependent intensity derived in the two-beam approximation (see
Eq. 5.27) varies with the excitation error sg: In diffraction patterns recorded with a
convergent electron beam, the excitation error is simultaneously projected onto different
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Figure 5.6: Thickness measurement of crystalline samples. (a) CBED pattern of a graphite flake
containing the rocking curve of the strongly excited (100)-reflection. The central bright fringe in the
(000)-disk is in the exact Bragg condition and is separated from the corresponding dark excess line
in the (100)-disk by 2θB. (b) Intensity oscillations extracted from the rectangular area (red) across
the diffraction pattern shown in (a). A specimen thickness of t = 344 nm and an extinction length of
ξ100 = 562 nm is graphically retrieved by applying Eq. 5.29.

positions within the disks as it is related to the incident beam angle θ through Eq. 5.14.
This allows to calculate the membrane thickness by analyzing the Kossel-Möllenstedt
fringes that appear in the form of alternating bright and dark fringes with a specific width
and spacing [362]. Intensity minima of Eq. 5.27 occur if the following condition is fulfilled:

s2
g,i

n2
i

+ 1
ξ2

gn
2
i

= 1
t2
. (5.29)

Therein, sg,i denotes the deviation parameter of the ith minimum from the exact Bragg
position (sg = 0). Graphically, the specimen thickness is obtained from the interception
of this straight line with the y-axis at 1/t2 [363, 364]. Values for sg,i are obtained from
the spacing of the fringe maxima, since sg,i = λg2 ∆θi

2θB
, where θB is the Bragg angle for

the diffracting hkl plane, g = 1/dhkl, and θi are the distances of the ith minimum from
the exact Bragg condition [343].

5.3.5 Howie-Whelan equations

Instead of computing the allowed wave vectors inside a crystal as done in the Bloch wave
description (section 5.3.1), the general derivation of the second approach to describe
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dynamical scattering is based on Bragg’s law, that supposes a superposition of plane
waves depending on reciprocal lattice points from the beginning on [123, Ch. 5]. The
general solution of the Schrödinger equation (Eq. 5.1) can therefore also be of the form

ψ(r) =
∑

g

ψge
2πi(k0+g)·r . (5.30)

Inserting this ansatz into Eq. 5.1 and ignoring absorption such that the potential is real,
we obtain ∑

g

[
∆ψg + i4π(k0 + g) · ∇ψg + 4π2(k2

0 − (k0 + g)2)ψg

]
e2πi(k0+g)·r

= −4π2∑
g

Uψge
2πi(k0+g)·r .

(5.31)

If the sample investigated by high-energy electrons has the shape of a planar slab, the
first term of the above equation can be ignored [365] and the second term can be written
in terms of the z-coordinate:

(k0 + g) · ∇ψg = |k0 + g|dψg

dz . (5.32)

At this point, it becomes clear that the approach presented here considers forward
scattering by successive slices of infinitesimal thickness and is therefore useful to explain
image contrast arising from lattice defects, which is in contrast to the Bloch wave method.
Recalling the Fourier expansion of the crystal potential U = ∑

q Uqe
2πiq·r and replacing

the reciprocal lattice vector q by q = h − g, we obtain

∑
g

[
dψg

dz − 2πk
2
0 − (k0 + g)2

2|k0 + g|
ψg

]
e2πi(k0+g)·r =

∑
g

[
πi
∑

h

Ugh

|k0 + h|
ψh

]
e2πi(k0+h)·r ,

(5.33)
which must be valid for each individual term of the summation. Using the definitions of
the excitation error (Eq. 5.12) and the extinction distance (Eq. 5.23), the intensities of
transmitted and diffracted waves at the exit surface of a crystalline specimen are given by
the Howie-Whelan equations [366]:

dψg

dz = 2πi sgψg +
∑
g 6=h

πi

ξg

ψg . (5.34)
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5.4 Thermal effects on scattering intensities

Contributions to the scattering amplitude of a perfect crystal (Eq. 5.8) were derived on
the assumption that the crystal is static with all atoms at fixed positions. However, this
simplification neglects zero-point vibrations at T = 0 K and vibrations of atoms around
their equilibrium coordinates ρj for T > 0 K. Thermally induced structural disorder
disrupts the phase coincidence in the constructive Bragg scattering, which is–within
kinematic scattering theory–associated with two major effects: the intensity of Bragg
reflections is reduced by the Debye-Waller factor (DWF) and thermal diffuse scattering
(TDS) arises in the background. The development of the underlying theory has its origins
in x-ray studies with early contributions from Debye [367], Waller [368], and Laval [369,
370]. Since then, the suppression of Bragg scattered intensity as a measure for incoherent
elastic scattering and the complementary diffuse background scattering from correlated
atomic motion has been investigated in a much broader field, particularly in ultrafast
diffraction experiments.

In order to quantify the temperature influence on the scattering intensity, we focus on
the structure factor F in which the atomic positions within the real-space unit cell are
encoded. For the case of a time-dependent displacement field uj(t) and electron/atom
interaction times much shorter than the atomic vibration period [371; 329, Ch. 4.7], the
atomic coordinates are given by ρj(t) = ρj,0 + uj(t). Following Ref. [372, Ch. 3.4], the
diffraction intensity I(∆k) = |F |2 is then obtained from

I(t) =
∑

i

fie
−i∆k·(ρi,0+ui)

∑
j

f ∗
j e

i∆k·(ρj,0+uj) . (5.35)

The experimentally recorded time-averaged intensity 〈I(t)〉 for components u∆k,i(t) =
∆k · ui(t) along the scattering vector reads

〈I(t)〉 =
∑
i,j

fif
∗
j e

−i∆k·(ρi,0−ρj,0)〈e−i∆k·(u∆k,i−u∆k,j)〉 . (5.36)

In case of small atomic displacements in harmonic approximation, the average in Eq. 5.36
can be expanded to second order [372, Ch. 3.4], yielding

〈ei∆k·(u∆k,i−u∆k,j)〉 ≈ e− 1
2 ∆k2〈(u∆k,i−u∆k,j)2〉 = e− 1

2 ∆k2〈u2
∆k,i

〉e− 1
2 ∆k2〈u2

∆k,j
〉e∆k2〈u∆k,iu∆k,j〉 .

(5.37)
Using this expression and assuming identical scatteres fi = fj = f , Eq. 5.36 splits into
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a term corresponding to the usual Bragg diffraction and a term expressing populated
phonon modes:

〈I(t)〉 = f 2e−2M
∑
i,j

e−i∆k·(ρi,0−ρj,0) + f 2e−2M
∑
i,j

e−i∆k·(ρi,0−ρj,0)
[
e∆k2〈u∆k,iu∆k,j〉 − 1

]
.

(5.38)
The abbreviation e−∆k2〈u2

∆k
〉 = e−2M is the Debye-Waller factor DWF that reduces the

Bragg diffraction intensity of an ideal static crystal without changing the width of the
Bragg peak (Bragg line for CBED). The Debye-Waller factor is often rewritten using the
Debye parameter M = B(T ) s2 = B(T )

(
sin(θ)

λ

)2
, where B is defined by B = 8π2〈u2〉 [329,

Ch. 4.7; 341].

5.4.1 Debye-Waller factor in the Debye model

In ultrafast diffraction experiments, the DWF is typically calculated to analyze the
optically induced temperature rise of the sample. To this end, the mean-square displace-
ment 〈u2〉 is expressed as a function of temperature T via the energy of the thermalized
phonon distribution. Based on the quantum-mechanical description of harmonic oscilla-
tors, the mean total energy of phonons with phonon frequency ω is related to the energy
E(ω, T ) = [n(ω, T ) + 1/2] ~ω, in which n(ω, T ) = 1/[exp(~ω/kBT ) − 1] is the Boltzmann
distribution [373, Ch. 2.4]. In the Debye model of thermal vibration, the mean-square
displacement 〈u2〉 becomes

〈u2〉 =
∫ ωD

0

E(ω, T )
mω2 g(ω)dω , (5.39)

where g(ω) = 3ω2

ωD
is the Debye density of states for three phonon branches [373, Ch. 2.4;

291]. The Debye frequency ωD is defined via the Debye temperature ΘD by ~ωD =
kBΘD [344, Ch. 23]. Evaluating Eq. 5.39 with substitution z = ~ω

kBT
finally yields [373,

Ch. 2.9; 329, Ch. 4.7]

〈u2〉 = 3~2

mkBΘD

[
1
4 + T 2

Θ2
D

∫ ΘD/T

0

1
ez − 1zdz

]
. (5.40)

The first temperature-independent term arises from the zero-point motion. For tempera-
tures T � ΘD, the exponential in the integrand can be expanded in powers of z resulting
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in the high-temperature approximation for the DWF [373, Ch. 2.9]

2M → 3~2G2T

mkBΘD

. (5.41)

The suppressed diffraction intensity therefore scales linearly with temperature T and is
strongly affected by reciprocal lattice vectors G with large Miller indices. For thermalized
phonon distributions, the relative intensity decrease at temperatures T0 and T0 + ∆T is
I(T0+∆T )/I(T0) = exp[2(M(T0) −M(T ))]. It shall be noted, that the Debye temperature
related to vibrational amplitudes is not necessarily equal to the Debye temperatures
determined from specific-heat measurements [374; 372, Ch. 11.10]. While the differences
are generally negligible, large deviations are in particular observed for germanium and
silicon [374]. Also, different Debye temperatures for anisotropic crystals may be associated
with in- and out-of-plane vibrations for example in graphite [155, 372, 375].

5.4.2 Thermal diffuse scattering

The second term in Eq. 5.38 is associated with first-order thermal diffusive scattering
(TDS) arising from correlated atomic motion [329, Ch. 13.2]. An approach for the atomic
displacement u is given by the superposition of all acoustic eigenmodes

u(t) =
∑
k,j

ak,jej cos [ωj(k)t− k · ρn + φj(k)] . (5.42)

ak,j is the vibrational amplitude of a phonon with polarization ej, ωj(k) is the phonon
dispersion relation, and φ(k) is the inital phase. For the average 〈uk,nuk,m〉, we obtain
the sum of contributions from all different lattice modes:

〈uk,nuk,m〉 = 1
2
∑
k,j

〈ak,j〉(∆k · ej)2 cos (k · (ρn − ρm)) . (5.43)

Inserting this result into the second term in Eq. 5.38, the first-order thermal diffuse
scattering contribution becomes

I1 = f 2N2

4 e−2M
∑
k,j

〈a2
k,j〉(∆k · ej)2[δ(∆k + k − G) + δ(∆k − k − G)] . (5.44)

The amplitude squared for each wave k, j is written as 〈a2
k,j〉, since thermal fluctuations

are completely random so that only an average square can be discussed. Expressing
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the amplitude in terms of quantum-mechanical phonon energy determined by the mode-
specific Bose-Einstein population, we arrive at the large-temperature approximation [372,
Ch. 11.4]

〈a2
k,j〉 = 2kT

Nmω2
k,j

. (5.45)

Besides an overall increase in the background scattered intensity due to the broad
phonon spectrum, the delta-functions particularly give rise to satellite peaks at positions
k ± G around the reciprocal lattice points with major TDS intensity contributions
from low-frequency modes. Since the mean-square amplitude directly depends on the
phonon frequency ω(k), TDS is employed to investigate phonon band structures [376].
Furthermore, diffuse background analysis of individual phonon modes in time-dependent
diffraction patterns has recently revealed electron-phonon and phonon-phonon couplings
with energy relaxation times in the few-picosecond regime [377–380].

5.5 Structural dynamics studied by UTEM

Investigations of structural properties have a long tradition in the field of conventional
TEM. By combining the versatile nanoscale imaging capabilities of TEM with the temporal
resolution of ultrafast spectroscopy, ultrafast TEM (UTEM) has proven a valuable tool
to study structural dynamics [42, 72, 119, 120, 381–384] on a broad spatial range from
sub-nanometer to micrometer length- and with 100-femtosecond to microsecond time-
scales. The purpose of this section is to provide a brief overview of some key experiments
investigating ultrafast structural dynamics using UTEM.

A field of applications ideally suited for UTEM is the study of elastic deformations
of nanoscale structures in response to optical excitation. Since typical acoustic sound
velocities in condensed matter are on the order of 1 to 10 nm/ps, the spatio-temporal
dynamics are well captured by ultrafast TEM. Nanoscale and microscale cantilevers, for
example, exhibit resonances in the low megahertz range, which are directly visible in
real space as longitudinal and transverse displacements from the at-rest position [385].
For single-crystalline stripes completely lying on top of an amorphous membrane, the
observed motions are different: Due to the interaction with the substrate, top and bottom
surfaces exhibit spatio-temporal dynamics that are governed by frictional forces. These
forces result in static steady-sliding as well as periodic slip-stick motions [385].

A typical contrast enhancement technique in the real-space imaging of structural
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Figure 5.7: Bright-field imaging of strain waves in UTEM. (a) The surface contour plot shows the
launching, propagation and interference of acoustic wave-trains in a MoS2 membrane. Reprinted with
permission from Ref. [386]. Copyright 2017 American Chemical Society. (b) Difference images of
structural dynamics in a 75-nm thick graphite membrane for four different delay times with respect
to a reference image recorded before optical excitation. (c) From the marked regions in the bright-
field image of graphite (scale bar 1 µm), image contrast cross-correlation values are retrieved. (d)
Cross-correlation for one representative time regime around 70 µs, for which a drumming mode at a
resonance frequency of about 1 MHz can be observed. Figure panels b–d reprinted with permission
from Ref. [100]. Copyright 2008 by American Chemical Society.

dynamics uses a SAED aperture (see Fig. 2.2) to select the undeflected electron beam
or individual diffraction spots in the back focal plane of the objective lens. In the
corresponding bright-field (BF) or dark-field (DF) images, contrast arises from local
deviations from the Bragg condition or thickness variations within the sample [329].
Careful analysis of the complimentary imaging methods, acoustic phonon modes have
been observed in graphite [100], as well as in TMDC thin-film samples [383, 386–388]
(see e.g. Fig. 5.7). Spatial frequency maps obtained with this approach demonstrate the
impact of structural defects on propagating wave fronts.

Due to the anisotropic bonding in TMDC materials, different lattice distortions have
been observed along the ab crystallographic plane and along the out-of-plane c-direction,
i.e. the layer-stacking direction [383, 389]. A layered material that additionally shows a
strong in-plane anisotropic structure is black phosphorous. Following optical excitation of
free-standing membranes of this material, DF images corresponding to zigzag and armchair
directions therefore encode different structural dynamics. Aided by numerical simulations,
the visualization of the nanosecond morphological dynamics reveals an anisotropic bulging
which is driven by impulsive thermal stress, and anisotropic relaxations that also depend
on the mechanical stiffnesses along specific axes [390].

Another prominent example of ultrafast imaging of structural dynamics is the time-
resolved mapping of structural phase transitions. An ultrafast metal-insulator phase

102



Chapter 5 Diffraction theory and diffractive probing of ultrafast structural dynamics

Figure 5.8: Ultrafast dark-field domain imaging of charge-density wave dynamics. (A) Ultrafast DF
micrographs of transient domain configurations in the 1T -TaS2 film obtained in the laser pumpelectron
probe scheme (2.6-mJ/cm2 pump fluence, linear pump polarization indicated by white arrow). Pump-
probe delay steps were chosen so as to capture all major stages of the dynamics [see black circles
above (C)]. (B) (Top) Image segmentation at 130-ps delay time. (Bottom) The segmentation threshold
is determined from the intensity histogram of the full image series within the circular aperture. (C)
(Top) Area fractions of NC and IC regions after completed phase separation, as determined from
the segmented images. (Bottom) Average intensity of the image series within the entire aperture
(black curve), and average intensity in weakly and strongly pumped regions [green and orange curves,
respectively; evaluated regions are indicated in (A) with corresponding colors]. (D) Exemplary profiles
of NC/IC phase boundaries taken on the white line indicated in (A). (E) Spatial profile of the
excitation density giving rise to the initial suppression pattern [see materials and methods available as
supplementary materials and fig. S3]. Reprinted from Ref. [119] with permission from AAAS.

transition, for example, has been observed for polycrystalline VO2 specimen, which change
from a monoclinic room-temperature phase to the rutile high-temperature phase following
optical excitation [381]. Couplings between structural and magnetic degrees of freedom
have been demonstrated for organometallic nanoparticles. Based on diffraction patterns
and corresponding DF images, a spin-crossover transition from a diamagnetic low-spin
state to a paramagnetic high-spin state with associated unit cell deformations is followed
for individual particles [382].

While the contrast enhancement by selecting intense diffraction order with an individual
circular aperture certainly opened up novel experimental perspectives, the encountered
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low-signal level in ultrafast DF images remains challenging. Recently, an array of small
apertures tailored to filter the periodicities of a charge-density wave in 1T -TaS2 has been
designed, delivering order parameter sensitivity in ultrafast nanoimaging of a structural
phase transition [119]. As reported for the analysis of diffraction spot width in ULEED
experiments, topological defects play a crucial role during the phase transition [74,
391]. In order to obtain diffraction from a sample region of sufficient homogeneity,
the TEM capabilities to form a nearly collimated, but narrow electron beam can be
harnessed. Combining sub-micrometer focus sizes with an electron beam tilt series, a
three-dimensional hexatic phase ordering is found after optical excitation [120].

By further decreasing the electron probe size accompanied by large convergence angles,
local deformations of the crystal unit cell can be tracked on nanometer length scales while
providing access to multiple Bragg scattering conditions simultaneously (see section 5.1).
Using this approach, the three-dimensional spatio-temporal reconstruction of the ultrafast
lattice distortions triggered by optical pulses is achievable from Bragg line shifts as a
function of temporal delay. Exemplary applications of the U-CBED method are presented
in Chapter 7. In particular, the most recently reported experimental achievements in this
field are presented as a central part of this thesis. The coherent response of a tailored
source for acoustic breathing modes and local crystal rotations is demonstrated by locally
probing the nanophononic wavefield with picosecond temporal resolution.

104



Chapter 6

Ultrafast strain propagation and acoustic resonances in
nanoscale bilayer systems

In response to an optical excitation of a crystalline structure, a cascade of carrier and
phonon relaxation processes occurs during which the lattice deforms thermoelastically
and for example due to electronic and magnetic stress contributions [392]. A universal
feature already extensively studied in a large variety of prototypical nanophonic systems
is a homogeneous energy deposition in the depth of the sample, resulting in out-of
plane expansional breathing modes [43, 47, 95, 393–396]. As sound waves travel back
and forth between free surfaces, the structure deforms in an oscillatory manner at
discrete frequencies given by longitudinal sound velocities and thus determined by the
material-specific elastic stiffness tensor and mass density (cf. section 4.1.6). However, for
heterostructures consisting of several different material layers, this connection between
material properties and acoustic resonances is significantly changed, leading to non-trivial
temporal and spatial profiles of the strain dynamics.

In this chapter, we focus on an elastically mismatched metal/semiconductor bilayer
system optically excited by femtosecond laser pulses in order to systematically advance
toward an accurate, quantitative picture of UEM imaging of propagating acoustic-phonon
dynamics. By performing discrete numerical linear chain simulations, we identify velocity
ratios as one important parameter that causes the discrepancy from ultrafast strain dy-
namics in simple thin-film structures. A more ubiquitous analysis of the key dependencies
of the acoustic phonon spectrum is based on an analytical phonon mode description within
the field of continuum mechanics. In this general approach, a strong relation between
the quantized phonon eigenmodes and the impedance ratio of both materials is revealed,
which in limiting regimes can lead to wave localizations in individual layers. The following
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article is therefore an important contribution to elucidate the complex coupling effects
across bilayer interfaces and may form a profound theoretical basis for a large number of
confined heterostructures studied in ultrafast electron or x-ray diffraction experiments.

The theoretical work of the second publication was conceived and directed by S. Schäfer.
The analytical and numerical simulations were done by N. Bach in collaboration with
S. Schäfer. N. Bach and S. Schäfer wrote the manuscript. Further non-author contributions
are listed in the “Acknowledgments” section of Chapter 6.
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N. Bach, S. Schäfer
Structural Dynamics 8, 035101 (2021)
doi:10.1063/4.0000079

Ultrafast structural probing has greatly enhanced our understanding of
the coupling of atomic motion to electronic and phononic degrees-of-freedom
in quasi-bulk materials. In bi- and multilayer model systems, additionally,
spatially inhomogeneous relaxation channels are accessible, often governed by
pronounced interfacial couplings and local excitations in confined geometries.
Here, we systematically explore the key dependencies of the low-frequency
acoustic phonon spectrum in an elastically mismatched metal/semiconductor
bilayer system optically excited by femtosecond laser pulses. We track the
spatiotemporal strain wave propagation in the heterostructure employing a
discrete numerical linear chain simulation and access acoustic wave reflections
and interfacial couplings with a phonon mode description based on a continuum
mechanics model. Due to the interplay of elastic properties and mass densities
of the two materials, acoustic resonance frequencies of the heterostructure
significantly differ from breathing modes in monolayer films. For large acoustic
mismatch, the spatial localization of phonon eigenmodes is derived from
analytical approximations and can be interpreted as harmonic oscillations in
decoupled mechanical resonators.

107

https://doi.org/10.1063/4.0000079


Chapter 6 Ultrafast strain propagation and acoustic resonances

6.1 Main text

Advanced technological applications ranging from heat management in nanoelectron-
ics [252] to optomechanical resonators [254] are based on nanoscale systems with engineered
thermal and acoustic interfaces [61, 244, 397, 398]. Nanostructures like gratings [276,
399, 400], semiconductor quantum wells [401] and superlattices [224, 402, 403] combined
with sophisticated optical control strategies allow for achieving coherent phononic and
photonic excitations, and tailored infrared optical near-fields [404, 405].

The complex microscopic mechanisms of pico- and femtosecond phononic processes are
being uncovered by high-resolution optical spectroscopy and recently developed ultrafast
methodologies. For example, phonon-phonon couplings, modified phonon dispersion
relations, and dissipation times in nanoscale systems [243, 260, 406, 407] are accessible by
all-optical technologies such as Brillouin scattering [260, 408, 409] and ultrafast pump-
probe [95] and multidimensional [410, 411] spectroscopies. Experimental approaches
explicitly capturing structural deformations within individual materials with high spatial
resolution in reciprocal space include ultrafast electron [42–49, 157, 159, 412, 413] and
x-ray diffraction [50–53, 414] techniques, extendable to time-resolved local diffractive
probing using convergent electron beams [72, 105, 215]. Furthermore, real-space imaging
of photoexcited localized vibrations, propagating strain waves, and structural phase
transitions is provided by time-resolved scanning probe techniques [217, 221, 222] and
ultrafast transmission electron microscopy (UTEM) [100, 119, 383, 386]. As prototypical
nanophononic sample systems, ultrafast dynamics in bilayer films [54–56] and thin-films
on semi-infinite substrates [57, 95, 415–419] were studied in detail, focussing on the
influence of interfaces [54, 75, 420] and revealing unexpected interlayer electron-phonon
interactions [58, 421, 422]. Ultrafast strain dynamics in these systems are typically
modeled by numerical approaches including one-dimensional linear chain [33–36] and two-
dimensional finite-element simulations [37, 38, 72]. Although complex strain dynamics
are accurately recaptured in such approaches, analytical models offer an additional
highly valuable and intuitive physical understanding [39–41], but were not systematically
employed for analyzing the ultrafast structural response in nanoscale heterostructures.

Here, we apply an analytical acoustic mode description of ultrafast structural dynamics
in a nanoscale bilayer system. Explicit expressions for the resonance frequencies are
derived and compared to numerical results. The coupling of individual phononic modes
in both layers is analyzed with respect to the acoustic mismatch and the emergence of
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localized modes is demonstrated.

In order to arrive at a resonant acoustic mode description for bilayer films, we start
off by considering a simple monolayer, as often investigated in ultrafast diffraction
experiments [43, 47, 72, 229, 356, 395, 396, 414, 423]. In response to a homogeneous
ultrashort laser excitation of such a sample, a transient stress gradient is induced in the
depth of the film causing longitudinal strain waves to travel back and forth between the
free surfaces. The resulting homogeneous compression and expansion of the film is often
termed breathing mode. As an example, we depict in Fig. 6.1b (top) the optically induced
dynamics of a platinum thin film after excitation (see the supplementary material 6.2.1
for details). The resulting oscillatory change in film thickness occurs with a periodicity
given by the strain pulse round trip time.

In an equivalent description, the traveling wave can be decomposed into a superposition∑
n anun of resonant modes. For a simple thin film of thickness H, acoustic resonant

modes with mode index n ∈ N are given by un(z) = cos(nπz/H) with mode frequencies
fn = nv/(2H), in which v is the longitudinal sound velocity of the material. The
base frequency f1 corresponds to the inverse round trip time of the strain wave. Mode
amplitudes in the superposition depend on the effective time- and length-scale of the
sample excitation. Specifically, for a homogenous excitation within the depth of the thin
film and for a pump-induced stress with a rise time much larger than the considered
resonance frequencies, one obtains −2∆H/(π2n2) for the nth mode amplitude (n odd;
∆H/H: average lattice strain after optical excitation), resulting in a saw-tooth-like
temporal variation of the film strain.

In ultrafast diffraction experiments, the temporal evolution of the average strain along
the probing direction is encoded in a periodic change of reciprocal lattice vectors leading
to an angular displacement of the center-of-mass of Bragg scattering conditions. Only
uneven higher harmonics of the fundamental breathing mode frequency are contributing to
the average angular shift. Modes with even n result in zero average strain and therefore no
shift in the average scattering condition. The superposition of all modes yields the strain
distribution within the film and is thereby encoded in the profile of the Bragg spot (or
Bragg line, for convergent beam electron diffraction). As an example, the modulation of
the Bragg line width in laser-excited thin films was found to occur at twice the frequency
of the breathing mode [72].

Although the modes in a monolayer material are directly obtained, in a two layer
system, acoustic boundary conditions at the interface play a major role and require a
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Table 6.1: Material properties of the Pt/Si-bilayer employed for the numerical and analytical simulations
(see Refs. [284, 429]).

m (u) a
(
Å
)

ρ (kg/m3) v (m/s) Z (MPa·s/m) d (nm)

Silicon 28 5.43 2329 8433 19.4 35
Platinum 195 3.92 21450 3829 82.1 10

more detailed analysis. As an example, we numerically simulate the strain dynamics in a
10-nm thin polycrystalline platinum layer on top of a 35-nm thin single-crystalline silicon
membrane ([001]-orientation along the z-direction) using a one-dimensional linear-chain
model (detailed in supplementary material 6.2.1; for material parameters, see Tab. 6.1).
In our model, we consider a homogeneous excitation of the top layer by an ultrashort
optical pulse (see Fig. 6.1a) and assume an optically induced thermal stress due to
locally equilibrated electron and lattice systems. More general cases could be included
by additional transient stress contributions [392], such as thermoelastic electron-phonon
coupling driven by hot carriers [416, 424–426], the deformation potential mechanism [95,
417], coupling between strain and macroscopic electric fields in non-centro symmetric
materials [401, 427], and electrostriction in transparent solids [428].

Within the theoretical model, the obtained temporal evolution of the film thickness
and interface positions after optical excitation is shown in Fig. 6.1b (bottom panel,
displacements are amplified for better visibility). Although only platinum is optically
excited, it is apparent that multifrequency strain dynamics are induced in both layers
due to interlayer strain coupling, in contrast to the single platinum layer exhibiting
only a breathing mode with a single frequency (with additional higher order harmonic
contributions, Fig. 6.1b (top)). For a more detailed analysis of the strain dynamics,
we extract the spatiotemporal structure of the strain field within the film, shown as a
color-coded map in Fig. 6.1c. Following the optical excitation at t = 0, the metal layer
expands and a positive strain builds up, leading, in turn, to a compression of the adjacent
silicon membrane. Transmitted and reflected acoustic waves at the interfaces couple with
the lattice dynamics in both layers.

Depending on the experimental geometry, ultrafast electron or x-ray diffraction exper-
iments are sensitive to different components of the strain tensor and typically involve
spatial averaging along the probing axis. In particular, for low-coherence probe beams,
often only the mean strain of each layer is experimentally accessible. For the case of the
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Figure 6.1: Strain dynamics in a nanoscale Pt/Si-bilayer film numerically simulated by a discrete
one-dimensional linear chain model. (a) A bilayer membrane is optically excited by femtosecond laser
pulses inducing a rapid lattice temperature increase and launching strain waves in both materials while
silicon remains at room temperature. Structural dynamics are typically probed by ultrafast diffraction
experiments harnessing the high spatial resolution in reciprocal space. (b) Temporal evolution of the
surface and interface positions (displacements are amplified by a factor of 110 for better visibility) in
single-layer platinum and the Pt/Si-bilayer. (c) Spatiotemporal strain map of structural dynamics
induced by optical excitation at t = 0. (d) Mean strain 〈ε〉 in Pt (red) and Si (violet) obtained by
spatially averaging the strain maps in panel (c). (e) Acoustic resonance frequencies obtained from
Fourier transform of the temporal evolution of the mean strain shown in panel (d).

bilayer sample considered here, the evolution of the mean strain in both layers is shown in
Fig. 6.1d. Heating of the platinum top layer leads to multifrequency oscillations around
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an equilibrium positive strain of about 0.5 %. The non-heated silicon is compressed by
the adjacent expanding platinum layer and oscillates at smaller amplitudes around zero
mean strain. Further insights into the temporal strain dynamics are obtained from a
Fourier transform of the mean strain yielding layer-specific multiple resonance frequencies
in the GHz-regime (Fig. 6.1e), with the most prominent peaks for the present case at
f = 63.0 GHz, 161.1 GHz, and 203.7 GHz. Curiously, none of these frequencies match
acoustic round trip times, 2lSi/vSi = 8.3 ps (120.5 GHz) and 2lPt/vPt = 5.2 ps (192.3 GHz),
for which lSi(Pt) is the layer thickness and vSi(Pt) the sound velocity for wave propagation
in the z-direction.

To demonstrate that the origin of this apparent discrepancy is linked to the coupling
of acoustic modes in both layers, we performed numerical strain dynamics simulations
for metal layers with different sound velocities but a fixed mass density. The obtained
frequency spectra of the mean strain, depending on the velocity ratio rv = vm/vSi, are
shown in Figs. 6.2a and 6.2b for the metal and silicon layer, respectively. For large
velocity ratios and a fixed sound velocity of silicon, high-frequency modes are observed
at frequencies related to the reciprocal round trip time in the silicon bottom layer (for
details, see below). In contrast, resonance frequencies scale linearly with vm in the limit
of small velocity ratios. In the intermediate regime, strong couplings between both layers
are apparent, showing avoided crossings of resonance frequency branches and a complex
pattern of changes in the resonance amplitudes.

In the following, an analytical description is presented allowing for a more general
discussion of strain propagation in coupled bilayer systems. For strongly mismatched
bulk material properties, approximate solutions are found yielding insights into the origin
of coupling mechanisms between adjacent layers. The acoustic wave field in the two
quasi-isotropic elastic media, platinum and silicon, is described as a linear combination of
back and forth propagating plane waves along the z-direction (see Tab. 6.1 for material
properties and Fig. 6.1a for the coordinate system of the two-dimensional cross section).
The relative wave amplitudes are determined by the acoustic boundary conditions at the
interfaces between the materials and at the free surfaces, mathematically accumulated
in a so-called global matrix D(ω) (see the supplementary material 6.2.2 for details).
Allowed acoustic mode frequencies ωn are obtained as the nth order root of the resulting
characteristic function, det [D(ω)] = sin

(
ωHSi

vSi

)
cos

(
ωHm

vm

)
− Zm

ZSi
cos

(
ωHSi

vSi

)
sin

(
ωHm

vm

) != 0,
in which HSi and Hm are the positions of the silicon/vacuum and metal/vacuum interfaces.
The impedances ZSi,m are given by ρSi,mvSi,m. The lowest-order roots f (n) = ω(n)/(2π)
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Figure 6.2: Acoustic resonance frequencies in a metal/silicon bilayer. (a) and (b) Fourier transform
of the temporal evolution of the mean strain in the metal and silicon layers evaluated for different
ratios of the sound velocities, rv = vm/vSi. In the limits of small and large ratios, a linear scaling of
the resonance frequencies or an equidistant ladder spectrum is observed, respectively. (c) Resonance
frequencies derived from the roots of the characteristic function 6.1, in quantitative agreement with
the peak locations of the Fourier spectra in panels (a) and (b).
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Figure 6.3: Acoustic mode profile and wave localization. (a) nth-order resonance frequencies depending
on the impedance ratio rZ = Zm/ZSi of the two materials. (b) and (c) Absolute value of the
displacement field, |u|, for branches (5) and (4), respectively. (d) Phase difference of the amplitude
coefficients within each layer separately, depending on the impedance ratio rZ shown for branches (4)
and (5) in red and yellow, respectively. (e) and (f) Instantaneous displacement u (e) and stress σ (f)
for Pt/Si system with rZ = 4.2 as indicated by the white dashed line in (b) and (c). (d)-(f): Line
colors are chosen consistently with (a).

for varying velocity ratios rv are plotted in Fig. 6.2c for n ∈ 1, . . . , 6, reproducing the
resonance branch structure retrieved from the linear-chain model.

The resonance frequencies in the limit of large ratios (vm/vSi → ∞) are understood by a
first-order Taylor expansion of the characteristic function, yielding tan

(
ωHSi

vSi

)
= ρm

ρSi
Hm
vSi
ω.

In this limit and for large frequencies ω, solutions asymptotically approach the poles of the
tangent functions located at f (n) = (n− 1

2) 1
TSi

with TSi = 2HSi
vSi

. The frequency branches
of low mode order, particularly the first root of the characteristic function, significantly
deviate from the frequency expected from the round trip time in silicon. Similarly for
small velocity ratios (vm/vSi → 0), f (n) = (n− 1

2) vm
2Hm

is obtained.

A change in rv results in both a varying round trip time and a change in the mode
coupling. To disentangle both contributions, we consider in the following a density
variation in the metal layer, keeping its sound velocity constant. Thereby, the round
trip time in the metal layer is constant but the relative acoustic impedance rZ of both
layers changes. The resulting roots f (n)(rZ) of the characteristic function are plotted
in Fig. 6.3a. For impedance matched layers, i.e., log(Zm/ZSi) = 0, the acoustic wave
propagates without reflection at the interface yielding equal wave amplitudes in both layers.
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In this case, the characteristic function simplifies to sin
[(

|HSi|
vSi

+ Hm
vm

)
ω
]

= 0, resulting in
resonance frequencies f (n) = n

Tm+TSi
with n ∈ N. In the limiting cases of small and large

impedance ratios, the roots of the characteristic function can be also analytically obtained
(see supplementary material 6.2.2 for corresponding Taylor expansions). Specifically, for
rZ → 0, the resonance frequencies are given by nTSi and (n− 1

2)Tm, so that the frequency
spectrum is formed by two equidistant ladder spectra, indicated as (n)-Si and (n)-Pt in
Fig. 6.3a, with different frequency spacing. In the opposite case of rZ → ∞, a similar
spectral structure is obtained but with the roles of the respective layers interchanged.

Solving for the wave amplitudes at a given resonance frequency f (n)(rZ) (see the
supplementary material 6.2.2) yields the corresponding displacement field, with the
absolute wave amplitude shown in Figs. 6.3b and 6.3c for the resonance branches (4)-
Pt–Si and (5)-Si–Pt. Both branches exhibit remarkably different spatial distributions
of the wave amplitude. For the case shown in (c), atomic displacements of comparable
amplitudes are observed in both layers for all impedance ratios. In contrast, for (4)-Pt–Si
(Fig. 6.3b), the acoustic wave is localized in the upper material for small impedance
ratios, shifting to the silicon layer with increasing impedance ratios.

The differences in the exemplary wave structures are caused by the acoustic boundary
conditions [see Eq. (6.6) in the supplementary material] at the interface (z = 0), which
result in a relation between the impedance ratio and the strain in both materials: rZ =
Zm
ZSi

= vSi
vm

εSi
zz

εm
zz

. Specifically, the strain εSi
zz (εm

zz) at the interface vanishes for Zm → 0
(Zm → ∞) at constant acoustic sound velocity ratios. For resonance frequencies governed
by the material layer with a lower acoustic impedance, a sinusoidal standing wave with zero
displacement at the layer interface and a displacement maximum at the open boundary is
formed (as expected from the expression for the wave round trip times). For rZ → 0 and
rZ → ∞, this effect leads to wave localizations in the metal layer and the silicon layer,
respectively, as shown for branch (4) in Fig. 6.3b. Similarly, wave localization is observed
for all other (n)-Pt-Si branches (e.g., n = 1; see Fig. 6.5b in supplementary material). In
contrast, for (n)-Si–Pt branches (e.g. for n = 5, shown in Fig. 6.3c) cosine-like standing
waves are formed in silicon (metal) for rZ → 0 (rZ → ∞). As a consequence of the
(partial) wave transmission into the other layer, no distinct localization of the acoustic
wave is observed.

The sinus- and cosine-like standing waves in the bilayer (in the limits of small/large rZ)
become also evident from the phase difference of the forward and backward propagating
wave components. As shown in Fig. 6.3d, the sinusoidal behavior of (4) Pt–Si is apparent
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in the phase difference ∆ϕ = π between the wave components in one of the layers. In
contrast, ∆ϕ = 0 is observed for (5)-Si–Pt, as expected for a cosine-like standing wave
field. Finally, equal phase angles occur in both layers in the impedance-matched case
(log(rZ) = 0). For the specific case of the experimental Pt-Si-bilayer system (impedance
mismatch rZ = 4.2), the instantaneous acoustic displacement and stress field at a chosen
time t for selected resonance frequencies are shown in Figs. 6.3e and 6.3 f, respectively.

With the analytical acoustic mode description in mind, we now come back to the
discussion of individual features apparent in the frequency maps shown in Fig. 6.2a and
6.2b. First, the regions of vanishing mean strain (inclined/horizontal line-like features in
Figs. 6.2a and 6.2b, respectively), occur if integer multiples of the acoustic wavelength
match the layer thickness. As shown in Fig. 6.2b, such decreased mean strain amplitudes
are found in the silicon layer for frequencies fSi = n· vSi

HSi
= n· 8433 m/s

35 nm = n·240.9 GHz, n ∈ N
being independent of the metal sound velocity and therefore visible as violet shaded
horizontal lines. For the metal layer (see Fig. 6.2a), the mean strain vanishes along
diagonals with slopes proportional to the varied metal sound velocity.

Finally, the overall structure of the frequency maps can be understood by considering
the resonances of the individual decoupled layers, corresponding to the horizontal and
inclined lines in Figs. 6.2a and 6.2b. Coupling of the resonances results in the appearance
of avoided crossings, associated with a change in the resonance slope and in the character
of the resonant mode structure. Such a behavior is strongly reminiscent of the coupling of
diabatic quantum states and additionally has a close analogy to the resonance structure
of an optical bilayer Fabry-Pérot interferometer (see the supplementary material 6.2.4).

For macroscopic acoustic resonators, a resonant mode picture is well established. In
the case of localized nanoscale acoustic fields, a series of questions arises, for example,
regarding the validity of continuum-theory boundary conditions at small length scales,
the importance of the material interface for acoustic and electronic coupling or the impact
of nanocrystallinity. The mode analysis presented here may serve as a reference model to
gauge potential deviations arising from the nanoscale dimensions involved.

In conclusion, we determined the acoustic response of a nanoscale metal/semiconductor
bilayer system upon femtosecond optical excitation, calculating the strain dynamics
from linear-chain simulations and describing the acoustic field in terms of superimposed
counter-propagating harmonic waves perpendicular to the sample surface. In the confined
heterostructure and due to elastic boundary conditions, quantized phonon eigenmodes
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arise with frequencies in the gigahertz range, exhibiting strong couplings across the bilayer
interface.

Supplementary Material

See the supplementary material for further details on numerical and analytical models
discussed in the main text.
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6.2 Supplementary material

6.2.1 Atomic displacement dynamics in a linear chain model

Focussing only on longitudinal acoustic waves propagating perpendicular to the surface of
the Pt/Si-system allows to consider a simple one-dimensional linear chain of N Pt- and Si-
masses linked by springs with force constant Ki = mi(vi/ai)2, where vi is the longitudinal
sound velocity, mi is the atomic mass and ai is the lattice constant [284] with i = 1 (Si) and
i = 2 (Pt) (see Fig. 6.4a for schematic of the linear-chain). For single-crystalline silicon,
the longitudinal sound velocity is calculated from v =

√
C11/ρ, where C11 = 165.64 GPa is

the elastic constant in [001]-direction [284, 430] and ρ is the volumetric mass density. For
the platinum layer, we consider a polycrystalline film with an isotropic sound velocity [279,
284] v =

√
(λ+ 2µ)/ρ given by Lamé constants λ = 192.8 GPa and µ = 60.9 GPa (for

material constants inserted in the linear chain model see Table 6.1). For the results
shown in Fig. 6.2 in the main text, the sound velocity of the metal layer is varied at a
fixed mass density. At the material interface, the two adjacent atoms of platinum and
silicon are connected by a spring with K2. For the chosen layer thicknesses of 35 nm
and 10 nm and given the respective lattice constants a1 = 5.43 Å and a2 = 3.92 Å [429],
the chain is set up taking N1 = 66 and N2 = 26 Si- and Pt-masses. For simplicity, the
optical excitation of the metal layer is modeled by assuming an exponential temperature
profile within the layer according to the platinum absorption coefficient αc = 7.8 · 107/m
at 800 nm-optical wavelength [431]. Temporally, the temperature increase follows an
error function behavior with a rise time of 1 ps. For the peak temperature increase, we
consider ∆T = 857 K (initial temperature T0 = 293 K). For the simulation discussed in
the main text, the silicon layer is chosen to remain at T0. The resulting thermal stress in
platinum is implemented by adapting the equilibrium length of the corresponding springs
according to the platinum thermal expansion coefficient of αth = 8.8 · 10−6 1/K [429]. The
induced atomic displacement dynamics are calculated employing a Verlet algorithm with
20-fs time-steps. Frequency components of the layer specific mean strain are obtained by
numerical Fourier transformation applying a super-gaussian window (window width about
270 ps centered at 150 ps). For the numerical description of acoustic strain dynamics in
a single platinum layer (shown in Fig. 6.1b in the main text), an equivalent model is
applied.
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Figure 6.4: Schematic drawing of bilayer system in the one-dimensional linear-chain model (a) and as
an acoustic resonator described by continuum elasticity theory (b).

6.2.2 Analytical model for the description of resonant strain modes

For the description of the acoustic modes in an elastic bilayer system, we implement
a global matrix formalism [285, 305, 311, 432], originally developed for the analysis of
seismic waves [285]. In this continuum mechanical approach the acoustic modes at angular
frequency ω are expressed as a superposition of forward and backward propagating plane
waves with material-specific wave vectors. Due to the transversely homogeneous acoustic
excitation in the experiment and quasi-isotropic materials, only wave vectors in the z-
direction (i.e. perpendicular to the layer surfaces) and with a longitudinal polarization are
considered (i.e. plane strain configuration; see Fig. 6.4 for the definition of the coordinate
system). The displacement field uz in the elastic media is obtained as

u(1)
z = B1 e

ik1(z−v1t) +B2 e
−ik1(z+v1t)

u(2)
z = B3 e

ik2(z−v2t) +B4 e
−ik2(z+v2t) .

(6.1)

k1,2 = ω/v1,2 is the wave number at a specific angular frequency ω, v1,2 is the material
dependent acoustic (phase) velocity and B = (B1, B2, B3, B4)T is the coefficient vector
of the wave superposition. The relevant component of the stress tensor, σzz, is obtained
from elasticity [279] theory using the acoustic wave equation (excluding body forces)

ρ
∂2uz

∂t2
= ∂σzz

∂z
. (6.2)

Furthermore, for isotropic solids the stress-strain relation is given by

σzz = λ(εxx + εyy + εzz) + 2µεzz (6.3)

119



Chapter 6 Ultrafast strain propagation and acoustic resonances

with the Lamé constants λ and µ, and the strain ε is related to the displacement field via

εij = 1
2

(
∂ui

∂xj

+ ∂uj

∂xi

)
(6.4)

for which i, j = (x, y, z). For the present case, equation 6.3 can be further simplified,
yielding

σ(1)
zz = (λ1 + 2µ1)

∂u(1)
z

∂z

σ(2)
zz = (λ2 + 2µ2)

∂u(2)
z

∂z
.

(6.5)

Considering traction free surfaces at the top and bottom of the bilayer, and perfect bonding
conditions (i.e. continuity in displacement and stress) at the interface, the boundary
conditions are as follows:

σ(1)
zz = 0 at z = H1

σ(2)
zz = 0 at z = H2

u(1)
z = u(2)

z at z = 0
σ(1)

zz = σ(2)
zz at z = 0 .

(6.6)

Assembling the four boundary conditions and using equations 6.1 and 6.5, the coefficient
vector B is required to fulfill the characteristic equation DB = 0, with
D(ω) = 

e
iω

H1
v1 −e−iω

H1
v1 0 0

0 0 e
iω

H2
v2 −e−iω

H2
v2

1 1 −1 −1
ω λ1+2µ1

v1
−ω λ1+2µ1

v1
−ω λ2+2µ2

v2
ω λ2+2µ2

v2

 (6.7)

being the coefficient matrix. Nontrivial solutions of the coefficient vector B are obtained
for frequencies for which det [D (ω)] = 0. At these frequencies, standing waves are formed
in the acoustic cavity. The corresponding characteristic function follows as

ξ = Z1ω
{

sin
(
ω
(
H1

v1
+ H2

v2

))
+ sin

(
ω
(
H1

v1
− H2

v2

))}
+ Z2ω

{
sin

(
ω
(
H1

v1
− H2

v2

))
− sin

(
ω
(
H1

v1
+ H2

v2

))}
= 0. (6.8)

Here, the relations λi + 2µi = ρi · v2
i and Zi = ρi · vi between the Lamé constants, mass

density ρ and acoustic impedance Z have been used. For ω 6= 0, equation 6.8 can also be
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formulated as

sin
(
ω
H1

v1

)
cos

(
ω
H2

v2

)
− Z2

Z1︸︷︷︸
rZ

cos
(
ω
H1

v1

)
sin

(
ω
H2

v2

)
= 0 . (6.9)

The resulting mode frequencies ωn, i.e. the nth order roots of the characteristic function,
depend both on the layer thicknesses and sound velocities but also the acoustic impedance
ratio of the bilayer system. From D(ωn)Bn = 0 the mode-specific coefficient vector Bn is
calculated. Bn is defined up to an arbitrary complex factor, which we choose by requiring
|Bn| = 1 and B3,n to be a real number. Thereby, we obtain:

B1,n = B3,n · 2Z2

Z1

(
1 − e

2iωn
H1
v1

)
+ Z2

(
1 + e

2iωn
H1
v1

)
B2,n = B1,n · e2iωn

H1
v1

B3,n = 1
B4,n = B1,n +B2,n −B3,n .

(6.10)

For each resonant mode n, the layer specific displacement and stress fields uz and σzz

can be calculated by inserting the resonance frequencies ωn and coefficients B1−4,n into
Eqs. 6.1 and 6.5.

For resonance frequencies ωn,ref at a given rZ,ref, small changes in rZ (at constant v1,2)
result in shifted frequencies given by:

(ω − ωn(rZ,ref)) · ∂ξ
∂ω

∣∣∣∣∣ωn(rZ,ref)
rZ,ref

+ (rz − rz,ref) · ∂ξ

∂rZ

∣∣∣∣∣ωn(rZ,ref)
rZ,ref

= 0 . (6.11)

Specifically, for rZ,ref = 0, two sets of resonance frequencies are obtained at small rZ ,
given by

− rZ

b
tan

(
b

a
πn

)
+ πn

a
and

rZ

b
cot

(
a

b

(
πn− π

2

))
+
πn− π

2
b

,

(6.12)

in which a = |H1|
v1

and b = H2
v2

.
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Figure 6.5: Resonance frequencies for the metal/semiconductor bilayer system with corresponding
maximum displacement |u| for selected frequency branches. (a) The frequency spectrum is formed
by two equidistant ladder spectra, indicated as (n) Si and (n) Pt. In the impedance-matched case
(log(rZ) = 0), frequencies result from round-trip times in both layers. (b) Maximum displacement |u|
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Similarly, for large rZ , the frequencies are approximated by

− 1
rZ · b

tan
(
a

b
πn
)

+ πn

b
and

1
rZ · a

cot
(
b

a

(
πn− π

2

))
+
πn− π

2
a

,
(6.13)

and, for rZ close to one (impedance matched case), by

rZ − 1
a+ b

·
sin

(
a−b
a+b

πn
)

2 cos (πn) + πn

a+ b
(6.14)

as shown in Fig. 6.6a for mode orders n ∈ 1, . . . , 4. Corresponding maximum displace-
ments |u| in the limits of small and large impedance ratios are shown in Fig. 6.5b.
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6.2.3 Acoustic Impedances and Sound Velocities for common materials

For illustrating the variability in acoustic impedance and isotropic sound velocity, we
compiled both quantities for common materials employed in multilayer systems. The
isotropic sound velocities are defined as viso =

√
(λ+ 2µ)/ρ, in which the Lamé constants λ

and µ are calculated from
λ = ν

(1 + ν)(1 − 2ν)E

µ = 1
2 · (1 + ν)E

(6.15)

with Young’s modulus E and Poisson’s ratio ν (values taken from Refs. [429] and [433]).

As apparent in Fig. 6.6b, the impedances and sound velocities vary independently
across the selected set of materials, changing by about one order of magnitude in both
cases.

Pt

Si

Au

Ni

Ag

Al
Bi

Cu Fe

Ta

W

Zn

Cr

0 2 4 6 8 10
Sound Velocity
    viso (103 m/s)

0

10

20

30

40

50

60

70

80

90

100

A
co

us
tic

 Im
pe

da
nc

e 
Z 

(1
06  k

g/
m

2 s)

(b)

PMMA
0

50

100

150

200

250

300

350

Fr
eq

ue
nc

y 
f (

G
H

z)

(a)

10-4 10-2 0 102 104

Impedance ratio Zm/ZSi

Figure 6.6: Resonance frequencies for the metal/semiconductor bilayer and common values for acoustic
impedances and sound velocities. (a) Approximate resonance frequencies in the limit of small (dashed,
yellow lines) and large (dashed, orange lines) impedance ratios, as well as for impedance matching
(dot-dashed, blue lines) are given by Taylor functions according to Eq. 6.12 – 6.14. (b) Theoretical
acoustic impedances covering several orders of magnitude and isotropic sound velocities for typically
investigated thin films. Values are calculated as explained in supplementary material 6.2.3.
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6.2.4 Optical bilayer Fabry-Pérot interferometer

In analogy to acoustic waves in a bilayer resonator, the optical field in a double Fabry-
Perot interferometer can be described using a similar global matrix approach if only
vertically incident light is considered. In particular, for a high-quality optical cavity close
to resonance, the electromagnetic field outside the cavity can be neglected and, as in the
acoustic case, the following linear system of four equations is obtained:


eiω

n1H1
c e−iω

n1H1
c 0 0

0 0 eiω
n2H2

c −e−iω
n2H2

c

1 1 −1 −1
n1 −n1 −n2 n2




E1

E2

E2

E4

 = 0 . (6.16)

Here, the acoustic displacement and stress boundary conditions at the bilayer interface (at
z = 0) and the two surfaces (at z = H1 and z = H2) are replaced by continuous tangential
components of electric and magnetic field vectors [27]. n1,2 denotes the refractive index of
each layer with thicknesses H1 < 0 and H2 > 0 and c is the light velocity in vacuum such
that ki = ω ni

c
within the Fabry-Perot interferometer.

The characteristic function is again given by the determinant of the 4-by-4-matrix,
simplifying to n1 sin

(
ω n2H2

c

)
cos

(
ω n1H1

c

)
− n2 cos

(
ω n2H2

c

)
sin

(
ω n1H1

c

)
and is in close

resemblance to the function found for the acoustic bilayer system (cf. Eq. 6.9). For
fixed n1 = 2 and layer thicknesses |H1| = 0.35 µm and H2 = 0.10 µm, the resonance
spectrum f(rn) = 2πω(rn) in the visible light regime is plotted in Fig. 6.7 for varying
ratios rn = n1/n2 of refractive indices.

We note that the characteristic function of the double Fabry-Perot interferometer can
be mapped to the acoustic bilayer case for equal mass densities of both layers.
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Figure 6.7: Optical resonance spectrum of a bilayer Fabry-Perot interferometer upon vertical incident
light as a function of varying refractive index n2 for fixed n1 = 2 and layer thicknesses |H1| = 0.35 µm
and H2 = 0.10 µm.
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Chapter 7

Tailored nanophononic wavefield in a patterned bilayer
system probed by ultrafast convergent beam electron
diffraction

For time-resolved investigations of structural dynamics in spatially homogeneous materials,
ultrafast diffraction experiments with electron and x-ray pulses have provided essential
insights in the past two decades [54, 75, 393]. In spatially inhomogeneous systems like thin
film samples or nanostructured semiconductor membranes, however, a variety of non-local
relaxation processes play a role. For example, ballistic and diffusive charge carrier and
phonon transport both within the individual phases and across interfaces are relevant
relaxation processes in heterostructures. For the spatio-temporal imaging and separation
of the individual contributions, methods that allow the dynamics to be mapped locally are
essential. Time-resolved electron energy loss spectroscopy and electron holography with a
focused electron beam provide information on charge carrier dynamics, while convergent
beam electron diffraction (CBED) is employed to gain access to structural dynamics
through the simultaneous probing with different angles of incidence of the electron beam.

In initial optical-pump/electron-probe experiments, Yurtsever et al. resolved coherent
strain dynamics at a single probing position of a silicon wedge by quantitatively analyzing
the time-dependent shift of Kikuchi lines [106, 434]. Due to the linear increase in
the thickness of the wedge-shaped structure, this motion is attributed to strain waves
originating from the laser-driven thermal expansion at the tip of the wedge and propagating
in the lateral direction.

As an extension of this method, ultrafast convergent beam electron diffraction (U-CBED)
was implemented at the Göttingen UTEM. In a first experiment, the successful application
of strongly focused short electron pulses to study ultrafast dynamics on the nanometer
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scale has been demonstrated by imaging optically triggered lattice distortions in a single-
crystalline 120 nm-thick graphite membrane. The local structural distortions could be
quantitatively extracted from the motion of selected Bragg lines. Following the optical
excitation near the membrane edge, a breathing mode of the flake is excited homogeneously,
as well as a shock wave that starts propagating at the edge and subsequently triggers
an acoustic shear mode. This complex distortion field could be tracked with spatial and
temporal resolutions of 28 nm and 700-fs, respectively.

The origin of the light-driven coherent shear motions in both the wedge-shaped silicon
structure and the graphite membrane is the mesoscopically broken symmetry. This already
hints at the possibility to tailor nanoacoustic wave fields by heterogeneous structures
with extreme excitation gradients. In this context, patterned semiconductor membranes
are an ideal platform for optically inducing different nanoscale acoustic waveforms. By
two-dimensional scanning the focused electron beam with 15-nm-spatial and 2-ps temporal
resolution, Nakumara et al. recently demonstrated that a 100-nm-thick silicon membrane
with a small tungsten nanodisk (diameter: 700 nm, thickness: 100 nm) deposited at the
center acts as a single point-like source of the photoinduced strain which propagates as a
radial acoustic wave through the membrane [384].

A key aspect of nanophononics is the scattering of high-frequency acoustic waves that
is influenced by the size and shape of scattering objects and the phonon wavelength [435,
436]. In order to quantitatively evaluate the resulting strain fields using the high spatial
resolution of focused electron pules, the second model system investigated in Ref. [384]
consists of a tungsten stripe acting as a line-source of strain waves and an array of
asymmetrically shaped voids in a distance of approximately 3600 nm. Depending on the
orientation of the tungsten voids, the amplitude of shear acoustic phonon modes can be
significantly suppressed (Fig. 7.1).

Fully harnessing the effect of amplitude modulations by advanced patterned geometries
might enable nm-sized phonon foci causing tightly localized, large-amplituded lattice
distortions. In order to make progress in this research direction, a spatiotemporal
Fourier decomposition of the multi-modal distortion wave launched at the structured
area and subsequently propagating through the membrane is required. In the recent
publication reprinted in the following chapter, U-CBED (FWHM focal spot size about
15 nm, 1-ps temporal resolution) is used for local investigations of the nanoscale structural
dynamics in a well-defined model system that consists of a platinum stripe deposited
on a silicon membrane. Kinematic scattering theory is applied to the analysis of local
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Figure 7.1: Strain dynamics in a silicon membrane patterned with tungsten bars (400 nm width) and
void-arrays. (a) Temporal dynamics of the displacement gradient tensor component ∆Dzx(x, y, t)
reconstructed from the CBED-analysis of acoustic waves launched at the metal bar (black line) and
propagating through the void-arrays of different orientations (black triangles). (b) ∆Dav

zx(x, t) at a
delay time of 4200 ps for both samples, obtained by averaging ∆Dzx(x, y, t) along the y-direction.
The amplitude of the acoustic wave in sample #2 is significantly suppressed in comparison to that in
sample #1. (c,d) Spatiotemporal maps of the tensor component ∆Dav

zx for both samples. The gray
shaded regions in panels b–d denote the position of the void-arrays. Figure adapted from Ref. [384].
Licensed under CC BY 3.0.

lattice deformations, explains the influence of a finite crystal size on the scattering
intensity, and furthermore allows to quantify the optically induced temperature rise of the
2-µm wide polycrystalline platinum stripe on the silicon membrane. By a quantitative
retrieval of the time-dependent local deformation gradient tensor, we identify the dominant
acoustic longitudinal and shear horizontal acoustic modes consistent with Rayleigh-Lamb
dispersion relations applying for wave propagation in thin plates (see previous Chapter 6
and Ref. [277]). The presented experimental and numerical work therefore provides a
microscopic understanding of nanoscale processes in strongly inhomogeneous materials
and guides the design of future energy devices that can exploit phonon properties and
interactions by material composition and tailored responses to an optical excitation.

The experimental work described in the third publication of the present cumulative
thesis was conceived and directed by S. Schäfer. M. Möller prepared the sample. CBED
measurements were conducted by N. Bach and analyzed in collaboration with S. Schäfer,
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N. Bach, A. Feist, M. Möller, C. Ropers, S. Schäfer
Structural Dynamics 9, 034301 (2022)
10.1063/4.0000144

Optically excited nanostructures provide a versatile platform for the gener-
ation of confined nanophononic fields with potential (non-)linear interactions
between different degrees of freedom. Control of resonance frequencies and
the selective excitation of acoustic modes still remains challenging due to the
interplay of nanoscale geometries and interfacial coupling mechanisms. Here,
we demonstrate that a semiconductor membrane patterned with a platinum
stripe acts as a tailored source for high-frequency strain waves generating
a multi-modal distortion wave propagating through the membrane. To lo-
cally monitor the ultrafast structural dynamics at a specific distance from
the deposited metal stripe, we employ ultrafast convergent beam electron
diffraction in a laser-pump/electron-probe scheme. Experimentally observed
acoustic deformations are reproduced by numerical simulations in a continuous
medium model, revealing a spatiotemporal evolution of the lattice dynamics
dominated by local rotations with minor strain and shear contributions.
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7.1 Introduction

In recent years, non-equilibrium excitations in solids were utilized to trigger phase
transitions on ultrafast time-scales and led to the discovery of novel transient phases and
phase transition pathways [437, 438]. Efficient steering of solid-state systems into (meta-)
stable states is typically achieved through direct coupling to the electronic subsystem [42,
49, 74, 119, 159, 223, 228, 412, 439–443].

Light-driven optical [444–446] and acoustic phonons [119, 444], as well as inhomogeneous
nanoscale strain distributions [447, 448] have also been demonstrated to induce and
modulate ultrafast phase transitions. However, it remains challenging to achieve detailed
control of the spatiotemporal evolution of nanophononic wavefields. The underlying
mechanisms of the optical excitation of acoustic phonons in nanoscale geometries [243] can
be revealed by experimental approaches that capture the ultrafast structural dynamics
with a sufficient spatial and temporal resolution. Aside from the recent progress in
ultrafast x-ray [391, 449–452] and extreme-ultraviolet scattering techniques [61, 453],
ultrafast electron probing approaches have been established for the investigation of
structural dynamics. In particular, ultrafast transmission electron microscopy (UTEM)
maps nanophononic fields [100, 151, 382, 386, 389, 390, 454] harnessing diffraction contrast
in bright- and dark-field imaging. A quantitative access to local structural distortions on fs-
and ps-time scales is gained by ultrafast convergent beam electron diffraction (U-CBED),
simultaneously probing the electron diffraction intensity at different incident angles.
Previous U-CBED experiments explored phonon excitations in simple geometries [72, 105,
106, 215], but lacked the capability for spatially tailored sample excitations.

Here, we resolve the optically induced structural response of a thin silicon membrane
in close proximity to a patterned platinum stripe by employing ultrafast convergent
beam electron diffraction. A multi-modal crystal distortion wave is launched at the
silicon/platinum interface and propagates through the silicon membrane. Time-resolved
changes in the electron diffraction patterns are quantitatively reproduced in a continuous
medium model. The evolution of the inhomogeneous distortion field is governed by a
superposition of Lamb waves frequency-matched to local strain resonances in the bilayer
region.
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7.2 Ultrafast convergent beam electron diffraction

For a controlled generation of ultrafast structural distortion waves, we utilize optically
excited nano-patterned semiconductor thin films. In such an approach, the geometry
of deposited metal structures is expected to have a strong influence on the evolving
spatiotemporal distortion field. In the present work, we prepared 2 µm wide platinum
stripes (10-nm thickness) on a (100)-oriented single-crystalline silicon membrane (35-nm
thickness). Excitation of platinum by optical pulses (800-nm center wavelength) induces
thermal stress within the stripe and initiates a strain wave propagating away from
the platinum edge. The structural distortion is probed by focused ultrashort electron
pulses (120-keV electron energy, sub-picosecond temporal duration [71]) in a distance
of about 170 nm from the platinum stripe edge (Figs. 7.2a and 7.2b). Specifically, we
stroboscopically record diffraction patterns locally on the silicon membrane using a
convergent electron beam (32-mrad full convergence angle, FWHM focal spot size of
about 15 nm) for varying optical-pump/electron-probe delay times ∆t. The incident cone
of the incoming electron beam is represented by an intense central disk in the diffraction
patterns. Owing to the broad angular distribution, multiple Bragg scattering conditions
are fulfilled simultaneously [330]. Exemplarily for a specific sample orientation, deficit
intensity lines within and excess Bragg lines around the disk are displayed in Figs. 7.2c
and 7.2d. To obtain a larger set of distinct Bragg lines, the sample is tilted with respect
to the electron beam direction. The position of each Bragg line is linked to a reciprocal
lattice vector Ghkl of the local (distorted) crystal structure of the silicon membrane.
Thereby, Ghkl is also related to the shape and orientation of the local real-space unit cell
of silicon. Considering conservation of momentum and elastic scattering [345], as well as
applying a paraxial approximation, the diffraction excess line positions in the detector
plane are given by

rG = −G2
hkl/2 + k0GZ√
G2

X +G2
Y

+
√
G2

X +G2
Y . (7.1)

Here, k0 is the incident electron wave vector (oriented along the Z-direction) and Ghkl is
the reciprocal lattice vector in the laboratory-fixed coordinate system with Miller indices
h, k, and l (see supplementary material 7.6.4 for details). The inclination of the lines is
characterized by an angle φ, given by tan(φ) = GX/GY . Based on the given scattering
conditions [329], each Bragg line in the CBED pattern can be labeled with corresponding
Miller indices (see Figs. 7.2c and 7.2d).
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Figure 7.2: Ultrafast convergent beam electron diffraction on a Pt/Si heterostructure. (a) Experimental
geometry of nanoscale diffractive electron probing on a single-crystalline silicon membrane (see arrows
at membrane edges for crystalline orientation) in close vicinity to a polycrystalline platinum stripe.
Inhomogeneous structural dynamics are induced by pulsed optical excitation of the platinum stripe.
Laboratory- and sample-fixed coordinate systems are indicated by capital letters X, Y , and Z and
lowercase letters x, y, and z, respectively. (b) Bright-field electron micrograph of the platinum stripe
on the silicon membrane with the electron probing position (marked by red circle) in a distance of
about 170 nm to the platinum stripe edge. (c) Calculated deficit (orange) and excess (blue) Bragg
lines (labeled by Miller indices) for the employed sample orientation. (d) CBED pattern before optical
excitation recorded at the probing position.

Selected Bragg line profiles extracted from the ultrafast CBED patterns are shown in
Fig. 7.3 as a function of the optical-pump/electron-probe delay time ∆t. The transient
changes of Bragg line profiles are obtained by integrating the diffracted intensity along
the individual line directions. All profiles are background corrected and normalized to
the intensity within the disk, as detailed in supplementary material 7.6.3. Depending on
the Miller indices, the Bragg lines show varying delay-dependent angular shifts ∆θ of
up to 2 mrad. In all cases, shifts are only observed after an initial delay of about 40 ps
due to the propagation time between the strain wave source and the electron probing
position. The precise relative timing of electron pulse arrival at the sample and optical
excitation was independently characterized by inelastic electron-light scattering [110,
238]. On a 500-ps time scale, the absolute shifts exhibit an overall decrease with an
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additional complex temporal modulation containing multiple frequencies in the gigahertz
range. These reproducibly observable small-amplitude oscillations become more evident
from the delay-dependent central position, extracted from fitting Lorentz-profiles to each
Bragg line cross section (see Fig. 7.3g, for details of the analysis see supplementary
material 7.6.3). After the zero-crossing of most line shifts at around 600 ps, further
low-frequency oscillations are observed. Bragg lines corresponding to reciprocal lattice
vectors pointing along the stripe, such as (4̄40) and (35̄1) (see Figs. 7.3c and 7.3f),
show a largely reduced angular shift. This selective behavior is expected due to the
translational-symmetric strain field along the long stripe ([1̄10]-direction). A further
peculiar feature in the line profiles is the decrease in the scattering intensity maximum
in most selected lines around 80 ps. This intensity change indicates an inhomogeneous
strain profile within the depth of the silicon membrane as previously observed in similar
studies for an optically excited graphite flake [72].

7.3 Numerical simulation of nanophononic distortion field

To identify the origin and analyze the spatiotemporal evolution of the strain dynamics
in the Pt/Si heterostructure, we numerically solve the anisotropic elastodynamic wave
equation using a finite-element approach. Due to the symmetry of the problem we
implement a two-dimensional x-z cross section with an infinitely extended platinum stripe
in the y-direction (for coordinate system, see Fig. 7.2a). Considering the stripe length
(100 µm), probing position (approximate distance from stripe corners 50 µm), and silicon
strain wave velocities [284] (vl = 8432 m/s), lattice distortions from the stripe corners do
not affect the structural dynamics in the sub-6-ns range. The optical excitation of the
platinum stripe is implemented as a depth-dependent heat source adapted to the absorbed
local optical power in the experiment. The thermal coupling between the platinum
layer and the silicon membrane is determined by the thermal boundary resistance (see
supplementary material 7.6.7 for details).

Generally, the local lattice distortion can be described by a time-dependent deformation
gradient tensor [329] F (∆t) = ε(∆t) + ω(∆t) + 1, where ε and ω are the symmetric
strain and antisymmetric rotation tensors, respectively. Due to the effective symmetry
of the problem, F can be represented by a 2 × 2 matrix with components Fij [i, j ∈
(x, z)]. The diagonal entries Fxx and Fzz signify compression or dilatation along the
respective directions. The off-diagonal components Fxz and Fzx describe a shearing
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early delay times (displayed in the right column) reveal multi-frequency oscillations. (b) Schematic
representation of lattice distortions associated with the selected deformation gradient tensor components
shown in (a). (c) Predicted Bragg line shifts based on the simulated wave dynamics taking into
account the four symmetry-allowed tensor components. (d) Real-space distortion of silicon and
platinum surfaces before and after optical excitation at different delay times. For better visibility, the
surface displacements are scaled by a factor of 250. A large wavelength overall membrane bending is
superimposed by additional high-frequency oscillations with small amplitudes.
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[εxz = (Fxz + Fzx)/2] and a rotation [ωxz = (Fxz − Fzx)/2] of the unit cell. A schematic
representation of the associated lattice distortions is given in Fig. 7.4b. From the
numerically simulated temporal evolution of the tensor components for our sample system
(see Fig. 7.4a), it is apparent that the main lattice distortion induced by the optically
illuminated platinum stripe consists of a local rotation of the unit cell and only smaller
contributions from the strain tensor. High-frequency oscillations are observed in all
components, as visible in the right panels of Fig. 7.4a.

For visualizing the optically induced membrane dynamics, we extracted the time-
dependent displacement vector component uz at each point of the material layer surfaces
and the interface of the Pt/Si heterostructure and constructed the displaced surfaces at
four delay times in Fig. 7.4d. For enhanced visibility, the displacement is scaled by a factor
of 250. Two mechanisms are responsible for the observed deformation of the membrane,
both linked to the optically induced heating of the platinum stripe. First, thermal
expansion of the stripe in the transverse (x-) direction results in a bimetal-like bending
of the underlying silicon membrane (Fig. 7.4d). The detailed shape of the resulting
membrane bending wave is expected to be governed by the time-scale of the platinum
expansion and the mechanical coupling between platinum and silicon. Second, additional
fast small-amplitude displacement oscillations (Fig. 7.4a) are induced by local resonances
in the bilayer region resulting in a superposition of symmetric and antisymmetric Lamb
waves with a range of frequencies ω as discussed below. At the electron probe position
next to the platinum stripe, the main displacement results from the overall bending of
the membrane encoded in the rotation tensor ωxz.

From the numerically obtained tensor components Fij , the temporal shift of the expected
Bragg line positions rG can be calculated (see supplementary material 7.6.4). Choosing the
experimentally selected Bragg lines and time-dependent tensor components at a distance
of 210 nm to the platinum stripe (similar to the experimental probe position of about
170 nm) yields the results shown in Fig. 7.4c. The numerical line shifts closely resemble
the experimental findings with few-percent deviations particularly in the first 160 ps (see
Fig. 7.9 in the supplementary material for details), providing a close link between the
simulation and the experiment. Only the dynamics of the (4̄40) and (6̄60) lines are not
recovered, indicating a dependence on omitted tensor components containing deformations
along the y-axis. Deviations from the behavior expected for reasons of symmetry may
result either from an overall deformation occurring during the deposition of the platinum
stripe or from local membrane distortions induced by the mechanical contact with the

138



Chapter 7 Tailored nanophononic wavefield in a patterned bilayer system

polycrystalline stripe.

Whereas the simulated tensor components can be used to predict Bragg line shifts (see
Eq. 7.1 and supplementary material 7.6.4), the full reconstruction of the tensor components
from the experimental data is generally not achievable. For a detailed analysis of the
tensor component subspace which is experimentally accessible, we consider a linearized
relation between the Bragg line positions and the tensor components. The corresponding
derivatives ∂rG

∂Fij
are collected in a sensitivity matrix A (see supplementary material 7.6.5).

A singular value decomposition of A reveals three linear combinations of tensor components
which the U-CBED experiment is most sensitive to. In the lab coordinate system, the
eigenvectors correspond to displacement gradients along the direction of the incoming
electron probe pulses. For the chosen sample orientation and the selected Bragg-scattered
lines, we obtain a high sensitivity to two shear-rotational motions perpendicular to the
z-axis and to vibrations along the z-axis. This result is consistent with the general
sensitivity of line shifts in CBED experiments to changes of reciprocal lattice vectors
along the electron beam direction (see supplementary material 7.6.5).

7.4 Lamb wave decomposition

Apart from the transient shift of selected Bragg-scattered lines, most lines exhibit a
pronounced drop in the intensity maximum in the line profile around 80 ps. For a detailed
analysis of the profiles, we recorded an additional delay scan with 2-ps time steps. Cross
sections through the (4̄2̄2) line are shown in Fig. 7.5a. The line profiles in CBED patterns
are related to the inhomogeneity of the displacement field, both within the electron
spot diameter and along the depth of the thin film [329, 449]. The strained crystal
imprints a phase modulation on the electron exit wave resulting in a diffracted intensity
Ihkl ∝ |F [exp{(2πiGhkl · u(r))}] |2. Due to the different length scales involved, we chose
two approaches to include the effects in our calculations. While we treat the displacement
inhomogeneity within the depth of the membrane explicitly, we assume a spatial average
for the transverse variations of the electron probe.

In the limit of a perfectly localized electron probe, the simulated line profiles, as shown
in Fig. 7.5b, largely reproduce the experimentally observed linewidth and the temporal
variations in the maximum line amplitude and line position. Interestingly, and different
from the experiment, the maximum intensity in the line profiles oscillates with a period
of 2.4 ps, visible particularly for delay times above 60 ps. Within the oscillation, the
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culated line profiles using numerically simulated displacement fields for (b) a local electron probe with
negligible spatial extension and (c) considering spatial averaging due to an electron beam focused to
50 nm FWHM.

associated intensity is relocated to the diffraction sidebands at angular distances similar
to the first maximum of the thin-film shape function (see supplementary material 7.6.6
for details). Considering, additionally, the incoherent averaging due to a 50 nm FWHM
lateral size of the electron probe beam, the oscillatory features are averaged out, as shown
in Fig. 7.5c, and a closer match with the experimental results is obtained. We note that
the experimental line profiles do not show scattering sidebands that clearly exceed the
background level (except for the partially visible (2̄20)-disk in Fig. 7.2d). This effect
arises from an additional line blurring by diffuse and inelastic scattering processes.

Finally, we discuss the microscopic origin of the overall membrane bending and the
high-frequency oscillations obtained in the finite-element simulation. Generally, the
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acoustic spectrum in a planar wave guide consists of an infinite number of propagating
waves, each characterized by the in-plane wave vector k, a vectorial mode profile and
dispersion relations ω(k). For the single-crystalline silicon membrane studied here with
lattice distortions restricted to the x-z-plane (spanned by the [110]- and [001]-crystalline
directions, i.e., sagittal polarization), acoustic modes decouple into pure Lamb modes [40,
276, 455]. They are designated Sn and An based on the associated displacements which are
symmetric or antisymmetric relative to the mid-plane of the membrane. The corresponding
dispersion curves for the current geometry are displayed in Fig. 7.6a (see supplementary
material 7.6.8 for details on dispersion curve tracing and calculation of displacements).
The mode index n ∈ N0 signifies the number of nodes of the displacements along the
out-of-plane z-direction. Figure 7.6d depicts an example for the displacement field for
both an A1 and S1 wave at a frequency of 163.4 GHz and corresponding wavenumbers as
extracted from the dispersion relation.

In Figs. 7.6b and 7.6c, we show the decomposition of the numerically simulated strain
wave profile into Lamb wave amplitudes revealing a strong excitation of the A0 (flexural)
Lamb mode in the low-frequency regime (< 40 GHz). Additional local maxima in the
amplitude of the zero-order branches, as well as on Sn and An branches with mode order
n > 0, appear at specific higher frequencies. These frequencies are linked to quasi-standing
acoustic resonances in the Pt/Si bilayer region which acts as the source of the Lamb
wave field. Within an analytical acoustic mode description of resonant longitudinal strain
modes [277], the lowest resonance frequencies in the Pt/Si bilayer system are located at
65.2, 163.4 and 208.0 GHz (horizontal lines in Fig. 7.6a). These distinct resonances are in
good agreement with the excitation spectrum observed in Figs. 7.6b and 7.6c. Similarly,
for delay times above 60 ps, the bilayer resonance frequency at 208 GHz is also visible in
the tensor component Fxz, as shown in Fig. 7.7a, as well as in the simulated diffraction
line profiles in Fig. 7.5b. In accordance with these results, the complete displacement
wave field can be well reproduced by just considering a superposition of Lamb waves at
the bilayer resonance frequencies and an additional low-frequency component taken from
the average of the simulated displacement field at each delay time (for the ux component
see Figs. 7.7b and 7.7c, uz: Fig. 7.10). For an alternative representation of the obtained
displacement field, see Fig. 7.6e.

The characteristics of the induced acoustic wave field can be tuned by the metal/semicon-
ductor bilayer structure. In particular changing the impedance matching or the individual
thicknesses allows for tuning of frequency components in the wave field. Furthermore,
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Figure 7.6: Mode decomposition of the acoustic wave field. (a) Lamb dispersion curves for a 35-nm thin
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(b,c) Spatiotemporal Fourier decomposition of the mean displacements ux (b) and uz (c), obtained
from finite-element simulations. Prominent amplitude maxima appear at the resonance frequencies of
the Pt/Si bilayer system. (d) Schematics of displacement field for the symmetric S1 and antisymmetric
A1 Lamb modes at f (2) = 163.4 GHz. (uz,Lamb is indicated as a scaled surface displacement. Color-
coding corresponds to ux,Lamb). (e) Vector field representation of the superposition of selected Lamb
modes qualitatively reproducing the numerically simulated displacement fields (cf. Fig. 7.7).

while in the current geometry Lamb waves with a broad range of wavevectors along the
x-direction are excited, tailored coupling schemes of the acoustic wave source to the
membrane may lead to the generation of Lamb wave superpositions with a narrowband
wavevector distribution.

7.5 Conclusion

Our results demonstrate that patterned semiconductor membranes are a versatile plat-
form for optically inducing nanoscale acoustic waveforms. The propagating wave, as
experimentally probed by ultrafast convergent beam electron diffraction, is composed
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of Lamb waves triggered by local resonances in the structured area of the membrane.
The presence of small-amplitude symmetry-forbidden distortions already points to the
importance of local membrane defects and inhomogeneous nanoscale pre-straining.

Since the explicit patterned geometry and its coupling to the homogeneous membrane
have a strong impact on the generated acoustic wavefield, the chosen model heterostructure
offers various opportunities for further tailoring and locally enhancing the structural
response via acoustic wave interferences. In particular, acoustic foci may allow for an
ultrafast control of local strain-driven phase transitions.

Supplementary Material

See the supplementary material for further details on the sample preparation and experi-
mental setup, data collection and analysis, the finite-element simulation, and the acoustic
Lamb wave description discussed in the main text. Matlab source code on the singular
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value decomposition of the sensitivity matrix together with corresponding data-files is
provided as supplemental data.
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7.6 Supplementary material

7.6.1 Sample system

The sample is based on a single-crystalline, 35-nm thin silicon membrane (Plano GmbH)
(approximate dimension: 100 × 100 µm2) on which a single 2-µm wide platinum stripe
is fabricated using electron beam lithography and a thermal evaporation process. The
stripe is centered within the membrane and has a length of 100 µm, a film thickness of
10 nm and an edge sharpness of approximately 10 nm. A 1-nm thin chromium adhesion
layer deposited between the membrane and the platinum layer is neglected in the analysis
of laser-induced structural dynamics. The long side of the Pt stripe is orientated along
the [1̄10]-direction of the silicon membrane (see Fig. 7.2a).

7.6.2 Ultrafast transmission electron microscope in CBED mode

All experimental data were acquired with the Göttingen Ultrafast Transmission Electron
Microscope (UTEM), based on a JEOL JEM-2100F Schottky field emission electron
microscope. The instrument is modified to allow for ultrashort electron pulse generation
from a ZrO/W Schottky field emitter tip using 400-nm ultrashort laser pulses yielding
low-emittance electron pulses with down to 200-fs duration [71]. The laser-driven electron
gun was operated at an acceleration potential of 120 kV. For laser-pump/electron-probe
experiments, the sample is illuminated by p-polarized 800-nm optical pump pulses with
1-ps pulse duration at a 250-kHz repetition rate and an incidence angle of 55° relative to the
electron beam. The optical beam is focused down to 50 µm full-width-at-half-maximum
(FWHM). Diffraction patterns for the ultrafast convergent beam electron diffraction
(U-CBED) experiment were recorded with a focused electron beam with a full convergence
angle of 32 mrad (condenser lens aperture 200-µm diameter). The minimal focal spot for
these TEM settings was about 15 nm. For the effective electron spot diameters during the
U-CBED experiment, additional contributions such as beam defocussing, and sample and
beam drifts need to be considered. The specimen was mounted in a JEOL double-tilt
holder, which was rotated by about −34° around the holder axis (i.e., laboratory-fixed
X-axis) and 3° around the rotated Y -axis. All diffraction patterns were recorded on a
charge-coupled device camera (Gatan UltraScan 4000), binned to 1024 × 1024 pixels
(0.164 mrad per pixel angular resolution) with an indicated projection camera length
of 25 cm. Images are acquired with 60-s exposure time and 4 × 4 binning in 2 or 10 ps
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time steps for the 160-ps long and 1000-ps long delay scan, respectively. Similar probe
positions in a distance of approximately 170 nm from the long platinum edge are chosen
in both delay scans.

7.6.3 Extraction of Bragg-scattered line profiles

For the analysis of the Bragg-scattered line profiles in the ultrafast convergent beam
electron diffraction experiments, each single diffraction image is centered with respect to
the central disk. Rectangular regions of interest (ROI) around the Bragg lines with one
edge parallel to the respective Bragg line are defined. Afterwards, the scattered intensity
across the full Bragg line, the line position, and spatial width are extracted from each ROI
using a Lorentzian fit that includes a linear offset. The linear background is substracted
from the experimental Bragg-scattered line profiles. Fluctuations in the electron beam
current over time are compensated by normalization to the spatially integrated intensity
in the central disk of each diffractogram. Although we only present the results of a single
measurement, the Bragg line shifts were highly reproducible, as shown in Fig. 7.8. No
averaging over scans is performed in the data analysis.
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Figure 7.8: Delay-dependent angular shifts of exemplary Bragg lines shown for three repetitions of
1000-ps long delay scans (typical measurement time of each scan about 2 h). Both, the overall behavior
and small-amplitude high-frequency oscillations are well reproduced across the different delay scans.
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7.6.4 Convergent beam electron diffraction pattern

The positions and inclination angles of deficit and excess Bragg lines in a diffraction pattern
obtained with a convergent electron beam are linked to the size, shape, and orientation
of the local crystal unit cell at the electron probing position. The real-space basis
Bsample

u =
(
a1 a2 a3

)
of the silicon unit cell in the sample-fixed coordinate system (x, y,

and z) (cf. Fig. 7.2a) is defined by unit vectors a1 = aSi√
2

(
1 1 0

)T
, a2 = aSi√

2

(
1 −1 0

)T
,

and a3 = aSi
(
0 0 1

)T
, with the silicon lattice constant [429] aSi = 5.43 Å. To account

for a tilted sample orientation, a rotation matrix R = RX(α) · RY (β) · RZ(γ) is applied
that is constructed from individual matrices RX , RY , and RZ corresponding to rotations
around the laboratory-fixed X, Y , and Z coordinate axes2. For the orientation of the
coordinate system relative to the microscope column, see Fig. 7.2a. The rotated real-space
unit cell basis in the laboratory-fixed coordinate system is given by Blab

u = RBsample
u . The

reciprocal basis Glab
u is obtained from the identity Glab

u Blab
u = 1 (in the 1/λ-convention).

Reciprocal lattice vectors G with Miller indices h, k, and l are consequently expressed as
G = Gu(hkl)T . Bragg diffraction [345] is observed if the incident and scattered electron
wavevectors k0 and k differ by a reciprocal lattice vector of the diffracting crystal, i.e.,
G = k − k0. Employing elastic scattering and assuming small scattering angles, the
expression −G2/2 = k0G = k0,XGX + k0,YGY + k0,ZGZ between the components of k0

and G is obtained. Applying k0,X , k0,Y � k0 and kX , kY � k (paraxial approximation
for the optical axis oriented along Z), the scattering condition can be linearized, yielding

− G2

2 = kXGX + kYGY + k0GZ (7.2)

with G2 = G2
X +G2

Y +G2
Z . [kX , kY ] describe straight lines in the transverse k-space for

each G, along which incident electron intensity is scattered out to larger angles. The
resulting excess Bragg lines have a distance

rG = −G2/2 + k0GZ√
G2

X +G2
Y

+
√
G2

X +G2
Y (7.3)

2The sample orientation is retrieved from a comparison between recorded and simulated diffraction
patterns as follows:
160 ps delay scan: α = 25.09°, β = −0.30° and γ = −4.66°;
1000 ps delay scan: α = 25.18°, β = −0.63° and γ = −5.41°.
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from the center of the diffraction pattern. Angular line shifts are retrieved by devision of
Eq. (7.3) with the wavenumber k0 of the incident electron beam.

In the present work, we quantify the optically induced structural distortion of the silicon
membrane by a deformation gradient tensor F with spatiotemporal dependency [329].
Within linear elasticity theory, the application of F (∆t) = ε(∆t) + ω(∆t) + 1, where ε

and ω are the symmetric shear and antisymmetric rotation tensors, respectively, leads to
a deformed unit cell basis of the form Blab

F = R · F sample · Bsample
u and a new reciprocal

lattice basis Glab
F =

(
Blab

F

)−1
. The tensors are a function of the displacement gradients of

the displacement vector u along the coordinate axes. In linear approximation, we write:

εij = 1
2

(
∂ui

∂xj

+ ∂uj

∂xi

)
, ωij = 1

2

(
∂ui

∂xj

− ∂uj

∂xi

)
,

with i, j ∈ (x, y, z).

7.6.5 Line sensitivity to specific tensor components and reciprocal lattice vector
components

Generally, the Bragg line positions rG depend nonlinearly on the reciprocal lattice vector
and tensor components. Assuming only small tensor components Fij, the relation can be
linearized in the form

∆rG =
∑
i,j

∂rG

∂Fij

∆Fij , (7.4)

considering components Fij = δij + ∆Fij, where δij is the Kronecker delta and ∆Fij is a
small number in each tensor component separately. The difference quotients ∂rG

∂Fij
can be

computed either analytically or approximated numerically. The results ∂rG

∂Fij
for n selected

Bragg lines and m tensor components can be aggregated in a n×m matrix A. Inserting
numerically calculated tensor components (cf. supplementary material 7.6.7) in Eq. (7.4),
the time-dependent shift of selected Bragg lines can be predicted, as shown in Fig. 7.4c.

Extracting, in turn, the time-dependent displacement gradient tensor F from the
experimentally observed angular Bragg line shifts would require matrix A to have a
numerically stable inverse. However, it is found that even small variations in the line shift
on the order of 0.05 mrad already have a strong impact on the retrieved tensor, indicating
that a full reconstruction of the tensor F from the experimental line shifts is not possible
based on diffraction data recorded for a single sample orientation. To construct the tensor
component subspace to which the experiment is still sensitive, we perform a singular
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value decomposition A = U · S · V T of the matrix A, with unitary matrices U and V ,
and the diagonal matrix S (see supplemental source code for numerical results). V

contains a set of m basis vectors of the tensor component vector space, which by the
action of A are stretched by a factor Smm. Thereby, basis vectors with small Smm do not
result in an appreciable Bragg line shift and cannot be accurately reconstructed from the
experimental line shift. Considering an experimental accuracy of the recorded shifts of
about ∆rmin = 0.05 mrad, only two basis vectors in V correspond to distortions for which
the experiment yields a sensitivity of better than rmin/S11,22 < 10−5. For a third vector,
a sensitivity of about 6.4 × 10−4 is found, and worse than 3.1 × 10−3 for all other basis
vectors. For a comparison of these tensor sensitivities to the magnitude of the expected
tensor components, see Fig. 7.4a.

An intuitive interpretation of the basis vectors, to which the experiment is most sensitive,
is gained by transforming the calculated base vectors in V into the laboratory coordinate
system, using the rotation matrix R. It is observed that line shifts are predominantly
governed by the gradient displacement components FXZ , FY Z , and, to a lesser extent,
also by FZZ . These tensor components FiZ = δiZ + ∂ui

∂Z
correspond to changes in the

displacement vector along the Z-axis, i.e., parallel to the electron beam.

A general picture on the sensitivity of line shifts in U-CBED is obtained by considering
their response to changes in the reciprocal lattice vectors:

∆r =
∑

i=X,Y,Z

∂r

∂Gi

∆Gi . (7.5)

Here, ∆Gi = Gi,F −Gi,0 is the difference of the reciprocal lattice vector component i after
and before the application of the deformation gradient tensor F . From Eq. (7.3) for the
excess Bragg line positions, the following partial derivatives are obtained:

∂r

∂GX

= (G2/2 − k0GZ) ·GX

(G2
X +G2

Y )3/2

∂r

∂GY

= (G2/2 − k0GZ) ·GY

(G2
X +G2

Y )3/2

∂r

∂GZ

= −GZ + k0√
G2

X +G2
Y

.

(7.6)

Since (G2/2) ≈ k0GZ , ∂r
∂GX,Y

can be neglected and line shifts ∆r are dominated by ∂r/∂Gz.

Due to the deformation given by F , the reciprocal basis matrix Glab
u changes to
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Glab
F = Glab

u

(
F lab

)−1
. Therefore, ∆GZ is only influenced by the last column of F lab, which

may contain a dilatational component along the Z-direction (FZZ) or shear-rotational
components perpendicular to the Z-axis (FXZ and FY Z). For the case of static residual
strains in heterogeneous materials, it was demonstrated that an unambiguous tensor
measurement can be obtained by CBED tomography using three independent projection
axes [456].

7.6.6 Theoretical description of Bragg line profiles

Considering only single scattering events (kinematical approximation) and a monochro-
matic, spatially coherent incident electron wave, the wavefield ψ̂(k) after sample interaction
can be approximated by a superposition of wave components with wave vectors k, each
with an amplitude proportional to f(∆k) = π

∫
d3r e−2πi∆kr ρ(r) [329]. Here, ρ(r) is

the interaction potential experienced by the electron when transversing the crystal, and
∆k = k − k0 is the momentum change between the incident and the scattered electron
wave.

For an idealized crystal, the potential ρ(r) is given by the product of a function
describing the infinite lattice l(r) and a shape function s(r) which defines the shape and
extent of the nanocrystal (e.g., the finite Si membrane thickness): ρ(r) = s(r)l(r). Local
displacements u(r), arising for example from propagating Lamb waves, change the lattice
function into l(r + u(r)) such that f(∆k) in the vicinity of reciprocal lattice vectors
k ≈ G is modulated by an additional phase factor exp{[iφ]} containing the projection
of the displacement field onto G [449]. The strained crystal therefore imprints a phase
modulation on the electron exit wave, resulting in diffracted intensities I(∆k − G) ∝
|F (exp{[iG · u(r)]}) |2.

7.6.7 Numerical simulation of structural dynamics in Pt-stripe/Si-membrane
heterostructure

To obtain a better understanding of the spatiotemporal acoustic wave propagation, we
numerically solve the two-dimensional elastodynamic wave equation using finite-element
simulations in COMSOL Multiphysics [457]. For the sample geometry, we consider an
infinitely extending Pt-stripe on a Si-membrane imposing a plane strain ansatz and
a mirror symmetry plane (xz-plane) along the platinum stripe. The membrane and
stripe thickness and stripe width are adopted according to the experimental dimensions.
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The presence of the nominally 1-nm thin chromium adhesion layer is neglected. In
order to reduce computation time, the silicon membrane is truncated 6 µm away from
platinum stripe instead of 100 µm. For the given sound velocities and the chosen geometry
dimensions, no acoustic wave reflections from the simulation box boundaries are expected
within the first nanosecond.

Since acoustic sound velocities in silicon depend on the wave propagation direction,
we employ a symmetry-adapted stiffness tensor. Specifically, the rotated stiffness tensor
Crot in Voigt-notation (with the x and y coordinates pointing along the [110]- and
[1̄10]-directions) is obtained from the conventional stiffness tensor by a basis change
Crot = K · C · KT . For silicon, the standard components in C are C11 = 166 GPa,
C12 = 64 GPa, C44 = 80 GPa [429, 430]. For the definition of K, see Ref. [458]. For
platinum, isotropic elasticity properties [429] are assumed, governed by Young’s modulus
E = 168 GPa, Poisson’s ratio ν = 0.38 and mass density ρ = 21 450 kg/m3.

The simulation is carried out using a combination of the COMSOL “Solid State” and
“Heat Transfer in Solids” modules to solve for the time-dependent heat transfer and
structural dynamics in the heterogeneous system. The absorbed laser power per unit
volume at a pump wavelength of 800 nm is modeled as a depth- and time-dependent
heat source Q in the platinum layer. The parameters of the heat source are defined by
the optical absorption coefficient of platinum [459] (ac = 1.2688 · 106/cm), the optical
reflectivity (RPt = 0.97, p-polarized) at the employed wavelength and incidence angle, a
laser fluence of 8.5 mJ/cm2 estimated from experimental parameters, and considering a
laser pulse duration of 100 fs (FWHM). The thermal coupling between the two media is
defined by the Kapitza thermal boundary resistance [460] Rth = 1.1 · 10−8 m2·K/W. For
the adopted thermal resistance, the initial temperature difference between platinum and
silicon in the bilayer region drops to 10 % after about 500 ps. During the simulation time
of 1 ns, a substantial lateral temperature gradient persists within the silicon membrane.
For matching the amplitude of the simulated structural dynamics with the experimental
data, the displacement field was scaled by a factor of 5.4 (cf. Fig. 7.9). This scaling
factor may account for an increased absorbed energy in the bilayer system due to optical
interferences not included in the numerical simulation. The scaled maximum temperature
increase of about 300 K as obtained in the simulation is in reasonable agreement with the
temperature change extracted from the Debye Waller analyis (cf. supplementary material
7.6.9). Additional effects such as the detailed mechanical coupling of the two material
layers and a potential (non-)thermal hot electron distribution in the silicon membrane are
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Figure 7.9: Determining scaling factor of the numerical results. For matching the experimental Bragg
line shifts, the calculated displacement fields are scaled by a factor of 5.4. A comparison between
experimental and scaled calculated results is shown for the (4̄2̄2) Bragg line shift.

expected to affect the time-dependent distortion to some extend but are not considered
in detail here.

Experimentally, it was found that the silicon membrane in the vicinity to the platinum
stripe is bent by about 5° due to the preparation process. Including a corresponding initial
stress distribution in the structural dynamics simulation did not substantially influence
the predicted Bragg line shifts.

The numerically obtained strain field can be decomposed into a superposition of propa-
gating waves by performing a spatial and temporal Fast Fourier transform (FFT) of the
simulated displacement field. Specifically, the mean value of the displacement components
ux and uz along the z-axis is calculated for the first 1000 nm next to the platinum stripe
and the first 400 ps after optical excitation. For evaluating the Fourier transform, the
obtained spatiotemporal displacement maps are smoothened by a supergaussian window
centered at a distance of 500 nm and a temporal delay of 200 ps. The signal of the indi-
vidual FFTs is normalized to the maximum amplitude found in localized high-frequency
resonances, yielding the results shown in Figs. 7.5b and 7.5c.

7.6.8 Acoustic Lamb wave description for anisotropic silicon

To derive the dispersion of acoustic waves in a crystalline thin film, the elastodynamic
equation of motion with traction free mechanical boundary conditions at the membrane
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surfaces needs to be solved [284, 285]. For single-layer isotropic media or high symmetry
directions in anisotropic materials (as in the chosen silicon membrane), the solutions of
this guided wave problem are so-called Lamb waves [40, 282] which are superpositions
of quasi-longitudinal and -transverse bulk waves and are classified as symmetric (S),
antisymmetric (A), and shear-horizontal (SH) waves. Symmetric Lamb waves are also
termed dilatational waves, and antisymmetric waves flexural waves, due to their overall
impact on the membrane deformation.

The corresponding dispersion relations for the generally infinite number of symmetric
and antisymmetric modes are in the isotropic case given by an explicit characteristic
function called Rayleigh-Lamb equation [284, 285]:

tan
(
hkl

z + α
)

tan(hkt
z + α) = kt

z

kl
z

(
1 − ω4

4k2 (kt
z)2 · v4

t

)
, (7.7)

with parameters (
kl

z

)2
= ω2

v2
l

− k2 and
(
kt

z

)2
= ω2

v2
t

− k2 . (7.8)

Here, kl
z and kt

z are the out-of-plane wavevector components for longitudinal and transverse
acoustic waves given for an angular wave frequency ω = 2πf , in-plane wave vector k, and
acoustic sound velocities vl and vt. The sample thickness d is included in variable h = d/2.
Symmetric and antisymmetric modes are separated by choosing α = 0 and α = π/2,
respectively. Since no analytic expression for the various branches of the dispersion curve
exists, numerical root-finding algorithms need to be implemented to solve for the Lamb
in-plane wavenumber at a given frequency.

For anisotropic materials, however, the quasi-longitudinal and -transverse bulk sound
velocities depend on the propagation direction. Similar expressions as the Rayleigh-
Lamb wave dispersion equations for isotropic media are in particular obtained for mode
propagation in symmetry directions [461]:

tan (hkl
z)

tan (hkt
z) = Q . (7.9)

Q is an explicit expression containing kt
z and kl

z, and the elastic properties of the medium.

For the silicon membrane with Lamb wave propagation along the [110]-direction
discussed in the main text, we used the free software suite Dispersion Curve (DC) [298]
developed by Armin Huber to trace the dispersion curves of the decoupled symmetric

153



Chapter 7 Tailored nanophononic wavefield in a patterned bilayer system

and antisymmetric Lamb modes (for details see also Ref. [306]). Dispersion curves for
frequencies f up to 300 GHz and corresponding wavenumbers k up to 0.4/nm are displayed
in Fig. 7.6a. It is confirmed that the expected limiting behavior [284] of the Lamb wave
dispersion is recovered, such as

1. the cut-off frequency × plate thickness products are equal to even or odd multiples
of half of the sound velocities [284] vl = 8433 m/s and vt = 5843 m/s,

2. phase velocities cp = ω
k

of the A0 and S0 branch in the large-k region approach
the Rayleigh wave velocity vR = vt · (0.718 − (vt/vl)2)/(0.75 − (vt/vl)2 = 5150 m/s
(approximation by Viktorov, Ref. [462]),

3. the phase velocity of the S0 branch in the small-k region [315] reaches√
(C2

11 + C11C12 − 2C2
12 + 2C11C44)/(2C11 · ρ) = 8533 m/s.

For comparison of numerically solved displacement fields with a Lamb wave super-
position, through-thickness profiles at the bilayer resonance frequencies were extracted
from the DC software, considering all dispersion branches shown in Fig. 7.5a. These
profiles with individual propagation-induced phase terms are superimposed and the mean
displacements extracted from the numerical simulations are added. Excluding the lowest-
order 65.2 GHz resonance frequency, the dispersion field ux in Fig. 7.6b is qualitatively in
good agreement with the Lamb displacement superposition in Fig. 7.6c in the main text.
Following the same procedure for uz, a further simplification to only five displacement
fields is possible, i.e., selecting the wavenumbers for frequencies 163.4 GHz on the A0,
S0, A1, and S1 branches and 208.0 GHz on A0. The result is displayed in Fig. 7.10. We
note that generally the Lamb wave dispersion depends on the static stress exerted on the
membrane [274], which could lead to small changes in the observed k/f -dependence.
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Figure 7.10: Comparison of the numerically obtained displacement field (a) within the silicon membrane
along the z-direction with corresponding results based on a Lamb wave superposition (b). Choosing a
selection of Lamb modes at the specific resonance frequencies of the Pt/Si bilayer system (as indicated
in Fig. 7.6a), the analytical superposition is in good agreement with the numerical results regarding
spatial inhomogeneity and displacement oscillations.

7.6.9 Debye Waller analysis

In order to extract the optically induced temperature rise of the 2-µm wide polycrystalline
platinum stripe on the silicon membrane, the decrease of the integrated diffraction intensity
I in the Debye-Scherrer rings is acquired with a collimated electron beam (approx. 2.4-µm
spot diameter). For the (113)-ring, a total diffracted intensity change by 7.5 % is observed
at the same incident optical fluence as applied in the U-CBED experiment (see Fig. 7.11).
To differentiate the temperature-dependent Bragg peak intensity and a broader diffuse
background, we only consider a small scattering angle width around the (113)-ring for
determining the diffracted intensity. The observed intensity drop corresponds to an
optically induced increase of the lattice temperature from 300 K to about 506 K. Up
to 70 ps after optical excitation, we did not observe a recovery of the ring intensity, in
agreement with 500-ps-scale cooling time obtained numerically. The extracted effective
electron-phonon coupling constant of 1.3 ps is in reasonable agreement with previous
pump-probe experiments [416, 424, 463], given the chosen delay steps of 1 ps and 700-fs
electron pulse length. Furthermore, we confirmed that no irreversible structural changes
occur up to an incident optical fluence of 14 mJ/cm2.
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Figure 7.11: Debye Waller analysis for the Pt/Si bilayer region. (a) Sketch of the experimental geometry
for recording ultrafast parallel electron beam diffraction on the Pt/Si bilayer region. The diffraction
pattern consists of a superposition of Bragg spots and Debye-Scherrer rings originating from silicon
and platinum, respectively. (b) Delay-dependent intensity of the Pt (113) Debye-Scherrer ring after
optical excitation. Adapting a single-exponential transient yields a platinum temperature increase of
about 200 K. Within the first 20 ps, no subsequent temperature decrease is observed demonstrating
that heat transfer to the underlying silicon membrane occurs on longer time scales.
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Chapter 8

Summary and perspectives

The work performed in this thesis addressed challenges in UTEM imposed by nanoscale
electron pulses containing high charge densities (Chapter 3) and tackled the complexity
of ultrafast structural dynamics in confined heterostructures (Chapters 6 and 7). Enabled
by both mathematical models and experimental investigations of Coulomb interactions
and nanophononic wavefields, we have reported on the following main achievements:

1. We have demonstrated the control over longitudinal and transverse properties of
electron pulses photoemitted from a laser-driven Schottky field emitter and have
presented a guideline for optimizing electron source parameters in similar nanoscale
photocathodes.

2. By patterning a semiconductor membrane, we have established a tailored source
with a well-defined excitation gradient for launching nanoscale acoustic wavefronts.

3. Applying an analytical mode description in the framework of linear elasticity theory,
we have derived universal expressions for explicitly predicting acoustic resonance
frequencies in elastically mismatched metal/semiconductor bilayer systems.

4. We have successfully complemented nanoscale diffractive probing with a sensitivity
analysis of experimentally accessible strain field components and identified the macro-
scopic origin of the spatiotemporal strain dynamics in our model heterostructure. We
have validated the origin of inhomogeneous structural dynamics as a superposition
of Rayleigh-Lamb modes at the resonance frequencies of the bilayer system.

In the remaining part of the conclusion, more details on these four principle milestones
are given.
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Details on work presented in Chapter 3 By exploiting the key advantage of utilizing
a localized single-photon photoemission process (section 3.2), we have quantitatively
accessed the impact of Coulomb interactions on spatial, spectral, and temporal pulse
properties, and disentangled stochastic and mean-field effects (milestone 1). We have
shown that transverse electron properties are governed by a stochastic emittance growth
(section 3.4), whereas Coulomb-induced spectral broadening (section 3.4) is a mean-
field space-charge effect. The experimentally observed linear growth of focal spot sizes
and energy widths with an increasing number of electrons per pulse is corroborated by
multiparticle simulations (section 3.6). Stretching optical photoemission pulses, small
electron foci from the low-charge regime are recovered. As obtained from simulations,
considerable Coulomb forces act only within the first 4 µm of the propagation distance
(section 3.7): 80 % of the spectral broadening is gained in about 1 % of the total distance
in the emitter assembly. Since this is much shorter than length scales of temporal pulse
broadening depending slightly sub-linearly on the imprinted energy width (section 3.5),
the spectral broadening can be treated as quasi-instantaneous. For the limit of large
energy widths, the pulse duration depends linearly on the energy width and the chirp is
obtained as the inverse shear, which is well-described by an analytical model (section 3.7).

Details on work presented in Chapter 6 In the second part of the work (milestone 3),
we have explored the impact of boundary conditions on optically induced strain fields,
which has led to the following important findings for our reference model: Different from
breathing modes in homogeneous monolayer materials at a single resonance frequency,
multifrequency strain dynamics are optothermally induced in both layers due to interlayer
strain coupling. Changing the impedance matching or the individual thicknesses allows for
tuning of frequency components in the wave field. For strongly mismatched bulk material
properties, we demonstrated the emergence of spatially localized phonon eigenmodes.

Details on work presented in Chapter 7 In the third part of the work (milestones 2
and 4), we demonstrated that U-CBED serves as a unique tool in the field of nanophononics
by giving quantitative access to optically induced coherent lattice dynamics with nm/ps
spatiotemporal resolution. Applied to a Pt/Si-heterostructure (section 7.2), U-CBED has
delivered the following main results supported by numerical simulations: We conclude
that the lattice dynamics in our heterostructure are governed by local rotations with minor
strain and shear contributions (section 7.3). An analysis of linear combination of tensor
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components (section 7.3) revealed an experimental sensitivity to two shear-rotational
motions perpendicular to the z-axis and to vibrations along the z-axis along the electron
beam direction. Bragg-scattered line profiles indicated inhomogeneous structural dynamics
within the depth of the membrane. By analyzing the Fourier-amplitude of the mean
spatiotemporal displacement field, we verified that these microscopically originate from
acoustic resonance frequencies of the Pt/Si bilayer system. Accordingly, a reconstruction
of the complete displacement field is achieved by a superposition of the Rayleigh-Lamb
modes (section 7.4).

In the section that follows, a few topics are discussed that address unresolved challenges
with laser-driven electron sources and viewpoints on future UTEM experiments in the
field of nanophononics.
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8.1 Future developments of laser-driven electron sources

Based on the systematically characterized pulse properties (see Refs. [71, 173] and
Chapter 3), several source optimization aspects are relevant for further improvement
of time-resolved electron microscopy. These include ongoing development work on the
laser-driven ZrO/W emitter, but also new designs of photoemission sources based on
electrically biased (311)-oriented tungsten emitters, yielding longer transverse coherence
lengths and possibly longer longitudinal coherence lengths. Furthermore, the gained sound
understanding of the mechansism of pulse broadening allows for active pulse compression
schemes that result in lower final electron pulse durations and chirp.

8.1.1 Perspectives for laser-driven ZrO/W emitters

For the laser-driven Schottky emitter, we suggest the following improvement pathways:

Nanoscale facets: The geometric shape of the ZrO/W emitter affects the effective
field strength at the tip and is a significant parameter in the characterization of the
electron source through beam emittance and brightness as a figure-of-merit. The shape
of the tip, and thus the electron emission generally changes over time. Especially at
high temperatures, where diffusion processes take place, the shape of the tip can change
significantly if large electrostatic fields are applied. By optimization of established
conditioning procedures, variations of the size and shape of the facets are feasible, which
would maximize the emission current and lead to a high beam brightness at small emittance
values that remain stable at reduced temperatures.

Stable photoemission: Stroboscopic investigations of reversible dynamics with low-dose
electron pulses require a long temporal stability of the photoemission current at low
temperatures of the Schottky emitter operated in photoemission mode. The presented
time-resolved diffraction data has been acquired with unchanged focusing of the laser
beam on the tip at 250-kHz repetition rate. All diffractograms were integrated for 60 s.
The delay time scans consisted of 85 (160-ps delay scan) to 105 (1000-ps delay scan) data
points resulting in a measurement time of about 2 h each. Within the first two hours of the
long delay scan, a 35-% decrease in emissions has been observed, which can be attributed
to the shortening of the tip during cooling. Thereafter, the emission current still droped
about 20 % with each further full delay scan, which can be explained by the persistent
length change of the tip and a changing work function of the emitter due to adsorbates.
For future two-dimensional strain mappings requiring a better long-term stability, the
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emitter should therefore be operated in excellent vacuum conditions (p < 10−10 mbar), as
is the case for cold field emitters.

Wavelength for photoemission pulses: In the linear photoemission process, the initial
kinetic energy spread of the electron pulses is mainly governed by the maximal excess
energy. Assuming a work function of 2.7 eV for the W(100) front facet (see Chapter 2),
UV laser pulses at a central wavelength of 400 nm yield an intial energy spread of 0.4 eV
between electrons emitted from the Fermi level or emitted from lowers states. This
spread can consequently be minimized by illuminating the Schottky tip apex with longer
central wavelengths closer to the work function. Since the detailed mechanisms of the
work-function changes are unclear, a tunable laser system to vary the wavelength of the
photoemission pulses is useful. An investigation of the number of emitted electrons and
the energy width of the electron pulses for varying extraction fields might yield deeper
insights and operation schemes for future laser-driven electron sources. This has already
been done for a few field variations at the Göttingen UTEM (see [113]), but a deeper
analysis promises a more comprehensive understanding.

8.1.2 Novel pulsed electron sources based on tungsten tips

While the development of the laser-driven Schottky field emitter has allowed to perform
unique time-resolved experiments [110, 111, 116, 119, 120, 234] which would not have
been possible on the previous generation of UTEMs, advanced phase-sensitive imaging
techniques, such as electron holography, urgently need a further improvement in electron
coherence towards fully coherent electron pulses. To this end, cold-field emission guns
(CFEGs) which are based on quantum mechanical tunneling of electrons through a static
potential barrier into vacuum (see Chapter 2) are a promising candidate due to record
brightness values and the low energy spread in conventional operation mode [130, Ch. 4.1].
For the first implemented laser-driven cold-field field emitter, ultrashort electron pulses
with a duration of 400 fs and an energy spread close to 1 eV have been achieved for
nanometer-size foci [80]. Although contaminations of the tip can drastically change the
emission current, well-defined flashing procedures to elevated temperatures of about
2500 K have been developed and are now routinely used, which also overcome conditioning
challenges of laser-driven ZrO/W tip emitters.

Outside TEM, laser-driven electron emission from tungsten nanotips [82–84, 108, 172,
464, 465] has in the past already been employed in ultrafast electron diffraction [75]
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and in femtosecond point projection microscopy [207]. In contrast to single-photon
photoemission from Schottky field emitters, different photoemission regimes have been
studied for tungsten tips. For nonlinear photoemission, the confined electron emission
is discussed in terms of multiphoton electron emission [83, 84, 108, 465, 466] or optical
field emission [82, 464]. Recent work on highly-biased tungsten photocathodes with
400-nm photoemission pulses demonstrated that tungsten tips can also be operated in
the linear photoemission regime, yielding highly coherent photoelectron bunches with a
negligible dc tunneling component [153]. Different from conventional operation mode,
in which electrons are emitted from the tungsten [310] front facet with the lowest work
function (4.32 eV) among crystal planes typical for tungsten [231], photoemission over
the Schottky-lowered barrier was attributed to crystal planes with work functions up to
4.8 eV. Despite of resulting larger emission angles, a back-projected source size below 1 nm
was achieved in photoemission mode, which is close to previously published values for
dc field emission from tungsten tips [467] and significantly smaller than the geometrical
tip radius. By employing the tungsten tip emitter at moderate Schottky-induced work
function reduction and at photoemission photon energies of about 3.5 to 4 eV, a pulsed
electron source with predominant emission from the [310] crystallographic plane yielding
transverse beam properties comparable to continuous cold-field electron emitters should
be achievable.

8.1.3 Pulse compression schemes

As already outlined in Chapters 2 and 3, the dispersive propagation of electron pulses
with higher electron densities leads to a temporal spreading and spectral broadening
of the electron pulses. This close correlation can be explained by Coulomb forces that
lead to a shearing of the electron pulse in longitudinal phase space. Maintaining short
pulse durations at increased pulse charges therefore requires high acceleration fields and
schemes to recompress the longitudinal phase-space distribution. Indeed, by applying
a time-dependent electric field in the longitudinal direction, fast electrons at the front
of the pulse are decelerated, and slow electrons at the back of the pulse are accelerated.
As a result of this velocity-bunching scheme, the electron chirp can be compensated.
Afterwards, the dispersive propagation of the electron pulse in field-free space leads to a
temporal focus at a distance controlled through the chirp. In accordance with Liouville’s
theorem (preservation of the populated phase space volume [180]), the energy spread
increases proportionally with the compression in time.
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Conventional recompression strategies for UED setups often employ radio-frequency
cavities that generate a few-GHz oscillatory field synchronized with the photoemission
laser pulse (cf. designs and numerical simulations reported in Refs. [185, 203, 468, 469]).
As demonstrated in experimental work, single-electron pulses have been compressed to
30 fs [470], while the compression technique applied to electron pulses containing high-
bunch charges yields minimal pulse durations between 160 and 400 fs [86, 198, 471]. Despite
of improved synchronization technologies [472–474] it remains challenging to achieve few-fs
electron pulses over long acquisition times. An approach that adopts the concept of
oscillatory fields for electron pulse compression but avoids synchronization problems relies
on all-optical setups using terahertz cavities [200]. Recently, THz-fields have enabled a
temporal compression of single-electron pulses down to 28 fs [475]. Considering spatial
restrictions in a TEM column, this all-optical technique also paves the way for expanding
the range of applications in nanoscale time-resolved electron microscopy.

8.2 Ultrafast nanodiffraction in UTEM

Upcoming nanodiffraction experiments will in particular continue to profit from the
general technical development of the UTEM methodology. As it will be briefly introduced
in the following, these include probe aberration correctors that allow for sub-nm spatial
resolution and CBED experiments with large convergence angles, as well as energy filters
for disentangling elastic and inelastic scattering contributions. Of particular interest in
future experiments exploring Lamb waves could be mode couplings, further tailoring
and locally enhancing nanophononic wavefields via different model heterostructures and
acoustic wave interferences, and nonlinear dynamical phenomena in nanoscale systems
optothermally driven into resonance. These aspects will be discussed in the last part of
this thesis.

8.2.1 Advanced local probing with probe aberration correctors

For mapping the local lattice distortions in the Pt/Si heterostructure [116], a focal spot
size was characterized as about 15 nm.13 However, a larger effective electron spot diameter
of about 50 nm was extracted by comparing experimentally observed line profiles with
13TEM illumination condition: CBD-141, i.e. weakest excitation of first condenser lens possible (spot

1 ), large convergence angle (alpha 4 ) and 200-µm condenser lens aperture (CLA 1 ); high coherence
setting at 120 kV acceleration.
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numerically calculated linewidths and temporal variations within the lines. This difference
has been attributed to incoherent averaging effects arising from a defocused electron
beam, as well as sample- and beam-drifts, prompting the development of drift correction
schemes.

Ultimate resolution in nanodiffraction, which depends on the formation of small electron
probes, requires careful tuning of the experimental parameters, such that few-nm to sub-
Angstrom focal spot sizes are achieved. As reported in an earlier publication on the
performance capabilities and applications of the Göttingen UTEM [71], the smallest spot
diameter for a convergence angle of 6.7 mrad is 0.89 nm,14 which yields a normalized
emittance of 1.73 nm·mrad and a degree of coherence of 11 %. Since all beam properties
have been measured at the sample position, they contain contributions from both intrinsic
source properties and aberrations from the imaging optics.

In particular at large convergence angles α, for example 32 mrad and 50 mrad as
previously used in strain analysis [72, 116], the spherical aberration of the objective lens
strongly affects the spot diameter, which increases with 1/2 Csα

3 [130, Ch. 4.2.2]. The
corresponding aberration coefficient Cs is on the order of the focal length of the objective
lens. In geometrical optics, a positive spherical aberration is based on the principle
that marginal rays at large angles with respect to the optical axis are deflected more
strongly than paraxial rays.15 Decreasing the electron wavelength or the focal length
of the objective lens are two strategies to achieve an enhanced resolution in a TEM.
However, irradiation with high energy electrons causes specimen damage and a small
focal length comes at the expense of tilt angles feasible in the gap between the pole pieces.
These limitations therefore raise the question of how positive spherical aberration can be
technically overcome by other means, such as correction elements.

As proven in a fundamental work by Scherzer in 1936 [478], any electron-optical
system suffers from spherical aberration if simultaneously the lens fields are rotationally
14TEM illumination condition: CBD-193, i.e. spot 1, largest alpha setting possible (alpha 9 ) and 40-µm

condenser lens aperture (CLA 3 ); high coherence setting at 200 kV acceleration voltage
15Alternatively, a wave aberration can be defined [476, Ch. 5.1]. Here, the geometrical deviations of an

aberrated wave surface from a non-aberrated Gaussian wave front as a function of the angle to the
optical axis is related to a phase change across the image plane and can be described by an aberration
function (see section 2.2). Names and symmetries of aberrations up to the seventh order are listed
in Table 7.2 of Ref. [477]. For example, a first-order aberration describes a defocus that is linear in
angle and spherical aberration is a third-order effect (cubic in angle). Both geometrical aberrations
are symmetry-allowed for a perfectly rotationally symmetric electromagnetic field. A second-order
astigmatism, however, is a parasitic aberration induced by mechanical imperfections of a lens [477,
Ch. 7.3.2].
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symmetric, space-charge free along the optical axis, static, and the system produces a
real image of the object. The last three aspects of Scherzer’s theorem are associated with
enormous experimental drawbacks regarding the correction of spherical aberrations, while
rotationally asymmetric electron optics, such as stigmators for compensating the axial
astigmatism [130, Ch. 2.4.1], allow for high-resolution imaging and local probing methods.
The correction of spherical aberration – if not removed by image post-processing – relies
on inducing a negative spherical aberration with such corrector elements. Eventually,
the total resulting aberration of the objective lens and the correction device can be
eliminated. Two main sorts of asymmetric multipole correctors for imprinting a negative
spherical aberration to the electron beam have been developed in the field of scanning
TEM (STEM) and conventional TEM: quadrupole-octupole correctors [479–482] and
hexapole correctors [483–488] (for more historical and technical details see e.g. the review
by Hawkes and Kasper [239] and Ref. [477]).

The successful correction of spherical aberrations has drastically pushed the resolution
limit in electron microscopy below 50 pm at 300 kV [489] and enables high-contrast imaging
of lattice fringes of radiation-sensitive samples at low voltages (20 kV) [128]. Recently even
at 60 kV, sub-Ångstrom resultion has been demonstrated for a silicon single crystal [490]:
Bragg reflections of the silicon sample were acquired with 73 pm spatial resolution by
employing a CEOS ASCOR corrector [488, 491] in a CFEG-equipped JEOL NEOARM.

Besides achieving minimal spot sizes using aberration corrected probe systems, another
advantage of performing CBED with a probe corrector is the realization of larger con-
vergence angles (e.g. 38-mrad semi-angle in Ref. [490]). Due to the advanced coherence
properties of the probing electron beam in a JEOL 2200FS with a CEOS spherical
aberration probe corrector [482], interference patterns have been observed for overlapping
CBED disks [492].

While Cs-STEM allows for high-contrast imaging of the amplitude of the object exit
wave, phase information is still missing. Employing electron beam holography, both
contributions to image contrast are simultaneously recorded and an aberration-corrected
object exit wave can be reconstructed by an a posterioiri deconvolution from aberrations
according to transfer theory (section 2.2) [142]. An a priori aberration correction therefore
seems redundant. However, as shown by Geiger et. al [493], both the fringe contrast in
electron beam holograms and the spatial-frequency limit are improved in a probe-corrected
TEM [486] by a factor of about 2. Such a signal/noise improvement would fascilitate the
usage of low-dose electron pulses which is vital for non-equilibrium investigations with
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Figure 8.1: CBED patterns of a (100)-oriented 200-nm thick silicon membrane pre (a) and after (b)
energy-filtering. (a) Left to right: Diffraction images showing bright pendellösung fringes, defect
Kikuchi bands, and deficit and excess Bragg lines. (b) Corresponding energy-filtered diffraction
patterns with a zero-loss peak width (FWHM) of about 1 eV. All patterns are recorded at 200 kV with
a JEOL F200 microscope equipped with a CFEG and a “CEOS Energy Filtering and Imaging Device”.

photoemission pulses in UTEM.

8.2.2 Inelastic scattering effects and energy filtering

The description of the diffraction pattern formation in Chapters 5 and 7 was restricted
to the assumption of purely elastic scattering which gives rise to diffraction peaks (or
lines) when the Bragg condition is fulfilled. Additionally, however, electrons scatter
inelastically and contribute to a diffuse background intensity in the diffraction pattern.
The momentum transfer and the energy loss involved in the inelastic scattering depend
on the type and localization of inelastic interactions. For high-energy electrons, these
interactions can be single-electron, collective plasmon, and phonon scattering processes,
as well as multiple coupled scattering effects [329, Ch. 10.6]. Coulomb repulsion by
inner- or outer-shell crystal electrons, which are excited to higher energy states, typically
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leads to a scattering of the fast electron by about 10 mrad or 1–2 mrad, respectively (for
E0 ≈ 100 keV) [138, Ch. 1.1]. Inelastic scattering involving plasmons (collective oscillation
of the valence electron density) are visible in an energy spectrum as a peak in the range
of 5–30 eV with a smoothly decreasing intensity at larger energy losses [138, Ch. 1.1].
About 80 % of the plasmonic scattering intensity is concentrated at small scattering angles
below 7 mrad [494]. Thermal diffuse scattering (TDS) from phonons causes only small
(meV) energy losses, so that it is contained within the so-called zero-loss peak of the
energy spectrum. In a diffraction pattern, thermal diffuse scattering produces satellite
peaks around Bragg spots and extends to large angles (see section 5.4.2). In essence,
recording full electron energy spectra (for varying electron probe positions) allows for a
reconstruction of local sample properties like the chemical composition and the phononic
band structure.

By performing energy-filtered TEM (see section 2.1), spatially resolved information on
the electron energy loss distribution for certain parts of the spectrum can be retrieved.
This approach has, for example, recently allowed to quantitatively map electron-light
interactions at microresonators for indiviudal photon sideband populations with an energy
window of 800 meV [495]. Zero-loss filtering of diffraction patterns removes the plasmonic
component, thereby making faint TDS more visible and enhancing contributions from
coherent elastic diffraction: For lattice strain measurements, energy filtering significantly
improves the visibility of Bragg lines in a CBED pattern (Fig. 8.1, see also Ref. [496]
displaying various examples of CBED patterns revealing the effectiveness of energy
filtering), rendering energy-filtered U-CBED an ideal method for future investigations of
ultrafast structural dynamics.

8.2.3 Lamb wave interactions and phonon confinement

Ultrafast nanoscale dynamics are influenced by the atomic-scale structure of interfaces,
nanoscale morphologies, and local defect structures. The presence of small-amplitude
symmetry-forbidden dynamics in the patterned silicon membrane (see Chapter 7 and
Ref. [116]), for example, is possibly a signature of local membrane distortions and
inhomogeneous nanoscale pre-straining.

When a Lamb wave encounters an interface (which can be the membrane edge or
a change in membrane thickness), mode conversion can occur that is consistent with
traction-free boundary conditions. Generally, not only propagating modes with real

167



Chapter 8 Summary and perspectives

wavevectors are generated during refractions but also evanescent modes with complex
or purely imaginary wavevectors [497, 498], while the frequency of the incident wave
is maintained. As experimentally shown for Lamb waves interacting at the interface
between two regions of different thicknesses [275, 499] and at free edges of homogeneous
membranes [500, 501], mode conversion may involve the same mode type Sn [275, 499],
two different types of modes (e.g. incident mode S2, reflected mode S1) [501] or take
place between modes corresponding to two different regions of the same dispersion curve
(incident and reflected mode e.g. S1) [500]. For small wavenumbers, the S1 mode always
has a negative group velocity and a positive phase velocity (see Fig. 7.6), which gives
rise to so-called backward wave propagating.16 Through mode conversion between a
forward and backward propagating mode, negative reflection17 can be observed: Waves
with equal wavenumbers on both sides of the interface are characterized by incident and
refraction angles equal in magnitude but propagate on the same side of the interface
normal. Exploiting this effect, Lamb wave focusing has been achieved [275, 499, 501, 506],
opening new pathways to manipulate wave fields in unprecedented and nonintuitive ways.

The negative-refraction-based generation of phonon foci strongly depends on mode
conversion efficiencies [498] and has so far been discussed for macroscopic (mm-scale)
systems. An interesting approach for phonon confinement to nanoscale volumes relies on
spatially tailored phonon excitations in nano-patterned semiconductor membranes. As
discussed in Chapter 7, these well-defined heterostructures serve as Lamb-wave sources
with a discrete spectrum according to local resonances of the bilayer system. Apart
from the importance of elastic properties and layer thicknesses in such nanoscale systems,
also the explicit geometry has a strong impact on the acoustic wavefield. By changing
the current geometry from metal stripes that launch plane waves (see Chapter 7) to
arc structures, it is expected that the induced strain field forms an acoustic focus at
the center of such lenses due to wave interferences. Ideally, sub-wavelength focus sizes
are achieved. For the 10-nm thin platinum layer on a 35-nm thin silicon membrane, for
example, a strong resonance was found for the A0 mode at a wavenumber of 0.09 nm−1

(Fig. 7.6), which could yield a focus size below 100 nm. The high spatial resolution of
U-CBED would be perfectly suitable for the mapping of the evolving displacement field
at such nanometer length-scales. In future UTEM experiments, the extreme strain profile
of tightly localized lattice distortions may enable the investigation of elastically driven
16Except for the three lowest modes A0, S0, and A1, backward waves exist for all Lamb modes over some

range of Poisson’s ratio [502, 503].
17See also the optical equivalent of negative-index materials [504, 505].
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phase transitions [447, 448].

8.2.4 Nonlinear phononics

The quantitative discussion of propagating acoustic waves and localized oscillations in the
metal-/semiconductor heterostructure (Chapters 6 and 7) was based on linear elasticity
theory (Chapter 4), since only small displacement deformations below 1 % were observed.
However, large amplitude distortions in phonon foci might require an analysis within
the framework of nonlinear phononics. In the past decade, insights into nonlinear effects
have in particular been obtained by studying 2D materials [4, 507–509]. When exfoliated
into ultra-thin membranes, unique mechanical properties arise [510–512], among which
mechanical flexibility and tuneable stiffness transfer the description of the membrane
motion into the nonlinear regime at already small external excitation forces [513]. Also
by scaling down the membrane radius R, different regimes of motion can be reached,
as shown in Fig. 8.2a for circular graphene membranes [17]. Whereas large membranes
(R = 100 µm) exhibit a linear motion over a large range of out-of-plane amplitudes (two
orders of magnitude), the harmonic region becomes smaller for decreasing membrane sizes
(about one order of magnitude for R = 2.5 µm) and eventually disappears completely
(R = 50 nm), so that the membrane exhibits a nonlinear response at amplitudes of less
than 10 nm. Driving the graphene nanodrum optothermally using laser pulses [514], a
variety of nonlinear phenomena can be observed (Fig. 8.2b).

Typically, the nonequilibrium dynamics are described by the Duffing equation

miq̈i + ciq̇i + kiqi + γq3
i = Fext,i0 cos(ωt− Φ) + F̃ . (8.1)

Here, qi(t) represents the maximum deflection of an acoustic mode i, F̃ is a constant force
term, mi, ci, and ki describe the mode-dependent linear modal mass, damping coefficient,
and linear stiffness, respectively. The primary cause for nonlinear effects is geometric
nonlinearity, described by the nonlinear stiffness term of the form γq3

i . As a result, the
system exhibits a spring hardening, which leads to an amplitude increase and a shift of the
resonance frequency to higher values. When the driving frequency ω is further increased,
the frequency-response-function (FRF) becomes unstable, entering a bi-stable regime also
observed experimentally [1, 515, 516]. The parametric term ki(t)qi introduces additional
resonance at twice the fundamental frequency and slightly larger frequencies [517, 518]. as
well as mode-couplings [514, 519]. The combination of high frequencies in the MHz-regime
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a b

Figure 8.2: Nonlinear dynamical phenomena in 2D material resonators. (a) Schematic indicating
ranges of dynamic motion exhibited by circular graphene membranes of different radii R at room
temperature. (b) Measured nonlinear dynamic frequency response curves of a multi-layer graphene
nanodrum (10 nm thick and 5 µm in diameter); from the red to the blue curves the drive level increases
(color bar on the right hand side). In a single set of measurements the Duffing response, nonlinear
damping, parametric resonance and internal resonance (mode-coupling) are observed, by simultaneous
application of both direct and parametric drive. The linear x-axis indicates the detection frequency
in terms of the fundamental resonance frequency ω = ω1, the logarithmic y-axis shows the measured
mechanical compliance |FRF(ω)|. At a frequency ωIR an internal resonance between a direct and
parametric mode is observed. Reprinted from Ref. [17]. Licensed under CC BY 4.0. Mode shapes are
reprinted from Ref. [514]. Licensed under CC BY 4.0.

and small membrane sizes, however, poses central challenges for quantitatively mapping
the evolving strain fields. In addition to optical, transconductive and capacitive readout
schemes [17], U-CBED could yield valuable insights by directly accessing both in-plane
strain and out-of-plane motions.
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Appendix A

Short introduction into Rabi-oscillations

The linear response of a two-level quantum-mechanical system [520, Ch. 5.2] with states
|a〉 and |b〉 (see Fig. 5.5c) coupled by an external field can be modeled by writing the
corresponding wavefunction as

|ϕ(t)〉 = Ca(t) |a〉 + Cb(t) |b〉 , (A.1)

with two complex coefficients Ca and Cb such that |Ca|2 + |Cb|2 = 1 normalizes the
wavefunction. The Hamiltonian H of the time-dependent Schrödinger equation
Hϕ = i~∂ϕ

∂t
is given by

H = H0 +H ′(t)
= Ea |a〉 〈a| + Eb |a〉 〈b| + (Vab |a〉 〈b| + Vba |b〉 〈a|)E(t) ,

(A.2)

with level energies Ea = ~ωa and Eb = ~ωb. H ′(t) is the perturbation Hamiltonian that
depends on the dipole-matrix element Vab of the transition driven by an electric field E(t).
In the dipole approximation [E(r, t) ≈ E(t)], the electric field is

E(t) = E0 cos(ω0t) , (A.3)

with constant field amplitude E0 and frequency ω0. For this system, the Schrödinger
equation yields

Ċa = −iωaCa − 2iΩRe
φ cos(iωat)Cb

Ċb = −iωbCb − 2iΩRe
φ cos(iωat)Ca ,

(A.4)
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with φ the complex phase of Vab = |Vab|eiφ. The Rabi frequency

ΩR = |VabE0|
2~ (A.5)

is at resonance proportional to the amplitude of the light field and to the dipole moment Vab.
In the rotating wave approximation taking into account only the slow coupling dynamics,
we redefine

ca = Cae
iωat and cb = Cbe

iωbt , (A.6)

and introduce the detuning ∆ = ω0 − (ωb − ωa), which yields the solution

ċa(t) = ei ∆
2 t

[
(cos Ωt) − i

∆
2Ω sin(Ωt))ca(t) − i

ΩR

Ω sin(Ωt)cb(t)
]

ċb(t) = ei ∆
2 t

[
(cos Ωt) − i

∆
2Ω sin(Ωt))cb(t) − i

ΩR

Ω sin(Ωt)ca(t)
]
.

(A.7)

Here, Ω =
√

Ω2
R +

(
∆
2

)2
is the generalized Rabi frequency. Assuming ca(0) = 1 and

cb(0) = 0, the probability to find the system in the excited state at time t is

Pb(t) = |cb|2 =
(

ΩR

Ω

)2

sin2(Ωt) ∆=0= sin2(ΩRt) . (A.8)
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