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Zusammenfassung

Für das räumliche Hören sind die sogenannten Binauralen Cues wichtig. Durch interaurale Zeit-
und Pegel-Differenzen (ITD und ILD) zwischen den beiden Ohren ist es möglich Geräuschquellen
zu orten. Für die Sprachverständlichkeit während eines Störgeräusches, die oft eine Heraus-
forderung für Hörgeschädigte darstellt, ist das binaurale Hören von enormer Bedeutung.

Diese Doktorarbeit befasst sich mit den grundlegenden Aspekten des binauralen Hörens und
seiner Modellierung. Dabei wird großer Wert auf die physiologische Plausibilität der Model-
lierung gelegt, da nur so Rückschlüsse auf mögliche Ursachen von Hörschwierigkeiten und in
der Folge auf Konzepte für Hörgeräte-Algorithmen gezogen werden können. Daher konzentriert
sich diese Forschung auf die Integration psychoakustischer und physiologischer Erkenntnisse in
die Modellierung des binauralen Hörens.

Ein Standardmodell für binaurales Hören basiert auf einer internen Kreuzkorrelation zwis-
chen den Signalen des linken und rechten Ohres. Dieses Prinzip erfordert zwei Reihen von
entgegengesetzten Verzögerungsgliedern, eine sogenannte Delay-Line. Es hatte sich gezeigt,
dass dieses Delay-Line-Modell nicht mit der Physiologie von Säugetieren übereinstimmt und
einige psychoakustische Datensätze nicht erklären kann. Als Alternative wurde das Opponent-
Channel-Modell mit nur zwei gegenläufigen Kanälen diskutiert, das als physiologisch plausibler
angesehen wird, aber bisher weniger Daten erklären konnte.

In Kapitel 3 wird ein Opponent-Channel-Modell entwickelt, das viele Daten zur ILD und
Einhüllenden-ITD Wahrnehmung erklären kann. Dabei wird eine umfassendere Erklärung
geboten, indem psychoakustische Phänomene mit physiologischen Erkenntnissen in Einklang
gebracht werden. Wichtige Erkenntnisse sind hier, dass die Modell-Neuronen ITDs und ILDs
gleichzeitig kodieren und dass bei verschiedenen Pegeln verschiedene Frequenzkanäle die binau-
ralen Informationen enthalten.

Ein weiterer Schwerpunkt liegt auf der Wahrnehmung der Feinstruktur-ITD und ihrer Reduk-
tion mit zunehmender Frequenz. Die Erklärung dieses psychoakustischen Datensatzes stellt
bisher eine Herausforderung für beide Modellierungsansätze dar. Am Hörnerv nimmt die
Repräsentation der Phase (Phase-Locking) zu höheren Frequenzen hin ab. Die gängige The-
orie, dass diese Abnahme für die Reduktion der ITD-Wahrnehmung verantwortlich ist, wurde
abgeschwächt: Die Analyse mehrerer Hörnerv-Datensätze in Kapitel 4 zeigt eine Reduktion
des Phase-Lockings um ≤60 dB/Dekade, was flacher ist als bisher angenommen. Im Gegensatz
dazu wird in Kapitel 5 in einer psychoakustischen Studie die Abnahme der ITD-Empfindlichkeit
genauer gemessen. Die Analyse ergibt eine Reduktion um 153-260 dB/Dekade. Es wurde auch
gezeigt, dass die höchste Empfindlichkeit bei einer interauralen Phasendifferenz von etwa 0,8π
im Bogenmaß liegt und nicht bei π, wie es eine einfache Modellierung erwarten ließe. In Kapitel
6 wird eine Reihe von Hypothesen zur Erklärung der steilen Reduktion der ITD-Wahrnehmung
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vorgestellt und diskutiert. Dabei wird zum einen ein Experiment vorgestellt, das die Hypothese
der dominanten Region schwächt und zum anderen gezeigt, dass der synaptische Filter zumin-
dest theoretisch eine hohe Reduktion erzeugen kann.
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Abstract

Binaural cues are important for spatial hearing. Through interaural time and level differences
(ITD and ILD) between the two ears it is possible to locate sound sources. Binaural hearing
is of great importance for speech intelligibility in noise, which is often a challenge for hearing
impaired people.

This thesis deals with the fundamental aspects of binaural hearing and its modeling. Great
emphasis is placed on the physiological plausibility of the modeling, as this is the only way to
draw conclusions about possible causes of hearing loss and concepts for hearing aid algorithms.
Therefore, this research focuses on the integration of psychoacoustic and physiological knowledge
into the modeling of binaural hearing.
A standard model of binaural detection is based on internal cross-correlation between the signals
from the left and right ear. This principle requires two rows of opposing delay elements, called
a delay line. This delay-line model was found to be incompatible with mammalian physiology
and unable to explain some psychoacoustic data. As an alternative, the opponent-channel
model with only two opposing channels was discussed, which is considered physiologically more
plausible, but could explain less data.
In chapter 3, an opponent-channel model is developed that can explain much of the data on
ILD and envelope-ITD perception. It provides a more comprehensive explanation by reconciling
psychoacoustic phenomena with physiological findings. Important findings are that the model
neurons encode ITDs and ILDs simultaneously, and that different frequency channels contain
the binaural information at different levels.

Another focus is the perception of fine structure ITD and its strong decrease towards higher
frequencies. Explaining this psychoacoustic data has been a challenge for both modeling ap-
proaches.
The common theory that the decrease in synchrony towards higher frequencies at the auditory
nerve is responsible for this decrease has been weakened: The analysis of several auditory nerve
data sets in chapter 4 shows a decrease in synchrony of ≤60 dB/decade, which is shallower than
previously assumed. In contrast, in a psychoacoustic study in chapter 5 the decline in ITD
sensitivity is measured more precisely, and the analysis shows a decline of 153-260 dB/decade.
It was also shown that the highest sensitivity occurs at an interaural phase difference of about
0.8π in radians, and not at π as simple modeling would suggest. In chapter 6 a number of
hypotheses to explain the steep gradient of ITD perception are presented and discussed. On
the one hand, an experiment is presented that weakens the dominant region hypothesis, and on
the other hand, it is shown that the synaptic filter can, at least theoretically, produce a high
gradient.
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Glossary

Acronyms and Abbreviations

dB decibel

dec decade

oct octave

rad. radians

sps spikes per second

AFC Alternative Forced-Choice

AM Amplitude Modulation

AN Auditory Nerve

AVCN Anteroventral CN

BM Basilar Membrane

BW Bandwidth

CF Characteristic Frequency

CI Cochlear Implant

CN Cochlear Nucleus

EE Excitatory-Excitatory

EEG Electroencephalography

EI Excitatory-Inhibitory

EPSP Excitatory Postsynaptic Potential

ENV Envelope

ERB Equivalent Rectangular Bandwidth

GBC Globular Bushy Cell

GN Gaussian Noise

HL Hearing Level
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IC Inferior Colliculus

IHC Inner Hair Cell

ILD Interaural Level Difference

IPD Interaural Phase Difference

IPSP Inhibitory Postsynaptic Potential

ITD Interaural Time Difference

ITDTFS Temporal Fine Structure ITD

ITDENV Envelope ITD

LSO Lateral Superior Olive

MNTB Medial Nucleus of the Trapezoid Body

MSO Medial Superior Olive

OHC Outer Hair Cell

PSTH Peristimulus Time Histogram

RC Resistor-Capacitor

RMSE Root-Mean-Square Error

SAM Sinusoidally Amplitude Modulated

SBC Spherical Bushy Cell

SI Synchrony Index

SOC Superior Olivary Complex

SPL Sound Pressure Level

TFS Temporal Fine Structure

VAF Variance Accounted For

VS Vector Strength
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Fixed symbols

a amplitude of SAM

b y-axis intercept

b(k,N, p) binomial probability mass function

c(τ) cross-correlation

d′ d prime

d̂′ prediction of d′

f frequency

fb knee point

fc carrier frequency

f0 corner frequency of a first order filter

fcorner corner frequency

fm modulation frequency

g gain

gm magnitude of IPD dependence

i imaginary unit / condition index

j frequency channel index / data point index

k spike index / number of correct choices

kc convolution kernel (from synaptic filter)

l likelihood

m decline (negative slope)

md modulation depth

n exponent for raised sine / filter order

p probability

p(τ) density function (centroid) across best ITD

pc proportion correct

r correlation coefficient

rs spontaneous rate

t time

tabs absolute refractory time

trel relative refractory time

v VS

y mean of the observed pointer ILDs

yi observed pointer ILD for the ith condition
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ŷi predicted pointer ILD for the ith condition

G(f) filter gain across frequency

H magnitude of α-function

J number of data points

K number of spikes

Mex number of excitatory inputs

Minh number of inhibitory inputs

N number of frequency channels / number of times measured

NH Normal Hearing

RjL rate of an EI-model-neuron in the left hemisphere at the respective CF(j)

RjR rate of an EI-model-neuron in the right hemisphere at the respective CF(j)

T refractory period

Wex excitatory window duration

Winh inhibitory window duration

αk angle of the k-th spike, as a unit vector corresponding to spike time within cycle

δ inhibitory gain

ϵ RMSE

θ response threshold

µ mean of the distribution of the internal representation of a stimulus

ρ subject specific scaling factor

σ standard deviation of the distribution of the internal representation of a stimulus

σ0 σ for IPD = 0

σ(f) mean value of σ over ∆IPD across frequency

τ best ITD / time constant of α-function

τe time constant of EPSP

τi time constant of IPSP

τ(∆t) centroid measure

ψ VAF

∆t ITD

∆ti timing offset between EPSP and IPSP

∆Rj hemispheric rate difference at a respective CF(j)

∆R mean spike rate difference between the left and right hemisphere
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1. Introduction

Binaural hearing allows localization of sound sources in space without prior knowledge about
their location or visual cues. This is essential for identifying the directions of important sounds
such as someone calling your name or potential dangers such as traffic. For animals, sounds
of interest may come from prey, mates or predators. In addition to localization, the brain
can organize auditory scenes with multiple sound sources into perceptual representations of the
different sources, allowing individuals to focus on a single target source in competing background
noise. This ability is critical for communication.
The dominant cues for estimating the direction in the horizontal plane are the differences in
arrival time and intensity between the left and right ear (Strutt, 1907). They are called binaural
cues. Since the head forms an acoustic obstacle to the traveling waves (the so-called head shadow
effect), an interaural level difference (ILD) emerges (Blauert, 1996). At low frequencies, where
the wavelength of sound is larger than the dimensions of the head, this effect is marginal, while
at high frequencies ILDs up to 20 - 30 dB are possible for humans (Kayser et al., 2009; Mayo
and Goupell, 2020).
Additionally, if a sound is presented on one side, the sound wave arrives at different times at
the two ears. This leads to an interaural time difference (ITD). For a sound wave arriving at
both ears, the ITD depends on the source position and the size of the head. ITD is maximum
for a source position fully to the right (+ 90◦), or fully to the left (- 90◦) of the head. For this
angular range (± 90◦), the range of naturally occurring ITDs for human heads spans about
±700µs (Blauert, 1996). A distinction is made between a delay of the temporal fine structure
(ITDTFS) and a delay of the envelope (ITDENV). From the ITD, the interaural phase difference
(IPD) can be calculated by multiplying the ITD with the respective frequency f :

IPD = 2π f ITD. (1.1)

With the multiplication of 2π, the IPD is given in radians.
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1. Introduction

The auditory system is studied using three mutually informative methodologies (1) psychoacous-
tic, (2) physiology, and (3) modeling (Figure 1.1). Usually, the hypothesis for a psychoacoustic
and/or physiological experiment arises from a modeling idea, or models can be refined based on
behavioral data. A good model can be the crucial factor for getting a deeper understanding of
the neural mechanisms underlying behavioral or physiological outcomes. This methodological
triad is important for developing a good understanding of the coding of binaural hearing and
is illustrated below.

Figure 1.1.: Triad of methods of this research.

Psychoacoustic studies have shown that the ITD cue plays a dominant role for source lo-
calization at low frequencies and the ILD cue at high frequencies (Strutt, 1907; Macpherson
and Middlebrooks, 2002). Although this duplex theory of binaural hearing has been a widely
accepted conceptualization of human sound localization for more than a century, the neural
mechanisms underlying binaural processing remain poorly understood. A more comprehensive
model requires a better understanding of the neural processes underlying the encoding of binau-
ral information in the auditory system. It has been suggested that ITD and ILD are processed
in separate pathways in the auditory system (cf., Tollin, 2003) due to the differences in their
initial encoding requirements and in accordance with the duplex theory. Therefore, it has long
been thought that ILDs and ITDs are likely to be encoded in anatomically separate but parallel
pathways in the auditory system (Grothe et al., 2010; Owrutsky et al., 2021).

Anatomy and physiology provide important insights into the functioning of binaural interaction.
Therefore, an overview of auditory physiology is provided in Chapter 2. Details about the
pre-processing performed by the auditory periphery can be found in Section 2.1. The first
anatomical structure where signals from the right and the left side are combined is the superior
olivary complex (SOC), located in both hemispheres of the auditory brainstem. This is described
in Section 2.2. Two principal nuclei are part of the SOC: the medial superior olive (MSO) and
the lateral superior olive (LSO). From the details on the SOC in Section 2.2 one could conclude,
that the MSO is sensitive to ITDs in the temporal fine structure (ITDTFS), whereas the LSO
is mainly sensitive to ILDs and ITDs in the envelope (ITDENV) (Grothe et al., 2010).

The first model of ITD encoding was developed by Jeffress (1948), who hypothesized the exis-
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tence of coincidence detecting neurons and proposed an array of such detectors, arranged along
a neural delay line. Each neuron in this delay line would respond maximally if the neuron-
specific delay of the inputs compensates the external ITD. The ITD for which the highest firing
rate of a respective neuron is achieved is called best ITD. In such a network, the position of
the coincidence detector with the highest activity is a measure for the ITD. The operation of
this mechanism is closely related to cross-correlation of the left and right ear signals, where the
delay between the two input signals is determined by the position of the highest peak. Based
on this cross-correlation (delay-line) model and its extensions (e.g. Colburn, 1977; Stern and
Colburn, 1978; Stern and Shear, 1996), many psychoacoustic data (e.g. Sayers, 1964; Culling,
2007; Bernstein and Trahiotis, 2012) have been modeled and successfully explained. With the
physiological evidence for delay-lines in birds (Carr and Konishi, 1988, 1990), the model seems
consistent at least with avian physiology.
Nevertheless, more recent studies on mammalian inferior colliculus (IC) and MSO neurons in
guinea pigs (McAlpine et al., 2001) and gerbils (Brand et al., 2002) have shown that these
neurons are tuned to a wide range of ITDs, with most of them having their best ITDs either at
the extreme ends or beyond the physiological range of the animal. In Marquardt and Mcalpine
(2007), most of the IC neurons have their best ITD around π/3 radians. This observation is
inconsistent with a delay line mechanism, which would require a large number of neurons with
their best ITDs distributed across the physiological range.
An alternative mechanism for encoding ITD involves comparing the firing rates of nuclei in the
two hemispheres. This approach has been called the count-comparison (Colburn and Durlach,
1978), the hemifield (Stecker et al., 2005) or the opponent-channel (Magezi and Krumbholz,
2010) model. While some human psychoacoustic data has been successfully predicted using
such opponent-channel models (Dietz et al., 2011; Takanen et al., 2014; Encke and Hemmert,
2018), the internal representation of spatial perception and the process by which it is analyzed
is still debated (McAlpine et al., 2001; Bernstein and Trahiotis, 2017; Encke and Dietz, 2022).
Due to its simplicity and ease of implementation, the delay-line model is efficient when exe-
cuted as a cross-correlation and has gained popularity in technical applications. However, to
gain a deeper understanding of the human auditory system and its possible pathologies, the
physiological plausibility of the internal representation is important.
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1. Introduction

The aim of this thesis is to expand the current understanding of human binaural hearing.
An important goal of the work is to develop an opponent-channel model that accounts for
the behavioral data set of Bernstein and Trahiotis (2012). This eminent data set for human
binaural hearing contains 960 data points with respect to ILD and ITDENV. The fact that
this extensive data set can be explained very well by a delay-line model has been considered
a strong indication that the human auditory binaural system is based on such a mechanism.
However, the opponent channel model is considered more physiologically plausible, but has yet
to be validated as an explanation for many data (Encke and Dietz, 2022).
Chapter 3 (based on Klug et al., 2020) shows that an opponent-channel model not only explains
this data set as well as similar data sets (Bernstein and Trahiotis, 2003; Dietz et al., 2015), but
also predicts physiologic measurements of Joris and Yin (1995). This is an important result, as
the opponent-channel model is better in-line with current knowledge about mammalian auditory
physiology than the delay-line based approaches. For the binaural interaction stage a spiking
LSO model developed by Ashida et al. (2016) was used. This modeling study highlighted the
importance of the across frequency processing and the pre-processing in the auditory periphery
(see Section 2.1).
Decreasing sensitivity to ITDTFS (e.g. Brughera et al., 2013) and ITDENV (e.g. Bernstein and
Trahiotis, 2002) to higher frequencies or modulation frequencies is an important characteristic
of behavioral and physiological data (cf. Figure 2.7 B and Figure 2.8 D). These properties
are critical and especially the steep decline in ITDTFS sensitivity is examined here in several
chapters. The classic explanation for this decline is the decline of AN phase locking across
frequency (e.g. Verschooten et al., 2019).
Chapter 4 (based on Klug et al., 2023) presents an updated set of low-pass filter parameters
that accounts for several AN phase locking data sets, revealing that phase locking declines with
frequency at much lower rate (≤18 dB/oct or ≤60 dB/dec) than previously assumed. On the
other hand, Chapter 5 (based on Klug and Dietz, 2022) presents an experiment to reveal
the exact decline of IPDTFS sensitivity across frequency. This information was hidden by the
limited threshold measurements by Brughera et al. (2013). Nevertheless, the decline in IPD
sensitivity of 46-78 dB/oct (153-260 dB/dec) is in line with this previous data set. This dramatic
difference in slope between the AN phase locking and the ITDTFS sensitivity reveals a gap in
our understanding of the binaural processing of temporal differences.
Possible mechanisms accounting for the steep decline are discussed in Chapter 6. The inter-
action of excitatory and inhibitory post-synaptic potentials (EPSPs and IPSPs) proved to be a
key principle in accounting for human psychophysical data (Chapter 3). The conceptualization
of an EPSP as synaptic low-pass filter offers an explanation to the decline of ITDENV sensitivity
towards higher modulation frequencies. The synaptic filter may be the key factor causing the
large slope in ITDTFS sensitivity shown in Klug and Dietz (2022).
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2. Processing in the auditory pathway

In this chapter, a brief summary is given of the key stages of the mammalian auditory pathway
that play a role in sound localization. Similar to the previous section, the focus will be on
interaural level difference (ILD) and interaural phase difference (IPD), the spatial cues that
are relevant to the scope of this thesis. The focus here is on the processing of pure tones and
sinusoidally amplitude modulated (SAM) tones. For a more comprehensive overview, readers
may refer to the available literature (e.g. Grothe et al., 2010; Plack, 2013).

2.1. Peripheral processing: From sound to auditory nerve spikes

The peripheral auditory system is responsible for gathering acoustic signals and transforming
them into nervous system activity. The peripheral system consists of three main parts: the
outer ear, middle ear, and inner ear. The outer ear includes the pinna, which collects and
amplifies sound waves before directing them to the middle ear

The middle ear consists of the ossicular chain, which transmits the sound wave from the tym-
panic membrane to the inner ear. The inner ear consists of the semicircular canals, the vestibule
and the cochlea. The cochlea is a spiral-shaped structure responsible for converting mechani-
cal sound waves into neural signals that are transmitted to the brain. The basilar membrane
(BM) in the cochlea responds to the mechanical motion of the fluids in the cochlea, causing a
wave to travel along the membrane from the base to the apex (von Békésy, 1970). The BM
is wider and more flexible at the apical end and narrower and stiffer at the basal end. This
change in mechanical properties results in a tonotopic mapping along the membrane, so that
low frequency sounds cause a maximum membrane displacement at the apical end and high fre-
quencies at the basal end of the BM. Because different sections of the BM respond to different
sound frequencies in a selective manner, the BM is often conceptualized as a bank of band-pass
filters. For modeling the peripheral filtering in the cochlea in computational auditory models
the implementation of the Gammatone filter from Hohmann (2002) is widely used (e.g. Jür-
gens and Brand, 2009; Klein-Hennig et al., 2011; Søndergaard and Majdak, 2013; Eurich et al.,
2022). The bandwidth of this auditory filters is often expressed as the equivalent rectangular
bandwidth (ERB) (Glasberg and Moore, 1990).

The outer hair cells (OHC) provide some amplification and thus contribute significantly to the
frequency selectivity of the BM (Ashmore, 1987). OHCs are able to contract and expand in
response to different sound levels. This so called ”cochlear amplifier” increases the amplitude of
BM displacement for low levels and enhances the sensitivity of the inner ear. As the sound level
increases, the contraction of the OHCs effectively reduces their mechanical sensitivity. This
compression mechanism allows the cochlea to handle a wide range of sound intensities without
saturating the auditory system or damaging the delicate structures within the inner ear (Robles
and Ruggero, 2001).
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2. Processing in the auditory pathway

The inner hair cells (IHCs), located between the basilar and tectorial membrane, are stimulated
by the bending of the stereocilia on top of the cell bodies (Hudspeth, 1985). This bending is
caused by shear forces between the two membranes. The movement of the stereocilia causes
mechanically gated ion channels to open. A receptor potential is induced in the hair cells by
positively charged potassium ions flowing into them. Because the ion channels open only when
the stereocilia are bent towards one direction, the outputs of the IHCs are half-wave rectified
versions of the input signals (Breebaart et al., 2001a). The speed of the stereocilia movement
is limited and therefore introduces low-pass filtering into the system (Meddis et al., 2010). The
receptor potential induction process involves the activation of voltage-gated calcium channels
and the subsequent release of neurotransmitters into the gap between the IHCs and the auditory
afferent neurons. This leads to stimulation of the auditory nerve (AN) and the generation of
an action potential. The stimulation of AN fibers by IHCs is tonotopically organized, meaning
that each nerve fiber is characterized by the frequency it is most sensitive to (Greenwood, 1961).
This frequency is called characteristic frequency (CF). When the CF matches the frequency of
a stimulus it is called on-frequency.
Before the IHC-AN synaptic complex, the representation of sound is determined by the move-
ment of the tympanic membrane, the fluctuation of fluids in the inner ear, the vibration of
the basilar membrane and the motion of the stereocilia in the inner and outer hair cells. At
the IHC-AN complex, however, mechanical energy is converted into an approximately discrete,
electrochemical signal that is further processed in the central nervous system. Both the enve-
lope (ENV) information and the temporal fine structure (TFS) information are represented to
a certain extent in the timing of the AN discharges (see Section 2.1.1).
The phenomena related to the auditory periphery that are particularly important for the work
presented in the current thesis are: (i) mechanical bandpass filtering by the properties of the
BM, (ii) amplification provided by the OHCs, (iii) half-wave rectification by the stereocilia, (iv)
low-pass filtering by the inertia of the system.
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2.1. Peripheral processing: From sound to auditory nerve spikes

2.1.1. Key characteristics of the periphery signals for this research

The temporal precision of the AN output is especially important for binaural processing if an
ITD is present. One important measurement for the temporal precision is the spiking synchrony
or phase-locking often expressed as vector strength (VS) (Goldberg and Brown, 1969). Each
individual spike is represented as a unit vector with angle αk corresponding to the spike time
within the cycle. The vector strength is defined as

v =

∣∣∣∣∣ 1K
K∑
k=1

exp(iαk)

∣∣∣∣∣ , (2.1)

with K being the total number of spikes and k indicating the kth spike. If all spikes occur at
the same phase of the stimulus waveform VS becomes 1. Conversely, VS approaches 0 if the
spike timing is random relative to the phase of the stimulus waveform.
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2. Processing in the auditory pathway

Auditory nerve responses to pure sine tones

The AN fibers fire action potentials according to an underlying von Mises distribution (cf.
Fisher, 1993; Ashida et al., 2010; Peterson and Heil, 2020). This distribution follows the phase
of the input signal and thus the spike train is phase-locked to the stimulus. It is well known,
that phase-locking to the TFS in single fibers of the AN declines above a certain frequency
(Rose et al., 1967; Johnson, 1980; Heeringa et al., 2020) (see Figure 2.1) that varies across
species (Weiss and Rose, 1988).

Figure 2.1.: Maximum vector strength for tones at the center frequency of the measured AN
fibers as a function of frequency. Data from cat (Johnson, 1980).

One reason of this decline is the low-pass filtering introduced by the inertia of the inner ear
(see Section 2.1). The review by Verschooten et al. (2019) demonstrated that there is no clear
consensus regarding the upper limit of AN phase-locking. In Klug et al. (2023) the slope of the
VS decline across frequency is described in detail and a lowpass filter is fitted to describe the VS
from previous data (see Chapter 4). This VS decline is often posited (e.g. Verschooten et al.,
2019) as the explaining factor of the abrupt decrease in pure tone ITD sensitivity (Brughera
et al., 2013). However, Klug and Dietz (2022) measured the steepness of the ITDTFS sensitivity
decline across frequency and found it to be much steeper than that of AN VS (see Chapter 5).
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2.1. Peripheral processing: From sound to auditory nerve spikes

Auditory nerve responses to sinusoidally amplitude modulated tones

For research concerning the ITD cues extracted from the stimulus envelope, sinusoidally ampli-
tude modulated (SAM) tones are often used. An example of how to construct such a stimulus
is provided in Section 3.4.1 and Eq. (3.6). The spectrum of such a stimulus consists of the
carrier frequency fc and two sidebands at fc ± fm, where fm denotes the modulation frequency
(see Figure 2.4 A). The spiking pattern of the AN fibers follow the amplitude modulation of the
SAM (an example of this phase-locked response is shown in Figure 3.2). Phase-locking to SAM
tones degrades for modulation frequencies between 250 and 500 Hz (see Figure 2.2 B)(Joris and
Yin, 1992; Dreyer and Delgutte, 2006). As the modulation frequency increases, the sidebands
associated with amplitude modulation are increasingly attenuated by the cochlear filter cen-
tered at the CF, thereby reducing the modulation depth of the mechanical input to the hair
cells. Thus the VS of the ENV follows a low-pass characteristic similar to that of the TFS, but
for a different reason and thus with a lower corner frequency. Unlike the TFS, the VS to ENV
is level-dependent in an non-monotonic way: The phase-locking to the SAM tone increases to
peak value at around 20 dB and then decreases with increasing level (see Figure 2.2 A)(Joris
and Yin, 1992; Dreyer and Delgutte, 2006).

Figure 2.2.: A Synchrony of an AN fiber to SAM tones expressed as vector strength across
sound pressure level. B Vector strength across modulation frequency fm for the
same fiber. On frequency recording: fc = CF = 27.2 kHz (Joris and Yin, 1992, Fig.
9).
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2. Processing in the auditory pathway

2.1.2. Models of the periphery

Computational modeling of the auditory periphery has been an active field for the past decades
(Lopez-Poveda and Meddis, 2001; Heinz et al., 2001; Hohmann, 2002; Meddis et al., 2010;
Heil et al., 2011; Verhulst et al., 2012; Zilany et al., 2014). Here, the focus is on the system-
theoretical aspects of modeling auditory processing of tones and SAM tones. For a more detailed
presentation and comparison of several models, the reader is guided to Osses Vecchi et al. (2022).
Here is just a brief overview of the different varieties of models.
Most models of the auditory periphery can be divided into three categories: Biophysical, phe-
nomenological and functional-effective models. Biophysical models (e.g., Verhulst et al., 2015)
are designed with a high level of anatomical detail (e.g. transmission line models) to explore
how system properties emerge from biological mechanisms. Phenomenological models (e.g.,
Zilany et al., 2014; Bruce et al., 2018, as used in Chapter 3) are models that primarily predict
physiological properties (e.g. spiking rate, peristimulus time histogram) of the system using an
abstract processing principle without a direct physiological interpretation. Functional-effective
models (e.g., Dau et al., 1996; Hohmann, 2002), simulate the input-output behavior of the au-
ditory system as observed in psychoacoustic experiments, but they do not explicitly model the
exact internal physical mechanisms involved in this process.

Figure 2.3.: The time domain signal (left) and its spectrum (right) in the on-frequency channel
after different procerssing stages. A The signal is a pure tone at 1 kHz. B Signal
after band-pass filtering: no effect on the pure tone. C Signal after half-wave
rectification: 0-Hz offset component and higher harmonics are introduced. D Signal
after low-pass filter: higher harmonics are damped.
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2.1. Peripheral processing: From sound to auditory nerve spikes

Functional-effective models are very successful in reproducing the signal properties of the pe-
riphery (cf. Section 2.1.1). The signals relevant for this work, the spectra before and after
band-pass filtering, half-wave rectification, and low-pass filtering are briefly shown here for
tones (Figure 2.3) and for SAM tones (Figure 2.4). The physiology of the auditory mechanisms
involved with these processes is presented in Section 2.1.

Figure 2.4.: The time domain signal (left) and its spectrum in the on-frequency channel after
different processing stages. A The signal is an SAM tone with a 4-kHz carrier
frequency and 128-Hz modulation frequency. B Signal after band-pass filtering:
the side bands are attenuated. C Signal after half-wave rectification: 0-Hz offset
and envelope component (higher harmonics not shown) are introduced. D Signal
after low-pass filter: higher harmonics are damped.
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2. Processing in the auditory pathway

2.2. First binaural interaction: Processing in the superior olivary
complex

This section is about the superior olivary complex (SOC), the anatomical structure of first bin-
aural interaction in the brainstem. Understanding how binaural information is extracted from
the signals arriving from the two ears involves understanding how the SOC receives information
from the AN (see Figure 2.5). The cochlear nucleus (CN) delivers the information from the AN
into the SOC. The spherical bushy cells (SBCs) of the anteroventral cochlear nucleus (AVCN)
project excitatory inputs into the SOC. The globular bushy cells (GBCs) project excitatory in-
puts into the contralateral medial nucleus of the trapezoid body (MNTB) which in return sends
inhibitory inputs into the SOC. Both SBCs and GBCs encode timing and intensity information
of arriving sounds. For details, see Osen (1969); Kil et al. (1995); Grothe et al. (2010).

AN

CN

LSO
MSO

MNTB
AN

CN

LSO
MSO

MNTB

SOC

GBC

SBC
SBCSBC

Excitatory synapse
Inhibitory synapse

Figure 2.5.: Schematic of the binaural pathway in the brainstem.

The SOC can be divided into different areas or principal nuclei, the medial superior olive (MSO)
and the lateral superior olive (LSO). Sections 2.2.1 & 2.2.2 below provide further information
on both of these nuclei. Important properties are the type of binaural interaction and the time
constants of the individual neurons. The neurons found in the MSO are predominantly of the
excitatory-excitatory (EE) type. These neurons display rapid intrinsic electrical resonances and
low input impedances, making them well-suited for coincidence detection and, consequently, for
processing ITD cues in the TFS of sound waves (Remme et al., 2014). Conversely, neurons in
the LSO are predominantly of the excitatory-inhibitory (EI) processing principle and exhibit
low-pass electrical properties, indicating their greater efficiency in extracting information from
the slower modulations in the amplitude envelopes of sound waves (Remme et al., 2014). These
findings, illustrated in Figure 2.6, suggest that different regions or neurons of the SOC are
specialized to process different aspects of interaural differences.
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2.2. First binaural interaction: Processing in the superior olivary complex

Figure 2.6.: A Conceptual representation of MSO sensitivity in the spectrum of a pure tone
in the peripheral on-frequency signal. Suitable for encoding TFS information. B
Conceptual representation of LSO sensitivity in the spectrum of an SAM tone in the
peripheral on-frequency signal. Suitable for encoding ENV and ILD information.
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2. Processing in the auditory pathway

2.2.1. Processing in the medial superior olive

The medial superior olive (MSO) is one of several auditory brainstem nuclei that provides the
first level of processing for sound localization cues. The principal neurons of the MSO are
capable of extracting short ITDs from converging binaural inputs (Cant and Casseday, 1986;
Smith et al., 1993; Grothe et al., 2010). To detect these rapid time-varying cues, time difference
encoding auditory neurons in the MSO exhibit biophysical specializations, such as low-voltage-
activated potassium currents, that allow them to signal with high temporal fidelity (Svirskis
et al., 2004). The MSO neurons receive excitatory input from the SBCs from both hemispheres
(Stotler, 1953). Despite the fact that the MSO also receives inhibitory inputs (Kuwabara and
Zook, 1992; Cant and Hyson, 1992) it is commonly accepted that the MSO output is dominated
by the excitatory-excitatory (EE) coincidence detection (Colburn et al., 1990).
At low stimulus frequencies, the MSO output rate modulates with the ITDTFS of a stimulus
(Goldberg and Brown, 1969; Yin and Chan, 1990; Grothe et al., 2010). The Rate-IPD func-
tions are generally sinusoidal-like in shape, sometimes modeled as von Mises distribution (Jörg
Encke), and their amplitude is symmetrically damped either side of their tuning maximum (see
Figure 2.7).

Figure 2.7.: Binaural responses of an MSO cell to changes in the frequency of stimulation (fc)
from Yin and Chan (1990, Fig. 10). A Rate-IPD functions for frequencies that
cover the response range of the cell. B Magnitude of the Rate-IPD function (dif-
ference between lowest and highest rate value) across fc. The black bracket marks
the equivalent rectangular bandwidth (ERB) (Glasberg and Moore, 1990) of the
peripheral filter according to the CF.
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2.2. First binaural interaction: Processing in the superior olivary complex

2.2.2. Processing in the lateral superior olive

The lateral superior olive (LSO) is another nucleus where binaural neurons receive inputs orig-
inating from the two ears and encode information relevant for sound localization (Tollin, 2003).
The principal neurons of the LSO receive excitatory input from the ipsilateral SBCs (Cant and
Casseday, 1986; Schwartz, 1992; Owrutsky et al., 2021) and inhibitory input from the contralat-
eral GBCS via the MNTB (Spangler et al., 1985; Sanes, 1990; Owrutsky et al., 2021). This
EI circuit can be understood as a subtraction of the signals received from the two ears, which
determines the specialization to encode ILDs. Physiological recordings show that the response
pattern of LSO neurons depend on the ILD (see Figure 2.8 A; Boudreau and Tsuchitani, 1968;
Joris and Yin, 1995; Tollin and Yin, 2002; Tsai et al., 2010). The spike rate of an LSO neuron
becomes low when the more intense sound input is on the contralateral ear and high when it is
on the ipsilateral ear. Furthermore, the LSO rate changes periodically with the ITDENV of AM
sounds (see Figure 2.8 B; Joris and Yin, 1995; Joris, 1996; Joris and Yin, 1998; Tollin, 2003;
Tsai et al., 2010). The troughs of the Rate-ITDENV functions measured in response to binaural
AM stimuli at different modulation frequencies (fm) commonly align to the same ITDENV value
across different values of fm (see Figure 2.8 C, Joris and Yin (1995)).

Figure 2.8.: Binaural responses of LSO cells. A Rate ILD function from an LSO cell (Joris
and Yin, 1995, Fig. 9 A). B Rate IPDENV functions for five different ILDs (Joris
and Yin, 1995, Fig. 8). C Rate ITDENV functions for six different modulation
frequencies that cover the response range of the cell (CF = 12 kHz)(Joris and Yin,
1995, Fig. 11 B). D Magnitude of the Rate-IPDENV function in C (difference
between lowest and highest rate value) across fm.
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3. Neural rate difference model can account
for lateralization of high-frequency
stimuli

3.1. Abstract

Lateralization of complex high-frequency sounds is conveyed by interaural level differences
(ILDs) and interaural time differences (ITDs) in the envelope. In this work, we constructed
an auditory model and simulated data from three previous behavioral studies obtained with,
in total, over 1000 different amplitude-modulated stimuli. We combined a well-established
auditory periphery model with a functional count-comparison model for binaural excitatory-
inhibitory (EI) interaction. After parameter optimization of the EI-model stage, the hemispheric
rate-difference between pairs of EI-model neurons relates linearly to the extent of laterality in
human listeners. If a certain ILD and a certain envelope ITD each cause a similar extent of
laterality, they also produce a similar rate difference in the same model neurons. After parame-
ter optimization, the model accounts for 95.7 % of the variance in the largest dataset, in which
amplitude modulation depth, rate of modulation, modulation exponent, ILD, and envelope ITD
were varied. The model also accounts for 83 % of the variances in each of the other two data
sets using the same EI-model parameters.
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3.2. Introduction

3.2. Introduction

Accurate sound localization requires precise neural mechanisms for processing relevant binaural
cues, such as interaural time difference (ITD, here denoted by ∆t) and interaural level difference
(ILD). The first stage of neural integration of binaural information is located in the superior
olivary complex (SOC) in the auditory brainstem, where projections from the left and the right
side converge (for review see Grothe et al., 2010). More specifically, the medial superior olive
(MSO) plays a dominant role in encoding fine-structure ITDs of low-frequency sounds, while
neurons in the lateral superior olive (LSO) are often sensitive to both ILDs and ITDs, including
envelope ITDs (for review see Tollin, 2003). A fundamental question in the study of binaural-
information processing is how to relate the neuronal representations of these cues to the evoked
percepts.
Historically, the mechanism for ITD encoding was envisaged to be formed by an array of binaural
coincidence-detecting neurons receiving differently delayed inputs from the left and right ear.
These internal delays were thought to compensate for the respective external ITD (Jeffress,
1948). Later anatomical and physiological studies found such circuitry in the auditory brainstem
of birds (Carr and Konishi, 1990; Köppl and Carr, 2008). Based on this delay-line approach,
binaural perception has most often been modeled and explained by interaural cross-correlation.
Such a coincidence-detecting model unit responds maximally when the relative internal delay
between its bilateral inputs compensates for the external ITD (e.g., Jeffress, 1948; Lindemann,
1986; Bernstein and Trahiotis, 2003; Stern and Shear, 1996; Colburn, 1977). However, a delay-
line mechanism may not be operational in the mammalian binaural pathway (e.g., Grothe et al.,
2010), but the issue is still under debate (Leibold and Grothe, 2015; Yin et al., 2019; Joris and
van der Heijden, 2019).
For the processing of ITDs in the envelope of high-frequency stimuli, there is a more funda-
mental discrepancy between animal physiological studies and the most comprehensive models
of human perception: Most neurons sensitive to envelope ITDs, especially in the LSO, receive
excitatory input originating from the ipsilateral side and inhibitory input from the contralateral
side (Tollin, 2003), but models that account for envelope ITD-based lateralization or discrimi-
nation commonly use an excitatory-excitatory or multiplicative interaction (e.g., Bernstein and
Trahiotis, 2003, 2012). Despite this discrepancy, these models can account for most percep-
tual data with high accuracy. Notably, Bernstein and Trahiotis (2012) were able to account
for 94 % of the variance of their psychoacoustic data obtained using 960 different stimuli that
were formed by varying five different stimulus parameters: amplitude modulation depth, rate
of modulation, modulation exponent, ILD, and envelope ITD.
The primary goal of the current study is to investigate whether a model framework that employs
neither a delay-line scheme nor a multiplication-based cross-correlation can still account for the
psychoacoustic data of Bernstein and Trahiotis (2003, 2012) and of Dietz et al. (2015). We
demonstrate here that the rate difference between a left-hemispheric and a right-hemispheric
binaural excitatory-inhibitory (EI) model neuron is largely sufficient to explain both envelope-
ITD-based and ILD-based lateralization. The EI interaction model reproduces the well-known
sigmoidal ILD rate functions comparable to the characteristic response of LSO neurons. For
envelope ITDs up to at least 1 ms the rate difference between left and right EI-model neurons
increases monotonically with ITD. The monotonic relations are exploited by the decoding stage,
mapping the rate difference to a perceptual quantity, the extent of laterality.
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3.3.1. Model topology
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Figure 3.1.: The model structure is subdivided into two parts: (1) The primary processing stage
that constitutes both the periphery receiving the binaural sound stimulus as the
input, and the excitatory-inhibitory (EI) integration stage that bilaterally receives
the excitatory (arrow) and inhibitory (bullet) outputs of the periphery. (2) The
decision stage with a simple two-channel rate-difference model that maps to the
acoustic pointer (see section 3.3.4) and predicts the extent of laterality.

The physiologically motivated binaural lateralization model (Fig. 3.1) starts with the auditory
periphery model of (Bruce et al., 2018). The input to the model is a stimulus in the form of a
pressure waveform (Fig. 3.2 A). The stimulus is first processed by a band-pass filter accounting
for the processing of the middle ear (Fig. 3.1). Subsequent to the middle-ear filter, the signal
is processed by three parallel feed-forward paths: the component 1, the component 2, and
the control path (Zilany and Bruce, 2006). The collective response properties of the basilar
membrane and the inner hair cells (IHCs) are represented in these pathways accounting for
both the passive mechano-electrical transduction at the inner hair cells, as well as the mechano-
electrical and electro-mechanical transduction facilitated by the outer hair cells. The filtered
signal is converted to receptor potentials of the IHCs (Fig. 3.2 B), where each has its own
characteristic frequency (CF). The model also includes a physiologically realistic representation
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Figure 3.2.: Steady state response of the periphery model (CF = 4kHz) for a fully modulated,
sinusoidally amplitude-modulated (SAM) tone with a modulation frequency fm
= 128Hz and carrier frequency fc = 4kHz at a stimulus level of 20 dBSPL. A
Stimulus sound waveform, B the IHC receptor potential, C the spike raster plot
for AN fibers, and D the PSTH.

of the synapses between the inner hair cells and the auditory nerve (AN). The output of the
model is given by a spike generator that produces a series of AN spikes (Fig. 3.2 C; for a more
detailed description of the model see Bruce et al., 2018). Each AN fiber of this model depends
on a spontaneous rate rs, on a relative-refractory time rrel and on an absolute-refractory time
tabs. In Fig. 3.2 D, the spike phase of the output is plotted in a peristimulus time histogram
(PSTH). In a nutshell, the block “periphery model” in Fig. 3.1 transforms the acoustic stimulus
into a spiking pattern of AN fibers arranged along the tonotopical axis.

For the binaural interaction stage, we used the coincidence-counting model of Ashida et al.
(2016). A model neuron of this stage receives excitatory synaptic inputs from ipsilateral AN
fibers and inhibitory inputs from contralateral AN fibers (Fig. 3.1), all with the same CF. In
the EI-model, two temporal rectangular windows slide along the time axis: for the excitatory
fibers from the ipsilateral side and for the inhibitory fibers of the contralateral side. The sum of
excitatory spikes, each counting +1, and inhibitory spikes, each counting -δ form an activation
variable that can be understood as a surrogate for the membrane potential of a real neuron
(Ashida et al., 2017). Once the activation variable reaches a specified response threshold θ, the
EI-model neuron generates an output spike. Subsequent to a generated action potential, no
further output is possible within the refractory period T , even if synaptic integration during
this period may occur (i.e., no zero set after spiking).
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3.3.2. Relating EI-model output to experimental LSO data

Characteristic outputs of the EI-stage in response to a 20 dB SPL sinusoidally amplitude-
modulated tone with a carrier frequency (fc) of 4 kHz and a modulation frequency (fm) of
128 Hz are shown in Figure 3.3. Instead of using spike trains generated by a Poisson process as
an input (Ashida et al., 2016), we use a model of the auditory periphery (Bruce et al., 2018) as
the front end. The EI-model by (Ashida et al., 2016) was never tested before for such an input
and generated only a very sparse output, if any. Therefore, the EI parameters had to be ad-
justed (see section 3.4.). With these settings, the model produces ILD- and ITD-rate functions
(Fig. 3.3 A and 3.3 B) similar to those observed experimentally in the LSO (e.g., Joris and Yin,
1995; Joris, 1996; Joris and Yin, 1998; Tollin and Yin, 2002). As also physiologically measured,
the simulated output spike rate of the model varies periodically with ITD (Fig. 3.3 A). The
overall response rate increases with ILD, while the shape of the periodic ITD-rate functions
remains mostly unaffected by ILD (comparable physiological results can be found in Fig. 8 of
Joris and Yin, 1995). For negative values of ILD, which indicate a higher stimulus intensity at
the left side, the response rate of the left simulated EI-neuron is higher compared to the right
model neuron (Fig. 3.3 B); for positive ILDs, this relation is reversed so that the right model
neuron generates more spikes than the left. This effect is comparable to physiological data from
Joris and Yin (1995, Fig 9 A).
The ITD rate functions of the left and the right hemisphere are shown in Fig. 3.3 C. The ILD
was set to 0 dB and the response rates of the simulated neurons are shown as a function of
ITD (for a physiological comparison, see Fig. 16 B of Joris and Yin, 1998). The trough is not
at zero ITD, because the inhibition lasts longer than the excitation. The minimum response
is reached when the excitation is centered in the longer inhibition (Ashida et al., 2016), i.e.
∆tworst = (Win −Wex)/2. The ITD sensitivity is mirrored at ∆t = 0ms for the model neurons
of the left and right sides. The rate difference between the two hemispheres is shown in Fig. 3.3
D. The function is nearly point symmetric and linear around the coordinate origin. The shape
of the rate-difference function depends on the shapes of the left and right ITD rate functions,
which, in turn, depend on the stimulus parameters such as ILD, modulation frequency, and
modulation depth (see section 3.4.1).
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Figure 3.3.: Tuning functions of the EI-stage for ITD and ILD. The model parameters were
those derived further below in the Sec. 3.4. (see Table 3.1, best performance).
AN input fibers had a CF = 4 kHz. The same stimulus as for Fig. 3.2 was used.
(A) ITD rate functions of the EI-model in the left hemisphere for five different
ILDs. (B) ILD rate functions for EI-model neurons in the left and right hemisphere
(ITD = 0ms). Filled symbols correspond to data points also shown in panel A.
(C) ITD rate functions for the left and right hemisphere (ILD = 0 dB). (D) Rate
difference between the left and right EI-model neuron output. The shaded area
between ±0.63 ms corresponds to the approximated physiological range of humans.
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3.3.3. Quantifying ITD-information transmission

Figure 3.4 A-D displays the model output of the intermediate processing stages along the
tonotopic array for a 4 kHz, sinusoidally amplitude-modulated (SAM) tone. For faithful coding
of ITD information, the peripheral stage needs to produce sufficient activity (quantified by spike
rate, Fig. 3.4 A) and phase locking (Fig. 3.4 B). The degree of phase locking can be quantified
by the vector strength (Goldberg and Brown, 1969). Each individual spike is represented as a
unit vector with angle αk corresponding to the spike time within the cycle. The vector strength
is defined as

v =

∣∣∣∣∣ 1K
K∑
k=1

exp(iαk)

∣∣∣∣∣ , (3.1)

with K being the total number of spikes and k indicating the kth spike. If all spikes occur at a
single phase of the stimulus waveform v becomes 1. Phase locking can be visually observed in
Figure 3.2 C + D by the synchronized responses of the simulated AN fibers to the envelope of
the SAM tone.
Compared to physiological experiments, psychoacoustic measurements of envelope-ITD percep-
tion are usually performed at much higher sound levels, e.g., 65 or 75 dB SPL. Since AN fibers
with CFs matched to the carrier frequency phase lock very poorly to the envelope at such high
levels (Joris and Yin, 1992; Dreyer and Delgutte, 2006), envelope ITDs have to be extracted by
other means, presumably by neurons tuned to frequencies different from the signal carrier. Fig-
ure 3.4 shows model responses to a higher-level stimulus of 68 dB SPL (compared to 20 dB SPL
in Fig. 3.2 and 3.3). It is apparent that off-frequency neurons can encode ITD information,
while the response of on-frequency EI-model neurons is generally lower and barely changes with
ITD (Fig. 3.4 C).

3.3.4. Decoding the EI response

The output of the AN model along the tonotopic axis (Fig. 3.4 A + B) serves as the input
for the central processing stage (Fig. 3.4 C + D), whose output is then used in the decision
stage to simulate the extent of laterality. Each EI-model neuron receives a number of excitatory
and inhibitory AN model inputs (see Table 3.1) with matching CF. Two EI-model neurons, one
from the left and one from the right side (with the same CF) form a pair and the hemispheric
rate difference is computed between them:

∆Rj = RjR −RjL (3.2)

with RjR being the rate of an EI-model-neuron in the right hemisphere at the respective CF(j).
The mean spike rate difference between the left and right hemisphere is

∆R =

∑
j ∆Rj

N
, (3.3)

with N being the number of frequency channels. The mean rate difference ∆R is later converted
into the perceived extent of laterality measured in the psychoacoustic experiments [ Eq. (3.4)].
In previous studies, various central read-out mechanisms were used (for a review, see Dietz et al.,
2018). Kelvasa and Dietz (2015) showed that the hemispheric response difference, averaged
across the tonotopic array of LSO model neurons, is proportional to azimuthal sound-source
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Figure 3.4.: Model responses across different CFs for a 68 dB SPL SAM tone with fm = 128Hz.
(A) AN response rate. Different line styles indicate fiber types with different spon-
taneous rates. (B) Corresponding vector strength. Triangles indicate the center
frequencies used in the panels below. (C) Rate-ITD functions for left (L) and right
(R) hemisphere. (D) Rate difference (∆R).

localization in cochlear implant users. With the focus of the current study on binaural interac-
tion, we adopt this simple linear mapping of the mean hemispheric response rate difference to
the extent of laterality, instead of employing a more complex mapping stage.

In previous psychoacoustic experiments, extents of laterality for high-frequency stimuli were
commonly measured with an acoustic-pointing task (Bernstein and Trahiotis, 2003, 2012; Dietz
et al., 2015). In these experiments, listeners were first presented with the high-frequency target
stimulus. They were then presented with a pointer stimulus, which was a band-limited Gaussian
noise centered at 500 Hz having a bandwidth of 200Hz. The listeners were asked to adjust
the ILD of the pointer to match the perceived intracranial position of the target and that of
the pointer stimulus. Pointer and target stimuli were repeatedly alternated until the subjects
indicated that they had matched the position of the pointer and the target (open loop). The
pointer ILD was then used as a measure for the extent of laterality. Positive and negative
pointer ILDs indicate a right or left intracranial position, respectively.

Having thus obtained one neural response rate difference for each condition (∆Ri), the last
model stage relates the simulated ∆Ri to the experimentally obtained pointer ILD. Assuming
the simplest case of a linear relationship, a single scaling factor ρ connects the two quantities:

ŷi = ρ×∆Ri, (3.4)
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with ŷi being the predicted pointer ILD for the ith condition. ρ is considered as a subject
specific factor. To quantify the goodness of the prediction, the amount of variance accounted
for (VAF,ψ) by the model was calculated by

ψ = 1−

[∑
i

(yi − ŷi)
2

]
/

[∑
i

(yi − y)2

]
, (3.5)

with yi and ŷi being the observed and predicted acoustic pointer ILDs, respectively, and y the
mean value of all observed conditions. Additionally, we state the root-mean-square error ϵ.
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3.3.5. Simulation design

The same stimuli as in the respective studies were generated. They differ from the original
stimuli only in sampling rate (set to 100 kHz needed by the peripheral stage), duration, and
ITDs. The ITDs were inserted after the peripheral processing to reduce computational demand.
From the total 2.2 s stimulus duration, the first 200 ms were discarded to avoid stimulus onset
effects and associated adaptation (of auditory nerve fibers). In the psychoacoustic experiment,
an open loop for matching the pointer ILD was used. Therefore, it is unclear how many
seconds the subjects exploited to adjust the pointer. Nevertheless, for such a pointer paradigm,
the simulated duration is expected to be uncritical, influencing only the spike standard error
but not the mean rates (this holds for the psychoacoustic responses as well).
In total, Mex + Minh AN fibers were simulated for each of the N = 30 CFs in the range of 2
to 10 kHz distributed equidistantly along the tonotopical axis (according to Greenwood, 1961).
This results in 840 AN fibers per hemisphere for default parameters merging into the decoding
stage described above. For randomly selected AN fibers, each with a unique response rate,
a left or right bias in overall activity was occasionally observed in the EI-stage, leading to a
lateralization bias not observed in NH listeners. In a real system more neurons or more central
stages are expected to average out or compensate any bias. To avoid such bias in our model, a
deterministic distribution of spontaneous rates was generated, representative for the used fiber-
type: We picked Mex or Minh rs-values, equidistant on the cumulative Gaussian distribution
of the according fiber-type. We assume µ = 4 sp/s, σ = 4 sp/s in a range of 0.5-18 sp/s for
medium-spontaneous rate fibers and µ = 70 sp/s, σ = 30 sp/s in a range of 18-180 sp/s for
high-spontaneous rate fibers (Liberman, 1978; Bruce et al., 2018). The refractory times trel
(131-894µs) and tabs (209-692µs) were randomly picked for each AN-fiber, but identically in
both hemispheres (for values and range see Miller et al., 2001; Bruce et al., 2018). The model was
implemented in MATLAB (MathWorks, Natick, MA). The code is published as supplemental
material to this paper.
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3.4. Predicting lateralization of high-freqeuncy sounds

To fit the model output to the three experimental data sets, the focus was on varying the
parameters of the EI-model stage. This stage has seven parameters: the numbers of excitatory
and inhibitory inputs (Mex and Minh), duration of the excitatory window (Wex), duration of the
inhibitory window (Winh), the response threshold (θ), an inhibitory gain factor (δ) to increase
the weight of inhibitory inputs, and the duration of the refractory period (T ) (Table 3.1).

Table 3.1.: Parameters of the EI-model (first column), respective symbols used (second column),
the simulated range (third column), and parameters leading to the best performance
obtained by the grid search (fourth column).

Parameter Symbol Simulated range Best performance
Number of excitatory inputs Mex 18-22 20
Number of inhibitory inputs Minh 6-9 8
Excitatory window Wex 0.5-1.6ms 1.1 ms
Inhibitory window Winh 2.5-4.0ms 3.1 ms
Response threshold θ 2-5 3
Inhibitory gain δ 1-3 2
Refractory period T T ≤Wex

a 1.6 ms
aThe refractory period is set to 1.6 ms (or equal to Wex if Wex > 1.6 ms to avoid multiple output
spikes resulting from the same input spike).

For a detailed description of each parameter and its effects, see Ashida et al. (2016). The
refractory period was kept constant at 1.6 ms. In addition to varying these EI-stage parameters,
the model was tested with either high- or mid-spontaneous rate AN fibers.
Furthermore, there is the subject specific factor ρ to relate the rate difference to pointer ILD.
The aim of this study is to model only average data, but even the average ρ of small cohorts
may vary. Therefore, ρ is fitted to the mean data of each of the three data sets respectively.
The aim of the parameter variation was to account for most of the variance in three published
data sets. Figure 3.5 gives an overview of how the model performance depends on various
parameters for each of the three studies presented below. There is no common optimum set
across studies, but many maxima occur within the parameter test range that was inspired by
physiology. A range of parameters allows to account for much of the variance in all studies. The
parameter set listed in Table 3.1 with Winh = 3.1 ms (cf. filled symbols in Fig. 3.5) explains
much of the variance of all three data sets and therefore was chosen to generate the simulation
of data from the three studies shown in all figures below.
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Figure 3.5.: Variance explained (ψ) for Bernstein and Trahiotis (2012) with ρ=0.29 dB/sps (top
row), Bernstein and Trahiotis (2003) with ρ=0.48 dB/sps (middle) and Dietz et
al. (2015) with ρ=1.02 dB/sps (bottom row). Color and line style indicate the
threshold: θ = 2 (blue, dotted), θ = 3 (red, solid), θ = 4 (yellow, dash-dotted),
θ = 5 (purple, dashed). Note the different ordinate ranges. First column is with
mid-spontaneous rate fiber input and an inhibitory gain δ = 1, second column with
δ = 2 and the third column represents model predictions with high-spontaneous
rate fibers projecting to the EI stage and δ = 1. The filled symbols represent for
the chosen parameter combination (table 3.1) for the particular data sets.
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3.4.1. Raised-sine stimuli

To investigate the influence of envelope shape on the extent of laterality, previous studies (e.g.,
Bernstein and Trahiotis, 2012) used raised-sine stimuli. These stimuli are based on SAM tones
and allow for an arbitrary exponent (n) that influences the peakedness of the stimulus envelope
independent of fm and modulation depth (md) [John et al. (2002); see Fig. 1 of Bernstein
and Trahiotis (2009) for examples of raised-sine stimuli]. An exponent of n = 1 generates a
conventional SAM tone. For higher exponents, the raised sine has a steeper slope. In a compact
form (Bernstein and Trahiotis, 2012), the stimulus is defined by

y(t) = a sin(2πfct)
[
(1−md) + 2md (sin(πfmt))

2n
]
. (3.6)

In the study of Bernstein and Trahiotis (2012), fc was fixed at 4 kHz, while modulation frequen-
cies of 32, 64, 128 and 256Hz, and modulation depths of 0.25, 0.5, 0.75 and 1.0 were applied.
The stimulus was either raised to a power of n = 1, or n = 8. ITDs of 0, 200, 400, 600, 800,
and 1000µs were employed and ILDs of -8, -4, 0, 4, and 8 dB were applied by symmetrically
varying the sound pressure level (in dB) on the left and the right side. An overall sound level
of 68 dB SPL was used. All possible stimulus parameter combinations were tested, resulting in
a total of 960 stimulus conditions (Fig. 3.6). This extensive data set captures many factors
influencing sound lateralization, and is used here as the central dataset for fitting the model
parameters of the EI-stage. Arguably because of its richness, it restricts the acceptable range
of parameters more than the other data sets shown in Fig. 3.5.
Model predictions for all stimulus conditions are displayed in Fig. 3.6 as solid lines (after
converting rate difference to pointer ILD). The different stimulus conditions are organized into
32 panels for all the combinations of the parameters fm, md and n of the raised sine. Each
panel shows the acoustic pointer depending on the ITD and ILD. The mean measured values
of acoustic pointer (Bernstein and Trahiotis, 2012) are shown as symbols. The steepness of the
relation between ITD and pointer ILD in each panel can be used as an indicator for pronounced
ITD-based lateralization.

Figure 3.6.: Extents of laterality experienced by listeners (Bernstein and Trahiotis, 2012) are
shown as black symbols. They are grouped based on the parameters of the stim-
ulus. The predictions of the model (scaling factor ρ = 0.29 dB/sps) are shown as
solid lines with the ITD as abscissa. The four blocks (each consisting of eight pan-
els) represent the four modulation frequencies, the panels in columns organize the
different depths of modulation, while the two different exponents are separated into
rows. Each panel shows the acoustic pointer in dB on the ordinate, which quantifies
the extent of laterality as a function of ITD. Five different ILDs are used in each
panel. The variance accounted for is stated in each panel separately. Adapted and
redrawn from Fig. 1 of Bernstein and Trahiotis (2012) with permission.
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Taken together, three main effects are apparent in both the observed data and the model
predictions (Fig. 3.6): (1) The ILD-based lateralization is almost constant; i.e, the five lines
in each panel primarily differ by an offset which is almost constant across panels, with one
exception described below. (2) The extent of ITD-based lateralization increases with modulation
depth and with modulation frequency up to 128Hz but then decreases slightly for modulation
frequencies of fm = 256Hz. (3) The relation between ITD and pointer ILD is linear for small
modulation frequencies, combined with small depth of modulation (fm ≤ 64Hz and md ≤
0.5), but the relation becomes curved for high modulation frequencies and full modulation
(fm ≥ 128Hz and md = 1.0).
The model was able to quantitatively reproduce all three main effects and accounted for 95.7 %
of the variance in the data (ϵ = 2dB) with the parameter set chosen here (see Table 3.1). A
model test using only 1-s signals, rather than 2 s, accounted for an almost identical 95.5% of
the variance. Because the chosen metric captures only the overall trends in the data, we also
state the explained variance separately for each panel. Two deviations are apparent. First, for
an exponent of n = 8, fm = 32Hz, and full modulation (Fig. 3.6, upper left block, panel in
the lower right corner) the model underestimates lateralization when both ITD and ILD are
favoring the same direction. Secondly, for fm = 256Hz, n = 1, and full modulation, the model
underestimates the impact of a positive ITD when a negative ILD is present at the same time
(Fig. 3.6, lower right block, panel in the upper right corner).
The model output for all 960 conditions (prior to across-frequency integration and conversion
into acoustic pointer) is shown in Fig. 3.7. The rate differences at each CF are related to the
lateralization data recorded by Bernstein and Trahiotis (2012). The rate difference responses
of off-frequency neurons show a higher correlation with the observed data. For neurons with a
CF matching the carrier frequency of 4 kHz, the model accounted for only 30 % of the variance
in the data, primarily ILD-based lateralization. In contrast, the off-frequency pair of model
neurons accounts for 92 % of the variance.
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Figure 3.7.: Scatter plots of the rate difference (∆R) between left and right EI-model neuron
pairs versus observed pointer ILDs (Bernstein and Trahiotis, 2012) for all conditions
and across seven different example CFs. In each plot, 960 single data points are
shown, corresponding to the varied parameter combinations of the high-frequency
raised sines. The correlation coefficient (r) and the variance accounted for (ψ)
are given for each of the seven positions in the tonotopic array. The model was
parameterized with the best overall parameter set (see Table 3.1).
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3.4.2. Transposed stimuli

Transposed stimuli were designed to better mimic low-frequency tonal responses in high-frequency
AN fibers. Low-frequency tones depolarize the hair cells only during the condensation phase,
i.e., about 50 % of each period. In contrast, sinusoidally amplitude modulated high-frequency
stimuli cause a continuous depolarization of hair cells, except for the short moments of zero
amplitude where the receptor potential draws near the resting potential.
The purpose of transposed stimuli is to mimic the activation pattern of a low-frequency stimulus
in a high-frequency region. To do so, a low-frequency base stimulus (e.g., a low frequency
sinusoidal) is half-wave rectified and subsequently low-pass filtered, to simulate the functional
role of hair cells. The output serves as the modulator and is multiplied by a high-frequency
carrier (van de Par and Kohlrausch, 1997). Once processed by the real hair cells, the output
provides high-frequency AN fibers with a temporal excitation pattern that is relatively similar to
that generated by the base stimulus available to low-frequency AN fibers. A difference remains
in the rarefaction phase where the base stimulus causes hyperpolarization but the transposed
stimulus results in a resting potential.
Colburn and Esquissaud (1976) hypothesized that the similar AN activation should cause similar
binaural interaction, i.e. for low-frequency and transposed tones. In contrast, conventional high-
frequency stimuli are expected to produce weaker interaural differences. The hypothesis was
tested by Bernstein and Trahiotis (2003) comparing three types of stimuli: low-frequency noise,
transposed noise, and high-frequency narrow-band Gaussian noise. To test our high-frequency
model, we used the latter two stimulus types (Fig. 3.8 B). The stimuli were generated in the
same way as in Bernstein and Trahiotis (2003) and the carrier frequency for all stimuli was
fixed at 4 kHz, while bandwidths of 25, 50, 100, 200, and 400 Hz where used. The transposed
stimulus was modulated with a half-wave rectified, low-frequency noise centered at either 125
Hz or 250 Hz. For the 125Hz center frequency stimulus, the largest bandwidth was 200 Hz.
Figure 3.8 B shows the stimuli used for our simulations: (1) transposed low-frequency narrow-
band Gaussian noise centered at 125 Hz (Fig. 3.8 B, upper panel), (2) transposed low-frequency
narrow-band Gaussian noise centered at 250Hz (Fig. 3.8 B, middle panel), (3) high-frequency
narrow-band Gaussian noise (Fig. 3.8 B, bottom panel). The stimulus level was set to 72 dB SPL
as in Bernstein and Trahiotis (2003).
The model predictions were compared to the psychoacoustic data taken from the corresponding
study (Bernstein and Trahiotis, 2003). EI-model parameters were kept unchanged (Table 3.1)
for the data shown in Fig. 3.8. Only a different scaling factor was fitted [Eq. (3.4)].
In general, larger extents of laterality were observed with increasing ITD (Fig. 3.8 A). The
bandwidth was the dominant factor for the lateralization of high-frequency Gaussian noise.
Three main effects could be observed from the psychophysical data (Fig 3.8 A, symbols): (1) For
high-frequency Gaussian noise, there was virtually no lateralization for bandwidths of 25 Hz and
50 Hz (Fig. 3.8 A, top two panels), and the lateralization increased with increasing bandwidth
(Fig. 3.8 A, solid lines). (2) The transposed stimuli produced larger extents of laterality
compared to non-transposed stimuli (Fig. 3.8 A, high-frequency Gaussian noise compared
to transposed 125 Hz and 250 Hz stimuli) as the acoustic pointer was adjusted by listeners
with higher values. (3) The pointer ILDs were similar for the two different center modulation
frequencies of the transposed noises (Fig. 3.8 A, transposed 125 Hz and 250 Hz stimuli). Our
model reproduced most of these trends in the data (Fig. 3.8 A) and accounted for 82.7 % of
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the variance (ϵ=2.4 dB). Other parameter sets, more optimal for this particular study allow to
account for just over 90% of the variance (see Fig. 3.5).

Figure 3.8.: Stimulus conditions, psychoacoustic data and model predictions. (A) Psychoa-
coustic data measured by Bernstein and Trahiotis (2003) represented as symbols,
and our model predictions shown as curves (scaling factor ρ = 0.48 dB/sps). Data
adapted and redrawn from Fig. 2 of Bernstein and Trahiotis (2003) with permis-
sion. The input was transposed noise centered at 125 Hz (densely dash-dot-dotted,
diamond), transposed noise centered at 250Hz (solid, bullet), and high-frequency
Gaussian noise (dash-dotted, down-facing triangle). (B) High-frequency trans-
posed tones as counterparts of low-frequency Gaussian noise with different cen-
ter frequencies of either 125Hz (top) or 250 Hz (middle) and different bandwidths
(BW), and high-frequency Gaussian noise with a center frequency of 4 kHz (bot-
tom).
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3.4.3. Envelope rise- and decay elements

Another class of high-frequency AM stimuli was constructed by independently varying durations
of the rising envelope segment (rise time), the falling envelope segment (decay), the pause
between lobes, and of the peak plateau of the temporal envelope (e.g., Klein-Hennig et al.,
2011; Dietz et al., 2015).
In particular, this configuration allows generation of temporally asymmetric envelopes. The
extent of ITD-based lateralization perceived by subjects was found to be particularly high,
when a short rise time and a non-zero pause were combined (Dietz et al., 2015). The steepness
of the rising part of the envelope had more influence on lateralization than the steepness of the
decay. So far, such differences have not been accounted for with cross-correlation based models
(e.g., Klein-Hennig et al., 2011).

Figure 3.9.: Stimulus conditions, psychoacoustic data and model predictions. (A) High-
frequency stimuli with different envelope shapes (Dietz et al., 2015). Envelope
shapes have a short 1.25 ms rise time, 18.75 ms decay and 0ms plateau (top, right-
facing triangle), a short 1.25 ms rise time, 8.75 ms plateau and 1.25 ms decay (mid-
dle, square), and a long 18.75 ms rise time, 0 ms plateau and 1.25ms decay (bottom,
left-facing triangle). (B) The corresponding psychoacoustic data (Dietz et al., 2015)
represented as symbols. Line styles for model predictions with a continuous axis
of ITD were dotted for a short rise time and shallow decay, dashed for rectangular
modulation, and densely dash-dotted for a long rise time and fast decay. Adapted
and redrawn from Fig. 2 of Dietz et al. (2015) with permission. For reasons of
comparability the pointers were shown not normalized with respect to the sub-
ject’s average pointer ILD (scaling factor ρ =1.02 dB/sps).

The current model was tested with three different envelope shapes: (1) a short rise time with
zero plateau and long decay (Fig. 3.9A, top), (2) a short rise time with a pause-equivalent
plateau duration and a fast decay (Fig. 3.9A, middle), and (3) a long rise time with zero plateau
and fast decay (Fig. 3.9A, bottom). The carrier was a fully modulated 4 kHz tone, matching
the peak level of a 65 dB SAM as in Dietz et al. (2015). Again, the model with parameters of
best performance (Table 3.1) was used and a new scaling factor ρ was calculated [Eq. (3.4)] to
account for the different subject group and differences in the experimental setting. Primarily
due to the lower stimulus level in this study the scaling factor had to be larger compared to the
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studies of Bernstein and Trahiotis (2003, 2012).
The model predictions were compared with the data from the normal-hearing listeners in Dietz
et al. (2015). In both data and model predictions, a long rise time and short decay led to the
least pronounced lateralization (Fig. 3.9 B, left pointing triangles and dash-dotted line) and to
a linear increase of lateralization with ITD up to 2ms. Also, the model correctly predicted the
50-80 % higher lateralization for the condition with short rise and short decay. However, the
model clearly underestimated the lateralization for a short rise time and long decay (Fig. 3.9
B, squares and dotted line), particularly at large ITDs. The model accounted for 83.4 % of the
variance (ϵ=2.8 dB).

3.5. Discussion

The present study aimed to develop a rate difference model that links the physiology of mammals
with the observed binaural phenomena in human psychoacoustics. We proposed a computa-
tional model that captures the effect of ILD- and envelope-ITD-based sound lateralization of
narrowband high-frequency stimuli. At a given sound level, predicted lateralization is propor-
tional to the summed hemispheric rate difference of EI- model neurons with identical parameters
but different CFs. The EI-model neurons resemble the binaural processing core, corresponding
to the LSO (Ashida et al., 2016), which is the primary nucleus in the mammalian brain for
encoding both ILD and envelope ITD (Tollin, 2003).

3.5.1. Influence of model parameters

The EI-model (Ashida et al., 2016) has seven parameters that were never fitted to account for
human perception. Such a number of free parameters may raise concerns about potentially being
able to fit to any data set with up to seven independent stimulus dimensions. Nevertheless, large
covariances of parameter influences can be expected to limit the degrees of freedom and the
dataset from Bernstein and Trahiotis (2012) which comprises a 5-dimensional stimulus space is
well suited to study the model parameter dependences.
The data from Fig. 3.5 (top row) reveal that for most ad-hoc chosen sets of parameters only the
duration of the excitatory window Wex had to be optimized to account for at least 94% of the
variance, just as the original model from Bernstein and Trahiotis (2012). Similarly, for any fixed
Wex in the tested range (see Table 3.1), parameters such as gain, threshold, or fiber number
could be adjusted to obtain an excellent fit. This observation suggests strong interdependences
across the parameters. For example, decreasing the number of input fibers has a similar effect
as increasing the threshold. Similarly, halving the inhibitory gain is comparable to doubling
the number of inhibitory input fibers.
Only the duration of the inhibitory input had to be within a narrow range between 2.9 and
3.3 ms, independent of the values of θ, Wex and Minh. With Minh = 3.1ms fixed, at least
94.8 % of the variance can be explained by optimizing only the duration of the excitatory input,
irrespective of other parameters (within the tested range). Minh has a critical role in determining
the upper modulation frequency limit for ITD sensitivity and the starting decline in ITD-based
lateralization around 256 Hz. For subjects with a higher frequency limit (e.g., Monaghan et al.,
2015), a shorter integration window would be required.
If the focus is put on sparse transient stimuli, i.e., low fm, md = 1, and a long modulation
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trough, as in Dietz et al. (2015), the influences of the parameters are somewhat different (Fig.
3.5). The short modulation onset events sometimes cannot cause similarly large response rates
as for other stimuli with the same lateralization. Overall responses are weaker and the simple
rate difference metric may underestimate the influence of the few reliable responses. The same
effect has been observed for the fm = 32Hz, md = 1, n = 8 conditions of Bernstein and
Trahiotis (2012), where our model underestimates ITD-based lateralization. In summary, it
appears as if the model utilizes two central degrees of freedom: 1) Inhibitory integration time
and 2) the right combination of excitation, inhibition, and threshold.

3.5.2. Relation to other models

The main difference to other models is arguably in the structure: While other models have
fully or partially separated mechanisms to encode ILDs and envelope ITDs (e.g., Bernstein and
Trahiotis, 2012; Takanen et al., 2014), the EI-model neurons can simultaneously account for
both ILD- and envelope ITD-based extents of laterality. This is a more constrained situation
for a model and at the same time in closer relation to neural responses in the LSO (Tollin,
2003).

With only two free EI-model parameters (duration of excitatory and inhibitory window), the
model can account for about 95% of the variance across a wide range of values for the other
parameters in the biggest data set. For reference, the delay line-based model of Bernstein and
Trahiotis (2012) accounted for a practically identical 94 % of the variance in the same data
set. The overall high variance accounted for by all models, is to some extent due to the fact
that already a pure ILD-based lateralization model accounts for 63.1 % of the variance in this
particular data set. The overall performance of the two models is similar, but some differences
can be observed. For instance, at fm = 256Hz, n = 8, and md = 0.5, the delay-line-based
model predicted a linear dependence of lateralization and envelope ITD and accounted for
75.0 % of the variance in the data, while our model accounted for 96.4 % in the respective panel
(Fig. 3.6). In contrast, the proposed model underestimated ITD-based extents of laterality at
fm = 32Hz, n = 8, and full modulation (ψ = 89%), while the model of Bernstein and Trahiotis
(2012) accounted for 97.8% of the variance in these conditions. Lastly, the proposed model
even captured the curved relation at high modulation frequencies with high exponent (Fig. 3.6,
bottom right block, lower panels).

Employing identical EI-parameters with a different scaling factor ρ to high-frequency transposed
and high-frequency Gaussian noise of different bandwidths, our model accounted for 82.7 % of
the variance in the psychoacoustic data of Bernstein and Trahiotis (2003). The model correctly
captured the dominant effects in this data set, while it underestimated the lateralization of non-
transposed noise at large bandwidths. The original cross-correlation model used to simulate this
data (Bernstein and Trahiotis, 2003) overestimated lateralization for high-frequency Gaussian
noise by up to 10 dB pointer ILD at all bandwidths, except at 25 Hz. Our model correctly
predicts the much smaller lateralization for Gaussian noise, because only the transposed-noise
condition facilitates high synchronous excitation to steep modulation onsets, after inhibition has
ceased during short intervals of zero amplitude. The same feature causes the more pronounced
lateralization in the EI-model for envelopes with steep onsets compared to shallow onsets and
steep offset in section 3.4.3.
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3.5.3. Off-frequency integration

In experimental data (e.g., Joris and Yin, 1992), as well as in simulated spike trains of the
peripheral model (Bruce et al., 2018), the spike rate and the phase locking of AN fibers depend
greatly on the stimulus level. Physiologically, AN fibers show the best phase locking to envelopes
at a sound pressure level of about 20 dB, and the degree of phase locking decreases at higher
levels (Joris and Yin, 1992). This response characteristic is also captured by the peripheral
stage of the model (see Fig. 13 in Zilany et al., 2009). While intermediate levels of phase
locking are still sufficient to facilitate ITD-based lateralization, the current model does not
account for both ITD and ILD based lateralization in a quantitative manner at CF = fc.
In contrast, envelope ITD-based lateralization is level independent in the range from 45 to
65 dBSPL (Dietz et al., 2015), and detection sensitivity even improves with increasing level (e.g.,
Bernstein and Trahiotis, 2008). We accounted for this discrepancy by employing a population
of spiking auditory model neurons with a broad range of CFs. This is an implementation
of off-frequency hearing, as suggested by Dreyer and Delgutte (2006). Incorporating these
off-frequency components crucially enabled the model to explain the data with high accuracy
(Figs. 3.4 and 3.7). However, on-frequency neurons were also necessary to account for the most
variance, because they were instrumental for stimulus conditions with low modulation depths.

To investigate the role of off-frequency hearing, notched-noise stimuli are commonly used to
mask information in off-frequency channels. Bernstein and Trahiotis (2008) report that notched
noise has only a modest influence on threshold envelope ITDs. In the periphery model (Bruce
et al., 2018) notched noise appears to improve on-frequency phase locking, suggesting off-
frequency hearing in the absence and on-frequency hearing in the presence of notched noise.
Without published extent of laterality data with notched noise, a quantitative analysis is be-
yond the scope of the present study. It is expected, however, that the model requires a more
sophisticated back-end to operate in the presence of any interfering noise.

Peripheral band-pass filtering may further contribute to the importance of off-frequency chan-
nels on envelope ITD perception. The amplitude modulation after filtering can be more pro-
nounced for off- compared to on-frequency channels, especially for high modulation frequencies
(Monaghan et al., 2015).

3.5.4. Decoding EI output and onset dominance

A variety of different decoding stages has been suggested in previous studies (for review see
Dietz et al., 2018). One common simplistic approach is to decode extent of laterality through
a weighted average across frequency channels (Bernstein and Trahiotis, 2012; Takanen et al.,
2014; Kelvasa and Dietz, 2015). A linear mapping as proposed for simple stimuli by Kelvasa
and Dietz (2015) was employed in our model as a particularly simple decoder option. In its
current implementation the model simply averages over the 30 CFs. However, the broadness
of neural excitation depends critically on overall level. Therefore, the current decoding stage
is not expected to operate in the presence of any interferer or to produce level independent
lateralization as reported at moderate signal levels (Dietz et al., 2015). The scaling factor ρ
can be varied to compensate for the vast changes of response rate differences with overall level.
A rate ratio could be an alternative to a rate difference metric, that appears to be less level
dependent but underestimates the influence of differences at large EI rates. Some transition
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between the two metrics or a decoding stage mapping the two rates in a more complex way to
the extent of laterality appears to be a promising next step. Another possibility is to normalize
the hemispheric rate difference based on AN response rates (Encke and Hemmert, 2018).
The complexity of the decoding stage should be linked to the complexity of subcortical ITD
encoding. Some previous studies reported a diversity of neural responses to envelope ITDs along
the auditory pathway. For example, recordings from the inferior colliculus (IC) of guinea pigs
revealed step-type ITD sensitivity alongside steep trough-type ITD-rate functions and more
gradual functions - all in response to the same envelope shape (Dietz et al., 2016; Greenberg
et al., 2017). A more diverse population of binaural interaction neurons may not only lead to
an improved model performance, it may also give a more realistic representation of the real-
world biological system. Specifically, Dietz et al. (2016) required onset-type input to model
binaural model neurons. The onset-type input was facilitated by a simplistic CN stage and was
necessary to model the contrast between very pronounced ITD tuning with short sharp onsets
compared to a lack of ITD tuning with long gradual onsets, observed in some IC neurons.
Onset-type input was not necessary in the present study to account for the data of Bernstein
and Trahiotis (2003, 2012). In simulating the different extent of laterality generated by the short
and long onsets, the present simple model performs better than cross-correlation-based models
(Klein-Hennig et al., 2011) but still clearly underestimate the difference (Fig. 3.9 B). A more
diverse mix of model neurons with some modulation onset-dominated specimen is expected to
be useful to quantitatively account for the data. Thus, a diverse pool combination of differently
behaving model neurons (e.g., Dietz et al., 2016) appears to be supported by both physiology
and perception.
Introducing various types of neurons, however, would make the parameter optimization very
difficult and require a more complex decoding stage. A complex decoding stage could further
estimate the relative importance of the different channels across the tonotopic array. It could
also use both left and right rates rather than just the rate difference to extract more information
and to be more robust against other stimulus variations, such as overall level. Nevertheless,
even the linear decoder can directly relate the output of binaural model neurons to extent of
laterality at a fixed sound level. This is in contrast to the decoding stages of several other models
that estimate the input ITDs or similar physical quantities, rather than perceptual measures
(e.g., Goodman et al., 2013; Encke and Hemmert, 2018). Such a calculation of input ITD will
not be useful for predicting the lateralization of complex sounds from the present study, because
the same envelope ITD leads to substantially different extents of laterality (Figs. 3.6,3.8 and
3.9).

3.5.5. Physiological, pathophysiological, and anatomical considerations

Although our model is arguably no less complex than other models of envelope-ITD perception
(e.g., Cai et al., 1998), from a physiological standpoint the structure is still highly simplified.
The simulated model neurons of the AN stage provide direct input to the stage of binaural
interaction, bypassing all other brainstem structures such as the cochlear nucleus. Nonetheless,
the model produces ITD or ILD rate functions that match functions obtained experimentally
in the LSO, with model parameters that are within a physiologically realistic range (compare
to, e.g., Sanes, 1990; Tsuchitani, 1988).
The model is further simplistic in only considering AN fibers with either medium- or high-
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spontaneous rates. Combining different fiber types or including a cochlear nucleus stage would
increase the number of parameters and add complexity. Figure 3.5 revealed that the model is
generally robust against the choice of fiber type. With high-spontaneous rate fibers the model
accounts for an identical 95.7 % of the variance in the biggest data set.
Overall, the model operates between the typical forces of physiological accuracy versus being
manageable, interpretable, and therefore rather simplistic (Wilson and Collins, 2019). The
ultimate design choice was inspired by Colburn (1973). He listed “attractive characteristics”
for models of retrocochlear processing that form the basis of many successful auditory models:
(1) the inputs are auditory-nerve responses (2) the processing is not unreasonable for neural
structures and (3) quantitative predictions can be derived. Thus, we connected an established
front-end AN model with a relatively simplistic but physiologically plausible EI-stage and the
most simplistic rate-difference decoding back-end.
The above-mentioned co-dependence of model parameters and ability to construct well-performing
models with only two independent fitting parameters at the stage of binaural interaction is also
interesting from a pathophysiologic or audiological perspective. The abundance of highly co-
varying parameters allows a system to compensate for any suboptimal spatial mapping caused
mild periphery impairments. It may be that, e.g., an AN fiber loss is compensated for by a
reduction of inhibitory gain (e.g., Schaette and McAlpine, 2011) to keep a very similar later-
alization performance. However, this hypothesis must be interpreted with caution and would
require further testing.

3.6. Summary and conclusion

The present study demonstrated that the lateralization of complex, high-frequency stimuli can
be simulated with a relatively simplistic model deduced from mammalian auditory brainstem
physiology and a linear hemispheric rate-difference decoder. To summarize:

1. Only one pair of model EI-neurons (composed of one neuron from the left and one from
the right) was employed for each center frequency.

2. One neuron pair simultaneously encodes both ILD and envelope ITD, so that the rate
difference is proportional to the extent of laterality at a given sound level.

3. Off-frequency model units are essential for envelope ITD-based lateralization at the sound
levels commonly used in psychoacoustic experiments in the absence of notched noise.

4. The model accounts for 95.7%, 82.7 %, and 83.4 % of the variance in three data sets using
the same set of parameters. Lateralization of stimuli with 2 ms ITD can be simulated
without delay lines.
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4. Characterization of the decline in
auditory nerve phase locking at high
frequencies

4.1. Abstract

The frequency dependence of phase locking in the auditory nerve influences various auditory
coding mechanisms. The decline of phase locking with increasing frequency is commonly de-
scribed by a low-pass filter. This study compares fitted low-pass filter parameters with the
actual rate of phase locking decline. The decline is identical across studies and only 40 dB per
decade, corresponding to the asymptotic decline of a second order filter.
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4. Characterization of the decline in auditory nerve phase locking at high frequencies

4.2. Introduction

The central prerequisite for encoding temporal fine structure (TFS) in the auditory system is the
phase locking of auditory nerve (AN) fibers to the frequency of a stimulus (Moore, 2008). This
phase-locking is usually quantified by vector strength (VS) (Goldberg and Brown, 1969). The
detailed behavior of vector strength across frequency in humans remains unclear and estimates
of a so called ’upper frequency limit’ vary substantially from 1.5 to 10 kHz (Verschooten et al.,
2019). Establishing the vector strength of phase locking in the AN as a function of frequency
would be highly informative for elucidating various auditory coding mechanisms from pitch
perception to binaural hearing.
It is well known that vector strength in single fibers of the AN declines above a certain fre-
quency (Rose et al., 1967; Johnson, 1980; Joris et al., 1994) that varies across species (Weiss
and Rose, 1988a). The frequency above which vector strength becomes insignificant is often
referred to as the upper frequency limit (Palmer and Russell, 1986; Verschooten et al., 2015;
Joris and Verschooten, 2013). Weiss and Rose (1988a) criticized the comparison of the up-
per frequency limit among different species stating: "This metric obviously depends upon the
method of detection and is generally the highest frequency for which the experimenter detected
synchronization in the measurements." The upper frequency limit is therefore ill-defined. Any
attempt to define the upper limit for this continually decreasing function depends entirely on
the noise floor (Michael Heinz in Verschooten et al., 2019). Despite these shortcomings, the
ill-defined characterization of the upper frequency limit is still often used in the auditory litera-
ture (Liu et al., 2006; Verschooten et al., 2015; Joris and Verschooten, 2013; Verschooten et al.,
2019).
To avoid the above-mentioned shortcomings and to provide a clear definition, Weiss and Rose
(1988a) described the frequency dependence using a low-pass filter cascade with the frequency
response:

G(f) =
g(√

1 +
(

f
f0

)2)n , (4.1)

where
f0 =

fcorner√
2

1
n − 1

, (4.2)

here, f is the frequency, fcorner the corner frequency, n the order and g the gain at f = 0Hz. In
this filter design, a first-order filter is applied n-times. Therefore, the -3 dB point of this filter
(f0) needs to be adjusted by Eq. (4.2) to guarantee that the -3 dB point of the filter cascade is
at fcorner independent of n.
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4.2. Introduction

To estimate the filter order, Weiss and Rose (1988a) compensated for the different corner
frequencies across species and fitted a regression line to the five highest frequency points (two
from Johnson (1980) and three from Weiss and Rose (1988b)), resulting in a decline of ≈
106dB/decade. This line is reproduced as the dotted black line in Fig. 4.1. Overall, this decline
was related to a filter order of 4-6 by Weiss and Rose (1988a). However, using a cascaded low-
pass filter of order n = 5 with a corner frequency fcorner = 2500Hz does not account for the
vector strength, e.g., of the cat data from Johnson (1980). Figure 4.1 clearly shows that the
transition band of the filter is too wide and the nominal decline of 100 dB/decade is reached
only at much higher frequencies.

Figure 4.1.: Maximum vector strength for tones at the center frequency of the measured AN fiber
as a function of frequency. Circles are data from the cat (Johnson, 1980). Corner
frequency (green +) and decline (dotted black line) were estimated by Weiss and
Rose (1988a). The transition band of the cascade low-pass filter (see Eq. (4.1))
with fcorner = 2500Hz and n = 5 (solid blue line) is too wide to account for the
data.

Despite these discrepancies to physiological data, the filter is prevalent in computational au-
ditory models (see Table. 4.1 for an overview). Some of the studies (e.g., Bernstein and
Trahiotis, 1996) motivate their filter order based on the nominal order suggested by Weiss and
Rose (1988a), arguably requiring a very low corner frequency of 425 Hz to obtain a sufficiently
steep roll-off at higher frequencies. Others, e.g., Heinz et al. (2001), instead use a higher filter
order for the effect of the inner hair cell (IHC), whereby the combination with their other stages
(outer hair cell, synapse) reproduces the phase-locking roll-off from Johnson (1980).
The two goals of the current study were therefore: (1) To revisit the fitting of a low-pass filter
to vector strength data, and (2) to quantify the decline of AN phase locking as a function of
frequency.
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4. Characterization of the decline in auditory nerve phase locking at high frequencies

Table 4.1.: Low-pass filter contributing to the decline of AN phase locking as a function of
frequency reported by several publications.

order (n) corner frequency (fcorner)[f0] type
Weiss and Rose (1988a) 4-6 2500 Hz (cat) cascade
Lopez-Poveda and
Eustaquio-Martín (2006) 2
Verschooten et al. (2015) (3) decline 60 dB/dec.
Peterson and Heil (2020) 3 depends on best frequency Butterworth
Bernstein and Trahiotis (1996) 4 425 Hz cascade
Breebaart et al. (2001a) 5 770Hz cascade
Heinz et al. (2001)a 7 ≈ 1500 Hzb [4800 Hz] cascade
Zhang et al. (2001)a 7 ≈1200 Hz [3800 Hz] cascade
Zilany et al. (2009)a 7 ≈1000 Hz [3000 Hz]c cascade

aThis filter is applied for only the effect of the inner hair cell (IHC).
bAccording to Eq. (4.2). Heinz et al. (2001) reported fcorner ≈ 2500Hz for the AN phase locking including

their synapse stage.
cUsed in following versions up to Bruce et al. (2018)

4.3. Methods

To determine the decline of AN phase locking with increasing frequency, we propose three func-
tions which we fit to three data sets each: [1] The cascade low-pass filter in Eq. (4.1) introduced
by Weiss and Rose (1988a), in the following referred to as CASCADE. [2] A Butterworth low-

Figure 4.2.: Different filter functions to be fitted to the data with g = 1, n = 4. CASCADE is
from Eq. (4.1), BUTTERW from Eq. (4.3) and LINEAR based on Eq. (4.4). The
top panel shows the filter gain or VS across frequency. The lower panel shows the
slope as a function of frequency.

pass filter, in the following referred to as BUTTERW, which has a fast transition from passband
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to the true decay of the filter order. In this case, the frequency response is given by:

G(f) =
g(√

1 +
(

f
fcorner

)2n) . (4.3)

Note that the only difference to the frequency response of CASCADE is that the exponent/
order n is not to the power of the whole denominator as in Eq. (4.1). [3] A constant decline
archived by fitting a broken-stick function to the data in double logarithmic space:

Ĝ(f) /dB = 20 log10(G(f)) =

{
m log10(fb/f) + g , for f ≥ fb

g , for f < fb,
(4.4)

where g determines the gain at low frequencies and m the slope of the function after the knee
point fb. The resulting function is in the following referred to as LINEAR and is plotted with
the other functions in Fig. 4.2. LINEAR is also defined by fcorner the -3 dB point by adjusting
the knee point fb.
As data sets, we used vector strength derived from single-unit neuron recordings: from AN
fibers in Johnson (1980) from cats, as well as from AN fibers in Heeringa et al. (2020) from
gerbils and in Palmer and Russell (1986) from guinea pigs. As the error metric, we chose the
root mean square error (RMSE) in the logarithmic space. The RMSE for all three functions
describing the vector strength in the three data sets was calculated as a function of order n,
gain g and corner frequency fcorner. The minimum RMSE fit was derived by a grid search, the
range and step size of the individual parameters are shown in Table 4.2. For the calculations,
MATLAB (MathWorks, Natick, MA) was used. By definition, the filter order is an integer
number but the filter equations produce meaningful output also for any positive non-integer
number n. As the focus of the present study is on describing the data, some non-integer values
for n were included.

Table 4.2.: Range and step size for the grid search for the minimum RMSE fit.
range step

order n 1 - 16 1a

gain g 0.6 - 1 0.01
corner frequency fcorner 1000-3000Hz 10 Hz

aSmaller if necessary.
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4.4. Results

Figure 4.3.: (left) The three panels show the vector strength for different data sets and the
minimum RMSE solution for the three filter functions (color code). (right) RMSE
across filter order n for the three different functions (color code) and three different
data sets.

For eight of the nine fitted functions (3 types times 3 data sets), a global best fit was obtained
within the above-mentioned parameter range, i.e. not at the lowest or highest parameter values.
The only exception is CASCADE, which showed no local minimum for the order in Johnson
(1980). The best solutions are shown above the respective data sets in the left column in Fig.
4.3. The right column of Fig. 4.3 shows the RMSE across order n for the three functions
and three data sets. LINEAR results in the lowest decline estimates followed by BUTTERW,
followed by CASCADE. For CASCADE the best fit low-pass filter order is 3 for Palmer and
Russell (1986) and 4 for (Heeringa et al., 2020). For these two data sets the roll-off within the
shown range is about 40 dB/dec, as the cascade filters have not reached their maximum roll-off.
For CASCADE, the RMSE declines across n for the Johnson (1980) data set and shows no local
minimum for n ≤ 16. This decrease is caused by the data point with the highest frequency and
lowest vector strength. For all data sets BUTTERW provides the lowest RMSE solutions. Fits
were similar when only data with frequencies > 1.8 kHz or > 3 kHz were considered to estimate
the roll off.
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4.5. Discussion

The decline in vector strength at high frequencies is much flatter than implied by the nominal
low-pass filter order. Especially for the cascade filter, the slope at intermediate frequencies is
different from the asymptotic values (cf. Fig 4.2). Linear fits of the high-frequency roll-off
suggest a decline of about 40 dB/dec, corresponding to the asymptotic decline of a second order
low-pass filter.
As the low-pass characteristic of the phase locking decline is the outcome of a sequential inter-
action of several processing stages, the use of a cascade filter is a logical means for a biologically
feasible simulation of the underlying processes. The low-pass filter order of this type is at least
3 and even much larger orders provide good fits. The roll-off within the range shown is generally
no more than about 60 dB/dec, still considerably lower than the 106 dB/dec derived by Weiss
and Rose (1988a). While it produced generally accurate fits, the biologically less plausible filters
had lower RMS errors in all three data sets.
While the corner frequency appears to differ between different species, Palmer and Russell
(1986) and Weiss and Rose (1988a) concluded that there is a similar decline across species.
The similarity in decline across species is unsurprising, considering that the free parameters
of the resistor-capacitor (RC) low-pass filter can only influence the corner frequency but not
the filter order (Lopez-Poveda and Eustaquio-Martín, 2006). On the other hand, Altoè et al.
(2018) showed that the voltage-dependent activation of the K+ channels in the IHC enhances
the phase-locking properties within a small resonant frequency range. The decline above the
resonant frequency range is consequently steeper than with a conventional RC low-pass filter.
Without investigating specific mechanisms in the IHC-AN complex, this study only analyses
the function of VS with respect to frequency that can be used in functional models. Thus,
we do not claim that any of the filters we employ correspond to the physiological processes.
From the fitted parameter (see Figure 4.2), a small difference in slope can be deduced, with
the corner frequency varying between species, as was reported by Weiss and Rose (1988a).
This finding suggests that the common practice of using the same filter order in models of the
human auditory system as determined for animal models (e.g. Bernstein and Trahiotis, 1996)
is plausible.
The decline of vector strength across frequency is particularly important for understanding the
interaural phase difference (IPD) encoding mechanism. Phase-locking information is a strict
prerequisite, as it is the only available cue for IPD encoding. In normal hearing humans and
for pure tones, it is well established that the sensitivity to IPD decreases rapidly at frequencies
above ≈ 1300 Hz (Brughera et al., 2013; Klug and Dietz, 2022). A common hypothesis is that
this decline in IPD sensitivity is caused by the decline in phase locking of the AN fibers (Joris
and Verschooten, 2013; Verschooten et al., 2019). In computational models of human IPD
perception, the decline of AN phase locking usually contributes considerably, or even exclusively,
to the decline in IPD sensitivity (Breebaart et al., 2001b; Brughera et al., 2013; Bouse et al.,
2019). However, the decline in vector strength in the AN (m ≤ 60 dB/dec) is not sufficient to
account for the dramatic decline of IPD sensitivity in humans occurring in the narrow range
between 1300 and 1500 Hz (m ≥ 150 dB/dec), as reported in Klug and Dietz (2022). Therefore,
the high-frequency limit of IPD sensitivity is a less suitable correlate for the AN phase locking
’limit’ than previously thought (Verschooten et al., 2019; Bernstein and Trahiotis, 1996) and
another effect must contribute to limiting IPD sensitivity.
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4.6. Conclusion

The nominal decline of 80 to 120 dB/dec reported by Weiss and Rose (1988a) does not accurately
describe the decline of vector strength in AN fibers across frequency. In the biophysically
plausible and widely used cascade filter, the slope changes slowly with frequency, so the slope at
intermediate frequencies differs substantially from its asymptote. The relevant vector strength
values decline with approximately 40 dB/dec - the asymptotic decline of a second order filter.
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5. Frequency dependence of sensitivity to
interaural phase differences in pure tones

5.1. Abstract

It is well established that in normal-hearing humans, the threshold of interaural time differences
(ITDs) for pure tones increases dramatically above about 1300 Hz, only to become unmeasurable
above 1400 Hz. However, physiological data and auditory models suggest that the actual decline
in sensitivity is more gradual and only appears to be abrupt because the maximum of the
psychometric function dips below the threshold proportion correct, e.g. 0.794. Published data
only report thresholds at certain proportions correct but not the decline of proportions correct
or of the sensitivity index d’ with increasing frequencies. Here, we present pure-tone behavioral
data obtained with a constant stimulus procedure. Seven of nine subjects showed proportions
correct above 0.9 at 1300 Hz and virtually no sensitivity at 1500 Hz (proportion correct within
0.07 of chance level). This corresponds to a sensitivity decline of 46-78 dB/oct, much steeper
than predicted by existing models or by the decline of phase-locking of the auditory nerve fibers
in animal data.

____________________
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5. Frequency dependence of sensitivity to interaural phase differences in pure tones

5.2. Introduction

Binaural cues provide humans with the ability to discriminate azimuthal angles of sound di-
rection. The cue that enables the discrimination of angles as small as 1◦ is the interaural time
difference (ITD) in the temporal fine structure (TFS) (Mills, 1958), abbreviated here as ITDTFS.
To measure human sensitivity to ITDTFS in isolation, pure tone presentation via headphones is
necessary. Usually, two intervals are used with the same magnitude of ITD but with opposite
signs (i.e. ITD2 = -ITD1; Brughera et al., 2013). Sensitivity is then often reported as the ∆ITD
threshold:

∆ITD = ITD1 − ITD2 = 2 ITD, (5.1)

with ITD = |ITD1| = |ITD2|, i.e. the difference in ITD between two successive sounds at which
a certain proportion correct (e.g., pc = 0.794) is achieved. Previous studies have underlined the
remarkable ITDTFS sensitivity of trained normal-hearing subjects. The maximum sensitivity,
i.e. the lowest ∆ITD thresholds for pure-tone sensitivity, have consistently been reported for
frequencies of 700-1000 Hz, where the thresholds can be as low as 10-30µs (Brughera et al.,
2013; Zwislocki and Feldman, 1956).

However, despite the remarkably low thresholds at low frequencies, ITD sensitivity deteriorates
rapidly for frequencies above 1 kHz and pc = 0.794 thresholds become unmeasurable above
1.4 kHz (Brughera et al., 2013). This sudden increase in ∆ITD thresholds is called upper
frequency limit of ITDTFS sensitivity. The thresholds only provide a single data point for the
unknown psychometric function p(f,∆ITD). Further, there is no information about sensitivity
above 1.4 kHz.

The upper frequency limit of ITDTFS perception has been related to the upper limit of phase-
locking of auditory nerve (AN) fibers to the TFS in humans (Verschooten et al., 2019). Syn-
chrony index (SI) is the most-used metric for phase-locking, also referred to as vector strength
(VS) (Goldberg and Brown, 1969). Phase-locking data of AN fibers are only available for non-
human animals, but interesting common features emerge when comparing data from different
mammalian species (Kiang et al., 1965; Rose et al., 1967; Johnson, 1980). The decline of SI
across frequency has a very similar shape and steepness across species, but the corner frequency
varies when expressed as a low-pass filter (Weiss and Rose, 1988a). For all mammalian species
for which data is available, there is still a highly significant phase-locking at 1.4 kHz which,
at higher frequencies, declines at approximately ≤18 dB/oct (Weiss and Rose, 1988a,b; Ver-
schooten et al., 2015; Klug et al., 2023). Phenomenological models of human ITD perception
commonly explicitly include such a low-pass filter, which can correctly simulate the reduced
binaural unmasking with increasing frequency (Breebaart et al., 2001b). However, such filters
do not accurately simulate the abrupt increase of pure tone threshold ITDs (Breebaart et al.,
2001b; Bouse et al., 2019).

The discrepancy between the models and experimental data (Brughera et al., 2013) is not
particularly striking below 1.4 kHz. But the models can, of course, provide simulations also at
higher frequencies: Bouse et al. (2019) simulate a pc = 0.794 threshold of 160µs at 1.45 kHz.
Using a lower pc = 0.707, Breebaart et al. (2001b) are even able to simulate a threshold of
50µs at 1.5 kHz. However, as no experimental data exists, it is unclear if the maximum possible
human pc at 1.45 kHz and 1.5 kHz is just marginally lower or far below the threshold proportions
of 0.794 or 0.707, respectively. To determine the ITD sensitivity roll-off experimentally, the pc
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5.3. Model of the psychometric function

must be measured directly to estimate how it changes over frequency for a fixed ∆ITD. In
Section 5.3 basic concepts of signal detection theory are reviewed and used to propose a basic
model of the psychometric function.

The goals of the present study are [1] to provide the currently missing psychophysical data
on ITDTFS sensitivity in the frequency range between 1300 and 1500 Hz, [2] to extract and
describe the decline of ITDTFS sensitivity in terms of the sensitivity index (d′,"d prime"), with
a focus on the 1300-1500 Hz frequency range, and [3] to relate existing models and concepts to
the low-pass characteristic.

5.3. Model of the psychometric function

In signal detection theory, the sensitivity of sensory systems in different psychophysical tasks is
often quantified with the sensitivity index d′ (Green and Swets, 1966). A principal assumption
thereby is that the various sensory events (triggered by a stimulus) can be mapped to a single
dimension of experimental interest. Each observation (of the target or the reference) produces
one event on this dimension. Consequently, the stimuli are represented as two partially overlap-
ping distributions. For ITD discrimination in a two-alternative forced-choice (2AFC) paradigm,
it is assumed that the subject compares the internal laterality representation of the first interval
to the representation of the second interval. d′ is considered as the ideal observer performance

d′ =
µ1 − µ2

σ
=

∆µ

σ
, (5.2)

where µ1 and µ2 are the means of the distributions of the internal representation and σ is
the standard deviation of each distribution (assuming both standard deviations are reasonably
similar). Further, the distributions are assumed to be Gaussian, so the discrimination index
can be transformed to a discrimination probability p in a 2AFC experiment by

p = Φ

(
d′√
2

)
, (5.3)

with Φ the normal cumulative distribution function. This transformation is done implicitly
throughout the text.

Psychophysically it cannot be distinguished if a change in sensitivity is caused by a change of
∆µ or by a change of σ of the internal representation. That, however, provides the freedom to
assign all acoustic differences between target and reference waveform to the numerator ∆µ and
all differences caused by the processing of the auditory system to the denominator σ. Regarding
the acoustical difference, the two intervals differ in their interaural phase difference (IPD) and
the magnitude of the difference is ∆IPD. The maximum physical difference in phase space is
180◦ or π radians. In the present case with IPD1 = −IPD2, the maximum (π) difference for
∆IPD occurs for a nominal IPD of π/2 radians only to become zero again at an IPD of π. The
acoustical difference ∆µ can thus be expressed as

∆µ := sin (IPD) . (5.4)

With this definition, the remaining term 1/σ becomes a measure of observer sensitivity and Eq.
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5. Frequency dependence of sensitivity to interaural phase differences in pure tones

(5.2) can be rewritten as

d′(f,∆IPD) =
sin(IPD)

σ(f, IPD)
. (5.5)

The focus of this study is describing d′, or better the observer sensitivity 1/σ, as a function of
frequency. To compare this function to the decline of phase-locking and to the low-pass filter of
the models, the final quantity of interest is the decline of 1/σ(f). To compare the decline across
different modalities and units (neural synchrony index, vs. model filter, vs. psychophysically
obtained sensitivity index) changes of all quantities are expressed in dB. The resulting decline
unit is dB/oct and thus expresses the decline while the frequency doubles. Therefore, a log2-
frequency transformation is necessary to obtain decline m from linearly fitting d′:

10 log10(d
′(f)) = −m log2(f/Hz) + b. (5.6)

We calculated the least squares solution for m, with b as a second free parameter determining
the y-axis intercept in this linear fit, which is not used for further analysis.
The decline m in Brughera et al. (2013) behavioral data can be predicted by combining Eq.
(5.5) and Eq. (5.6), see Appendix 5.9.2. When applied to the data of Brughera et al. (2013),
the decline estimates from this data set, range from 30 dB/oct to 76 dB/oct, depending on
frequency range and subject. Thus, a further motivation for this study is to test whether or
not Eq. (5.5) provides a valid basis for the psychometric function and if the estimation of the
decline is confirmed by Experiment II in Sec. 5.6.

5.4. Experimental Methods

5.4.1. Subjects

Subjects were limited to young adults with audiometric thresholds equal to or less than 15 dB HL
at octave-spaced frequencies from 125 to 6000 Hz. The interaural asymmetry in audiometric
threshold was less or equal to 10 dB at all of the frequencies tested. Since Bernstein and Trahi-
otis (2016) found a significant dependence of dichotic detection thresholds on the audiometric
thresholds at 4 kHz, a maximum audiometric threshold of 5 dB HL at this frequency was an
additional criterion for the subjects. A total of 9 normal-hearing trained subjects aged between
21 and 29 years (average age = 27 , F= 3, M= 6) participated in the experiment.
The total duration of the measurements was 15-20 hours per subject, performed in a different
number of sessions for each subject. Within a session (45 minutes to 2 hours), subjects could
take as many breaks as they wanted. Two of the nine subjects were lab members and were
well informed about the purpose and methods of the study. They did not receive any extra
compensation while the other subjects were paid. The study was approved by the Ethics
committee of the University of Oldenburg.
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5.4.2. Procedure

The procedure was a two-interval, two-alternative forced-choice task (2I-2AFC). The subject
was required to respond according to whether the tone in the second interval was perceived to
the left or the right of that presented in the first interval. The stimuli had synchronous onset
and offset gating in both ears, so that the tones differed only in their IPD, i.e. their ongoing
ITDTFS.
Tones were presented to the subject via Sennheiser HD-650 headphones at a level of 70 dB SPL.
Levels where measured with a sound-level meter and an Artificial Ear Type 4153 (Brüel &
Kjær). Digital-analog conversion was carried out by ADI-s DAC FS (RME) with 32 bit and a
48 kHz-sampling rate. Stimuli were generated digitally using the AFC-software package (Ewert,
2013). The subjects were seated in a double-walled, sound-attenuating booth and responded
by pressing a key on a standard computer keyboard. Visual feedback was provided after each
trial. The 300-ms tone duration included 50-ms cos2 rise-decay ramps. A 50-ms silent interval
separated the two intervals. A next pair of intervals was presented 500 ms after the subject
responded.
The interaural differences of the stimuli presented in the two intervals were symmetrical around
zero (Hafter et al., 1979; Henning, 1983; Brughera et al., 2013; Thavam and Dietz, 2019), so
that in one of the two intervals, the right ear was leading, in the other the left ear led by the
same IPD. Subjects could thus make their decision based on a ∆IPD difference between the
two intervals.
While the focus of this study was on the frequency range ≥ 1300Hz, Sec.5.5 will elaborate on
Experiment I, where we performed measurements in the frequency range from 250 to 1200 Hz.
In Experiment II, we address the primary aim of this study - to derive the sensitivity decline
across frequency - by measuring with constant ∆IPDs in the frequency range of 1300 to 1500 Hz.
To obtain a fine frequency resolution, a 50-Hz spacing was used; details are provided in Sec.
5.6.
Audiograms and results for all subjects are provided in the supplementary material to this
paper.
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5. Frequency dependence of sensitivity to interaural phase differences in pure tones

5.5. Experiment I

Sensitivity to low-frequency pure tones is a fundamental aspect of binaural hearing. Therefore,
the first purpose of Experiment I was to provide a comprehensive data set for future reference
or analysis. Previous studies mostly focused on the frequency dependence of threshold ITDs
at a certain pc value (e.g., Brughera et al., 2013; Zwislocki and Feldman, 1956). We chose an
adaptive staircase procedure to collect most responses well above chance and well below ceiling
performance. We then display and analyze the proportions correct at all ∆IPDs included during
the adaptive runs, not the typically reported threshold ITDs.
Measuring well below the frequency limit means measuring at small IPDs. For reference IPDs
from zero to π/4 radians sensitivity to changes in IPD (i.e. to ∆IPD) is best and reasonably
independent of the reference IPD (Yost, 1974). The second purpose of Experiment I was thus
to test if σ(f, IPD) can be assumed to be IPD-independent up to π/4 radians, i.e. up to ∆IPD
= π/2 radians. If this is the case, then d′ is proportional to sin(IPD) (see. Eq. 5.5). In other
words, for each subject and each frequency the psychometric function pc(∆IPD) can then be
fitted with a single free parameter σ.

5.5.1. Measurement Table

In Experiment I, different fixed frequencies (250, 500, 650, 800, 1000, 1100, 1200Hz) were
presented. For each frequency, an adaptive ‘three-down, one-up’ staircase procedure controlled
the ∆IPD, i.e. the ∆IPD was decreased after three correct responses in a row and increased
after each incorrect response, asymptoting a pc of 0.794 (Levitt, 1971). Each adaptive track
started at a ∆IPD of 0.23π radians. This starting value was selected based on the results
of a pilot experiment, where it resulted in proportions correct well over 0.9. The initial step
size was a factor of 2, which was reduced to 1.414 and 1.189 after the first and second ‘down-
up-reversal’. An adaptive track was terminated after 10 reversals at the minimum step size.
Starting at 250 Hz, the tone frequency was increased after each track, up to 1200Hz, and then
decreased after a second track at 1200 Hz. This sequence was repeated eight times, resulting in
a total of 16 adaptive tracks per frequency.

5.5.2. Results with fitted psychometric functions

The usual threshold calculation by reversals was omitted. For each combination of frequency
and ∆IPD, the pc was calculated. Although the number of presentations N varied due to
the adaptive procedure, it typically exceeded N = 200 near the threshold, corresponding to
pc = 0.794. This is reflected by the error bars in Fig. 5.1 denoting the 95% confidence intervals
(Johnson et al., 1993). The psychometric functions shown as solid lines in Fig. 5.1 indicate a fit
based on Eq. (5.5) [d′ to pc and ∆IPD to IPD transformation applied], with the free parameter
σ to all responses from the 16 runs for each frequency and subject. Alternatively, a different
σ-value can be derived for each data point, i.e. for each ∆IPD. We did not find a trend in these
values over the fairly small ∆IPD range, and the IPD-independent σ results in good fits for all
frequencies and subjects. The maximum likelihood fit was derived by a grid search with steps
of 0.001 from 0.001 to 0.8. Details about the likelihood function and the merge over ∆IPD can
be found in the appendix [see Eqs. (5.10) & (5.12)]. The resulting ITD thresholds are shown
in Section 5.8.1.
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5.5. Experiment I

Figure 5.1.: Psychometric functions and fits. The nine rows show proportion correct (pc) over
∆IPD of the nine subjects (S1-S9). Different frequencies are shown in different
columns. The error bars denote the 95% confidence level derived from the binomial
distribution. Therefore, the confidence-interval size depends on the pc and on the
number of times measured (N). Since an adaptive method was used, N varies
with subject and condition. Only data from ∆IPDs presented at least 48 times
during the 16 adaptive tracks are plotted. The solid lines represent the fit with free
parameter σ as given by values in the panel corners.
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5.6. Experiment II

5.6.1. Measurement Table

In Experiment II, different fixed frequencies (1300, 1350, 1400, 1450, and 1500 Hz) were pre-
sented in combination with fixed ∆IPDs (0.1π , 0.2π, 0.4π, 0.6π, 0.8π, 1.0π, 1.2π, and 1.4π,
radians). We chose a constant stimulus procedure to get the same number of repetitions for
conditions with high and low pc. The small differences in sensitivity across subjects during
the pilot-testing phase led us to decide for this approach. Not all possible combinations were
measured: For example, as the performance for f ≥ 1450Hz was near chance level in the pilot
experiment, we only measured at ∆IPD of 0.4π rad. and 1π rad. at those highest frequencies.
Each combination was presented in blocks of 50 trials. The frequency was changed upwards
from 1300 Hz, then downwards from 1500Hz after all ∆IPDs had been presented in descending
order. In total 56 blocks (28 conditions), were measured four times for each ∆IPD, thus at each
frequency resulting in 400 trials per combination. Subject 6 was not able to achieve pc > 0.7

for 1300 Hz, thus the performance was additionally measured for 1200 Hz, but not for 1450 and
1500 Hz.
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5.6. Experiment II

5.6.2. Results

Figure 5.2.: The nine panels portray the proportion correct (pc) of the nine subjects (S1-S9).
Error bars denote the 95% confidence level. Symbols denote different frequencies
as show in the legend on the top. Only S6 has data for 1200 Hz.

Figure 5.2 displays the pc across ∆IPD for the different frequencies. The panels of the figure
each contain data for one of 9 different subjects. Error bars represent the 95% confidence
intervals (Johnson et al., 1993). Three phenomena stand out in the data:

(i) Nearly all subjects (7 out of 9) show performance of pc > 0.9 at 1300 Hz, which drops
within a 15% frequency increase (2.5 semitones) to pc < 0.6 at 1500 Hz.

(ii) In general, performance increased with ∆IPD until ∆IPD = 0.8π rad., beyond which
performance started to decrease.
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5.6.3. Effect of IPD on sensitivity

The dependence of the performance on IPD is reflected in the course of sensitivity in Fig. 5.2.
Within these data, ∆IPD ranges from 0.1π to 1.4π radians which allows us to analyze σ(f, IPD).
It is not possible to collect this data with the symmetric paradigm at lower frequencies, due to
ceiling performance.

Figure 5.3.: Illustration of the psychometric function. A: Stimulus difference between target
and reference, cf. Eq. (5.4). B: Three examples of Eq. (5.7) using values 0, 0.2,
and 0.4 for the parameter gm, expressing the IPD dependence of the IPD sensitivity.
The measure σ is inversely related to IPD sensitivity. C: Resulting psychometric
functions expressed as sensitivity index d′ = ∆µ/σ , cf. Eq. (5.2). D: Same as
C but transformed into proportion correct (pc) by Eq. (5.3). The psychometric
functions differ from the typical sigmoidal shape because of the linear x-axis and
the periodicity of ∆IPD.

The largest stimulus difference between both intervals is at a ∆IPD = π radians but the highest
proportions correct are usually at a lower ∆IPD. We interpret this as an indication of an increase
in σ with IPD.
We aim to characterize the increasing internal processing uncertainty σ towards π radians,
i.e. towards ∆IPD = 2π radians. This is done by fitting a periodic function to σ(IPD) and
investigating the fit parameters. Based on Yost (1974), we constrained the function to have a
minimum σ0 (highest sensitivity) at IPD = 0 and a maximum at IPD = π radians. A simple
ad-hoc choice for such a function with one additional parameter is

σ(IPD) = gm [1− cos (IPD)] + σ0, (5.7)

with gm as a measure of the magnitude of the IPD dependence. For better visualization, we
excluded the frequency dependence for σ, σ0 and gm from Eq.(5.7). Figure 5.3 B shows σ(IPD)

for three different values of gm. Their influences on sensitivity are shown in Figure 5.3 C + D.
We propose this descriptive model for the IPD sensitivity index:

d̂′(∆IPD) =
∆µ(∆IPD)

σ(∆IPD)
=

sin(IPD)

gm [1− cos(IPD)] + σ0
. (5.8)

Again, a grid search was used to determine the parameters gm (steps of 0.1 from 0 to 3) and σ0
(steps of 0.1 from 0.1 to 0.8), which maximized the likelihood. The resulting functions for all
stimulus conditions and subjects are displayed in Fig. 5.4 as solid lines.
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Figure 5.4.: Proportions correct from Fig. 5.2 transformed to d′ (only for frequencies with more
than 2 data points). Additionally, the fitted psychometric functions from Eq. (5.8)
are plotted for each frequency and subject.
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5.7. Analysis of the frequency dependence

With the data and the fitted psychometric functions, we were able to analyze IPD sensitivity
as a function of frequency. Our foremost interest is the amount of decline in sensitivity, i.e. of
d′(f). In Fig. 5.5 the sensitivity index for different ∆IPDs is shown as a function of frequency.
Those data were already shown as functions of ∆IPD in Fig. 5.4 and are now re-plotted as
functions of f . We can directly use these d′ values to estimate their decline across frequency.
Alternatively, we can use the σ values, depending on σ0 and gm which were independently
optimized (via maximum likelihood) for each frequency, from the previous fitted psychometric
functions since d′ ∼ 1/σ. In the following, we will elaborate on the two ways to quantify the
decline of d′ with respect to frequency:

5.7.1. Likelihood fit on frequency dependence for specific IPD

Figure 5.5.: ∆IPD-specific estimates of the frequency dependence of d′. Panels S1-S9: Sym-
bols represent the d′ values for different ∆IPDs across frequency of subjects S1 - S9.
The error bars denote the 95% confidence intervals. Solid lines show the maxi-
mum likelihood fit obtained from Eq. (5.6), see Section 5.7.1. d′ prediction of the
centroid model is depicted by the dashed black line (Brughera et al., 2013). Bot-
tom right: Decline m of d′(f) for different ∆IPDs for the nine different subjects
marked in symbols. The numbers below the symbols state data from how many
frequencies were available for the fitting at the respective ∆IPD. The dashed black
line represents the prediction of the centroid model.

The decline m in Eq. (5.6) is directly fitted to the sensitivity index as a function of frequency
for a specific ∆IPD and subject. Again, a grid-search was used to maximize the likelihood.
m ranges from 6 to 140 dB/oct in steps of 1 dB/oct. Since a higher decline requires a higher
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intersection b, we set b = mc where c ranges from 9.3 to 10.6 in steps of 0.0025. The solid lines
in the 9 panels for the subjects of Fig. 5.5 represent the functions resulting in the maximum
likelihood and the solutions for m are shown in the lowest right panel in Fig 5.5 for the nine
subjects. Especially for the ∆IPDs with the most data points (0.4π and 1π), the declines are
most consistent across subjects, resulting in 95% confidence intervals of 53-70 and 46-66 dB/oct,
respectively. This shows the importance of the data points at 1450 and 1500 Hz in confining
the decline estimate. Brughera et al. (2013) related a specific centroid measure of their model
to a threshold to account for their data. Thus we were able to scale their measure to d′ and
calculate the decline across frequency (see Appendix 5.9.3). The d′ decline over frequency from
the centroid model (Brughera et al., 2013) (dotted black line, 20 dB/oct) is too shallow to
explain the sensitivity measured in this experiment.

5.7.2. Least-square fit on derived psychometric functions

As the decline of d′ across frequency does not greatly depend on ∆IPD, the second approach is
to derive a single decline value for each subject, combining data from different ∆IPD. Eq. (5.7)
depicts the influence of the IPD on σ. To fit an IPD-independent decline we derived the mean
value of σ over ∆IPD, which is

σ(f) = σ0(f) + g(f) = σ(f, π/2) (5.9)

and is depicted in Fig 5.6 A. We used d′ = 1/σ(f) with f ≥ 1300 Hz (see example data in Fig.
5.6 B) to compute the least-square solution of m in Eq. (5.6), which is shown in Fig. 5.6 C for
the nine subjects. The 95% confidence interval of the decline across subjects is 53-78 dB/oct.

Figure 5.6.: Mean values of the fitted σ values and their decline with respect to frequency. A
Range of σ for all subjects across frequency (gray area), and for some representative
subjects (color code in C) selected to span the range of performance. B Symbols
represent the same values as in A (color code in C), and solid lines represent the
least-squares linear fit to the data for f ≥ 1300 Hz. C Decline of the linear fit in
B. The error bars denote the 95% confidence intervals.
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5. Frequency dependence of sensitivity to interaural phase differences in pure tones

Both ways to calculate the decline across frequency clearly show that for all subjects it is greater
than 30 dB/oct, see Fig. 5.6 C and Fig. 5.5 (bottom right) and the confidence intervals are
mostly overlapping with an overall range of 46-78 dB/oct.
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5.8. Discussion

5.8.1. ITD thresholds

To compare our behavioral results and the fitted psychometric functions to previous behavioral
data, we calculated the ∆IPD thresholds ( pc = 0.794 ⇒ d′ = 1.16) numerically from the best-fit
psychometric functions and plotted the respective ∆ITD thresholds in Fig. 5.7. Compared to
previously published data also shown in Fig. 5.7, the thresholds reported in the present study
at 250Hz are lower for most subjects, but somewhat higher around 800 Hz. Consequently, while
previously published thresholds decline with a frequency increase from 250 up to about 800 Hz,
our data is better described by a broad plateau ranging from 500 to 800Hz and sometimes even
to 1100 Hz. While we do not have a good explanation for this deviation, Brughera et al. (2013)
reported that small changes in their procedure, e.g. the choice of test frequencies, influenced
the decline. Minor procedural differences that we consider unlikely to cause the difference
are (1) the duration of 300ms with 50 ms ramps compared to 500 ms duration with 100 ms
ramps (Brughera et al., 2013) and (2) that we used multiplicative step sizes in our adaptive
procedure. The overall magnitude of thresholds and their steep increase above 1.2 kHz is in line
with previously published data (see Fig. 5.7).

Figure 5.7.: Threshold ∆ITDs corresponding to d′ = 1.16 (pc = 0.794) from subjects S1 through
S9. Additionally, threshold ∆ITDs are shown for previous data sets.
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5.8.2. IPD dependence of sensitivity

There is a difference between the ∆IPD for the largest stimulus difference between both inter-
vals, and where subjects gained the maximal correct proportion. Maximal sensitivity at ∆IPD
< π radians is in agreement with observations made by Yost (1974) who reported increasing
thresholds with increasing reference IPD towards π radians. It also fits with the IPD depen-
dence of Fisher information extracted from a population of ITD-sensitive neurons typical for
mammals (Pavão et al., 2020).

5.8.3. Steepness of IPD sensitivity decline

The results quantify the previously reported sudden reduction of ITDTFS sensitivity from f =

1300Hz to f = 1500Hz to be 9.5-16 dB. This corresponds to a d′-decline m of 46-78 dB/oct
which is close to the decline derived from the behavioral data of Brughera et al. (2013) when
assuming Eq. (5.5) (see Appendix 5.9.2). Such a steep decline is outstanding in psychoacoustics
and is not assumed or reproduced by any model. In the following, we discuss mechanisms that
may contribute to the decline, and are partially already implemented in existing models.

As described in the introduction, the reduction in sensitivity is commonly associated with the
loss of synchrony of the AN to the TFS towards higher frequencies. Joris and Verschooten (2013)
and Verschooten et al. (2019) directly connected the upper frequency limit of AN phase-locking
with the upper frequency limit of ITDTFS sensitivity, and thus expect the limit of phase-locking
in humans to be near 1400 Hz. Many phenomenological models of binaural processing include
a low-pass filter to model the loss of synchrony of AN input (Bernstein and Trahiotis, 1996;
Breebaart et al., 2001a,b; Bouse et al., 2019; Dietz et al., 2009). The order of the filter is often
taken from physiological studies. As the biophysical mechanisms causing the synchrony decline
are arguably the same across species, the steepness is indeed very consistent across different
species (Weiss and Rose, 1988a) and there is no reason to assume a different steepness in humans.
The species-dependent corner frequency is then used as a free parameter to fit a model to human
data (e.g., Bernstein and Trahiotis, 1996). Breebaart et al. (2001a,b) employed a cascade of
five 1st-order low-pass filters with a resulting corner frequency at 770Hz. In contrast to a
single 5th-order low-pass filter, the cascaded design has a more gradual transition to maximum
steepness and thus only 2 dB attenuation in the frequency interval 1300 to 1500 Hz. Therefore,
their model still predicts low threshold ITDs at 1.5 kHz. This modest decline is in contrast
to the steep ITDTFS sensitivity decline observed in the present study and to the data from
Brughera et al. (2013). It can thus be concluded that additional effects must cause the steep
decline of ITDTFS sensitivity. The next processing stage is the anteroventral cochlear nucleus
(AVCN), which receives input from the AN and projects into the medial superior olive (MSO),
where the first binaural interaction takes place. AVCN neurons preserve and further enhance
the precision of temporal information in the neural firing of the AN (Pickles, 2015; Joris et al.,
1994). But the asymptotic synchrony decline across frequency in Joris et al. (1994) is even
somewhat shallower than the average decline in AN fibers. Therefore, processing in the AVCN
does not appear to contribute to the steeper roll-off of ITDTFS sensitivity.

Processing of the inputs within the MSO could be another origin of the decline of ITDTFS

sensitivity across frequency. Even if its inputs were perfectly phase-locked, the duration of the
input conductance imposes a frequency limitation on ITD sensitivity. The excitatory postsy-
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naptic potential or the coincidence-detection window acts as an additional low-pass filter. This
low-pass characteristic is also reflected in the modulation depth of the Brughera et al. (2013)
model rate-ITD functions (already including the AVCN decline), declining by 3 dB between
1250 and 1500 Hz, i.e. a decline of about 2.4 dB can be expected in the 1300 to 1500 Hz inter-
val. This decline is 1.4 dB more than the AVCN phase-locking decline of their model within
this interval. Bouse et al. (2019) used the peripheral filter from Breebaart et al. (2001a) and
include an additional low-pass filter within their MSO-model. Between 1300 and 1500 Hz, the
ITDTFS sensitivity of their model declines by 4 dB.
A common model approach for ITD encoding relies on an array of binaural coincidence-detecting
neurons receiving differently delayed inputs from the left and right ear (Jeffress, 1948). Such a
coincidence-detecting model unit responds maximally when the relative internal delay between
its bilateral inputs exactly compensates for the external ITD. Based on this delay-line approach,
binaural perception has commonly been modeled and explained by interaural cross-correlation
(Jeffress, 1948; Colburn, 1977; Lindemann, 1986; Stern and Shear, 1996). To investigate this
hypothesis, Brughera et al. (2013) examined the increase of the ITDTFS thresholds across fre-
quency with several model types, including a delay-line model (Jeffress, 1948) simulated as
a delay-weighted (centroid) cross-correlation (Stern and Colburn, 1978). With increasing fre-
quency, the number of cross-correlation cycles falling into the strongly-weighted delay range
increases as well. As the weight of the first negative side-peak increases (with increasing ITD),
it counteracts the primary peak, i.e. the one corresponding to the nominal ITD. This causes
low-pass filtering and is one limitation of ITDTFS sensitivity in this model. The sensitivity roll-
off obtained with the model by Brughera et al. (2013) after centroid threshold calculation (thus
including SI decline of AVCN and MSO low-pass filter) corresponds to a 4.2 dB attenuation
for d′ between 1300 and 1500Hz. The pc for the threshold IPD at 1400 Hz is 0.79 and would
be 0.69 and 0.62 at 1500 and 1600 Hz, respectively. To our knowledge, this is the model with
the steepest ITDTFS sensitivity decline, but it is still far too gradual to account for the present
data.
To summarize, the phase-locking of AN fibers declines relatively gradually (≤18 dB/oct), as
does the simulated ITD sensitivity of auditory models (≤ 21 dB/oct). On the other hand, the
ITD sensitivity index of our subjects declines in a narrow interval between 1300 and 1500Hz
by 46-78 dB/oct, unparalleled in psychoacoustics. This discrepancy shows that we do not yet
fully understand the effects that lead to this steep decline. It is possible, that the upper limit of
phase-locking in humans is at considerably higher frequencies (Moore, 2021; Verschooten et al.,
2019) and factors other than phase-locking are the primary cause of the frequency limitation of
ITD sensitivity.
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5.9. Appendix

5.9.1. Maximum likelihood fit

For the fitting in Sec. 5.5.2, 5.6.3 and 5.7.1 we used the following functions. To describe how well
the observed k of N (proportion correct - pc) fit to the probability p the binomial probability
mass function serves as a likelihood function, where the likelihood is maximal if p = pc:

l = b(k,N, p) =

(
N

k

)
pk(1− p)N−k, (5.10)

with k the number of correct choices from N presentations. The likelihood function in Eq.
(5.10) describes the ’goodness of fit’ of the probability p for a single pair of k correct answers of
N presentations. The likelihood for a series of this pairs is calculated by Eq. (5.11). Since these
values could become small, and are not guaranteed to be numerically stable, the log-likelihood
is used (5.12).

l =
J∏

j=1

b(kj , Nj , p̂j), (5.11)

log(l) =
J∑

j=1

log (b(kj , Nj , p̂j)) , (5.12)

with j the index of data points and J the number of data points.

5.9.2. Sensitivity decline over frequency for a fixed IPD of the behavioral data
by Brughera et al. (2013)

Brughera et al. (2013) reported threshold values for pure tones across frequency. These values
show how ∆IPD changes for a fixed d′ and are shown for their Listener 1 in Figure 5.8 A as a
solid black line. However the goal in this study is to get the decline of how d′ changes over a
fixed ∆IPD. Therefore a description of the psychometric function is needed. Fitting Eq. (5.5)
(with σ depending only on frequency) to the threshold values from Brughera et al. (2013) results
in different sensitivity values (d′) across frequency. The values of σ that provide the best fit to
the thresholds at the three highest frequencies where thresholds were measurable in (Brughera
et al., 2013) for Listener 1, are shown in Fig. 5.8 B.
Obviously, the frequency range of considered data points influences the decline estimate. The
focus of the present study is on the maximum decline that can be expected near the highest
frequencies at which IPD sensitivity can be measured. The trade-off is that a too small interval
and a fit at too high test frequencies increases the uncertainty of the decline estimate. A too
large fit interval may result in an underestimation of the maximum decline. For example, the
three data points from 1300 to 1400 Hz of their Listener 1 in Brughera et al. (2013) yield a decline
of m ≈ 62 dB/oct. Excluding the data-point at 1300 Hz yield a decline of m ≈ 66 dB/oct, while
including the data-point at 1250 Hz yield a decline of m ≈ 54 dB/oct. Depending on frequency
range and subject the sensitivity decline ranged from 30 dB/oct to 76 dB/oct.
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Figure 5.8.: A: Threshold ∆IPD corresponding to d′ = 1.16 from Listener 1 (Brughera et al.,
2013) across frequency and predictions from the centroid model (Brughera et al.,
2013, Fig. 6a). The three markers represent the thresholds for 1300, 1350 and
1400 Hz. B: The psychometric function in Eq. (5.5) was matched to the threshold
values from (A) by fitting σ for each frequency (solid lines). The vertical dotted line
indicates d′=1.16. The dashed lines represent the psychometric function for 1450
and 1500 Hz assuming the decline of σ across frequency continues by -62 dB/oct.
C: Output from centroid model in Brughera et al. (2013, Fig. 5). The horizontal
dashed line (9µs) marks the threshold criterion and thus relates to d′ = 1.16. The
intercepts with this line are equivalent with the threshold model predictions in (A).
Despite the fact that the x-axis of this plot is IPD, Brughera et al. (2013) used this
metric to derived ∆IPD threshold from the intercepts.This results in a factor of 2
error in the threshold estimates. The corrected (multiplication by two) predictions
are plotted in (A) as dashed line.
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5.9.3. Sensitivity decline over frequency for a fixed IPD of the centroid model
by Brughera et al. (2013)

Brughera et al. (2013) used a delay-line model (Jeffress, 1948) simulated as a delay-weighted
(centroid) cross-correlation (Stern and Colburn, 1978) to predict the ITD thresholds from their
experiment. The rate ITD functions c(τ) of the coincidence-detecting model units are repre-
sented by the four parameter equation in Brughera et al. (2013, Appendix B). Values for the
four parameters are reported for a set of frequencies. We did a linear interpolation for these
values to obtain solutions for frequencies between 1300 to 1500 Hz. To calculate the centroid
measure the density-weighted cross-correlation (Brughera et al., 2013, Eq.(5)) was used:

τ(∆t) =

∫
p(τ)τc(τ −∆t) dτ∫
p(τ)c(τ −∆t) dτ

, (5.13)

with the density function p(τ) from Brughera et al. (2013, Eq.(6) & (7)). For the numerical
solution we calculated the integrals as a sum with -2500µs ≤ τ ≤ 2500µs in steps of 1µs.
Fig. 5.8 C shows the centroid across IPD for different frequencies (cf. Brughera et al., 2013,
Fig. 5). Brughera et al. (2013) relate the intersection of the centroid with 9µs to the threshold
value of pc = .794 (shown in Fig.5.8 A). This relation is equivalent to a linear scaling to d′ (see
left and right y-axis in Fig. 5.8 C). They extracted a ∆ITD threshold from an ITD axis (here
shown as IPD), so their predictions appear to be off by a factor of two.
The decline m discussed in this work describes how d′ changes over frequency for a fixed IPD,
this is equivalent to the change of d’ in each vertical cut in 5.8 C. For an example IPD of
0.5π radians the d′ values for the five frequencies in Fig. 5.8 C marked by stars are 2.23, 1.77,
1.39, 1.09 and 0.84. Solving Eq. (5.6) for these values results in a decline m ≈ 20 dB/oct. This
decline changes over IPD by a few tenths of a dB which is due to the numerical imprecision.
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6. Exploration of the abrupt decline in
binaural pure tone sensitivity at high
frequencies

In the previous chapter, we determined the decline of the IPD sensitivity for pure tones across
frequency (46-78 dB/oct). In this chapter, we will discuss possible processes and mechanisms
that cause this steep decline. An important mechanism is the decline of vector strength (VS) in
the auditory nerve (AN) fibers towards higher frequencies (≤18 dB/oct, Chapter 4). Another
consideration is the head size and the ambiguities it creates in the ITD. The chapter focuses on
two hypotheses: IPD sensitivity decreases due to peripheral filtering around 900 HZ (dominance
region) and decreases due to synaptic low-pass filtering at the input of the MSO.

____________________
This chapter represents only a small fraction of the extensive research conducted over the past
years. Numerous subdomains were explored and investigated by various researchers. Below are
some specific contributions, some of them not presented in detail here:
Jonas Klug took the lead in organizing and driving the study, fostered interdisciplinary collab-
oration among various researchers, created graphics and charts and performed the calculations.
Jörg Encke’s explanations have been instrumental in understanding the postsynaptic potential
as a low-pass filter.
Go Ashida has contributed a lot of knowledge and practice in implementing and modeling the
synaptic filter.
Helen Heinermann’s detailed modeling of a spiking medial superior olive has contributed to
the understanding of synaptic-filtering and its interaction with various model parameters.
Henri Pöntynen’s diverse perspectives have always challenged and encouraged our conceptual
outlook.
Bernhard Eurich has steadily contributed with his advice and broadened the perspective on
psychoacoustic experiments with various interaural correlations.
Mathias Dietz played a pivotal role and provided significant support and assistance through-
out the research process.
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6.1. Introduction

The binaural temporal fine structure (TFS) sensitivity declines abruptly above 1400Hz (Chap-
ter 5, Brughera et al., 2013; Klug and Dietz, 2022). Klug and Dietz (2022) indicate a range of
46-78 dB/oct (153-260 dB/dec) for the subjects studied. This decline, which we often refer to
as "cliff-like", is very steep and unparalleled in psychoacoustics. Figure 6.1 shows the idealized
range of proportion correct in a behavioral IPD discrimination experiment across frequency for
a ∆IPD of 0.8π radians. We are interested in understanding which processes contribute to this
steep decline across frequency. In the following, four present hypotheses on the origin of the
decline are discussed.

Figure 6.1.: Average range of the proportion correct across frequency for a pure tone with a
∆IPD of 0.8π radians (gray area) declining with 46-78 dB/oct. Proportion correct
refers to the detected direction of movement when the IPD changes between two
intervals (cf. Section 5.4.2, Klug and Dietz, 2022). The dashed line sketches a
hypothetical psychometric function based purely on the AN decline (12 dB/oct).

The periphery hypothesis

A common hypothesis on the mechanism behind the decrease in sensitivity is that mainly the
decrease in phase locking of the auditory nerve (AN) fibers is the origin (e.g. Verschooten et al.,
2019). However, the analyses in Chapter 4 (Klug et al., 2023) shows that the loss of phase
locking in the AN is only ≤18 dB/oct (or ≤60 dB/dec). This decline is not sufficient to account
for the steep decline of ITDTFS sensitivity. A psychometric function that would be based on
the AN decline is sketched as a dashed line in Figure 6.1.
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The head size argument

Another possible explanation is that later stages have adapted to suppress the information be-
cause the spatial information carried by ITDTFS becomes ambiguous above a certain frequency
(depending on head size). The high-precision neurons that are important for processing TFS
sensory information require a significant amount of energy to function properly. Given the high
metabolic cost of encoding performed by these cells, it seems unlikely that the information they
carry at high frequencies is simply discarded. Furthermore the spatial information extracted
from ITDTFS becomes spatially ambiguous at much lower frequencies than 1400 Hz, and the
information provided by these neurons can still be useful when combined with other sources of
information, such as ILD.
Ultimately, this hypothesis could only be tested by comparing the upper frequency limit at
different head sizes. This would require species with different head sizes, as the differences
within a species are likely to be too small. An alternative would be to test the limit on artificial
neural networks trained for localization with different ear distances. However, it is doubtful
whether these networks would reproduce a steep limit.

The synaptic-filter hypothesis

From our modeling work we concluded that the duration and shape of the excitatory postsynap-
tic potential (EPSP) of the MSO (also called synaptic filter or coincidence-detection window)
acts like a low-pass filter and contributes to a steeper decline of IPD sensitivity (Jörg Encke,
Ashida et al., 2013; Heinermann et al., 2019). In addition to the factors outlined above, the
widely discussed inhibitory input to the MSO (Cant and Hyson, 1992; Grothe and Sanes, 1993;
Brand et al., 2002; Pecka et al., 2008; Jercog et al., 2010) hypothetically contributes to the
steepness of the decline. In this chapter we model the decline introduced by the synaptic filter.
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The dominance-region hypothesis

Some models (e.g. Brughera et al., 2013) account for the abrupt sensitivity decline with an
explicit change of parameterization between 1400 and 1500 Hz. It could also be argued that
the binaural interaction that encodes the TFS only occurs up to a certain frequency. Folk-
erts and Stecker (2022) discovered an ITD dominant region between 600-800Hz where ITD is
most valuable for lateralization and localization of broadband stimuli. Based on this finding
Goupell et al. (2023) hypothesised that the steep decline in ITD sensitivity reflects the pe-
ripheral frequency tuning of the neurons within the dominant region. In all mentioned cases,
high-frequency signals would be processed by lower channels where normal binaural processing
takes place and the sensitivity should decrease with the slope of the auditory band-pass filter.
In fact, peripheral filter functions (e.g. Hohmann, 2002; Zwicker, 1974) decrease in the same
order of magnitude as the decrease in binaural sensitivity. Figure 6.2 shows two band-pass pe-
ripheral filters from Hohmann (2002) with center frequency of 970 Hz (blue) and 1300 Hz (red):
both decrease towards higher frequencies and match the decline range of the behavioral IPD
sensitivity (Klug and Dietz, 2022) marked by the gray area. Yin and Chan (1990) presented
Rate-IPD functions for a single MSO cell for different frequencies that cover the response area
of that cell (shown in Figure 2.7 A). This cells rate magnitude is proportional to IPD sensitivity.
The implicit bandpass filter of this magnitude function is compatible with the IPD sensitivity
decline (dominant region).
Following the dominance-region hypothesis, the sensitivity around the upper limit should be
strongly level-dependent and for high levels a significant sensitivity for frequencies ≥1500 Hz
should be detectable. While ITD sensitivity seems to be independent of stimulation level for
broadband stimuli (Thavam and Dietz, 2019), this is not the case for sinusoidal signals. In-
stead, performance in pure tone ITD discrimination tasks increases significantly with increasing
stimulation level both in the area of the upper limit (Goupell et al., 2023) but also for lower
frequencies (Zwislocki and Feldman, 1956). It is important to emphasize that the level effect
is not exclusive to the high frequencies. It remains unclear whether the magnitude of the level
dependence varies with stimulation frequency, and what implications this variability would have
on the current models of binaural hearing.
The finding of Pecka et al. (2008), reporting best ITD sensitivity for frequencies ≤ 1200Hz, even
if the cells which they recorded from in gerbils had characteristic frequencies up to 4800 Hz,
contradicts the hypothesis of a dominant region. In Section 6.2, an experiment that further
disproves the dominance-region hypothesis is presented where the IPD sensitivity to a 1.3-kHz
tone does not change in the presence of a binaurally uncorrelated, 1.1-kHz low-pass masking
noise.
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Figure 6.2.: Different band-pass filter functions matching the slope range (gray area) of IPDTFS
sensitivity measured in Klug and Dietz (2022). A Gain across frequency. B Slope
across frequency. The blue and red line show a filter with a different center fre-
quency by Hohmann (2002) where the yellow line is derived from the magnitude
of the Rate-IPD function of an MSO cell (Yin and Chan, 1990) across frequency
(shown in Figure 2.7 B).

6.2. Experiment assessing the dominance-region hypothesis

According to the dominance-region hypothesis, the presence of binaural masking noise whose
upper frequency limit is below the frequency of a high-frequency target tone (e.g. 1300 Hz)
should eliminate any useful signal in the dominant region, while leaving the signal-to-noise ratio
at the frequency of the target tone relatively unaffected. Consequently, if binaural information
is derived mainly from the dominant region, subjects should either fail to perform the task or
perform significantly worse than under conditions where the masking noise is absent.

In order to evaluate the dominance-region hypothesis the threshold IPD of a 1300 Hz pure tone
was measured in the presence and absence of binaurally uncorrelated masking noise (Figure
6.3 A). In the masker-noise condition, the tone was presented along with a lowpass noise up to
1100 Hz.
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6.2.1. Procedure

The procedure was a two-interval, two-alternative forced-choice task (2I-2AFC). The 300-ms
tone duration included 50-ms cos2 rise-decay ramps. A 50-ms silent interval separated the two
intervals. A next pair of intervals was presented 500 ms after the subject responded. Visual
feedback was provided after each trial. The subject was required to respond according to
whether the tone in the second interval was perceived to the left or the right of the tone
presented in the first interval. The stimuli had synchronous onset and offset gating in both
ears, so that the tones differed only in their IPD.
Tones were presented to the subject via Sennheiser HD-650 headphones at a level of 65 dB SPL.
The subjects were seated in a double-walled, sound-attenuating booth and responded by press-
ing a key on a standard computer keyboard. A total of five self reported normal-hearing subjects
aged between 21 and 35 years ( F =3, M =2) participated in the experiment.
The interaural difference of the stimuli presented in the two intervals were symmetrical around
zero as in many previous experiments on ITD sensitivity (e.g. Hafter et al., 1979; Henning,
1983; Brughera et al., 2013; Thavam and Dietz, 2019), so that in one of the two intervals, the
right ear was leading, while in the other interval the left ear led by the same IPD. Subjects
could thus make their decision based on a ∆IPD difference between the two intervals.
An adaptive ‘three-down, one-up’ staircase procedure controlled the ∆IPD, i.e. the ∆IPD was
decreased after three correct responses in a row and increased after each incorrect response,
asymptoting a pc of 0.707 (Levitt, 1971). Each adaptive track started at a ∆IPD of 0.4π
radians. The initial step size was a factor of 2, which was reduced to 1.414 and 1.189 after the
first and second ‘down-up-reversal’. An adaptive track was terminated after 10 reversals at the
minimum step size.

6.2.2. Results

Figure 6.3.: A Spectrum of the Stimulus; B Thresholds of ∆ITD sensitivity for the five subjects
for tone only and tone with masker. The error bars denote the standard deviation.

Figure 6.3 B shows the ∆ITD thresholds of all subjects. There is no systematic difference in
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thresholds between the tone only and the with masker condition.

6.3. Modeling synaptic filtering

6.3.1. Modeling methods

For modelling EPSPs the alpha function (see Fig. 6.4 A)

α(t) = (Ht/τ) exp(1− t/τ), (6.1)

with H the magnitude and a half-peak width of 2.445τ , is widely used as a filter kernel that
is convolved with an input (Silberberg et al., 2004; Sterratt et al., 2011; Ashida et al., 2017).
While the corner frequency of this synaptic filter depends on τ (Ashida et al., 2013) the decline
across frequency is about 11 dB/oct (36 dB/dec), see Fig. 6.4 B. Even when combined with
the AN phase locking decline the resulting slope is not steep enough to account for the strong
decline of pure tone IPD sensitivity.

Figure 6.4.: A α-function from Eq. (6.1) as EPSP; B Transfer function of the EPSP. The
dashed black line shows a decay of -36 dB/dec

Previous studies (e.g., Cant and Hyson, 1992; Grothe and Sanes, 1993) found that there are
also inhibitory inputs to the MSO (as sketched in Figure 2.5), which introduce inhibitory
postsynaptic potentials (IPSPs). For modeling this IPSP the alpha function from Eq. (6.1) is
used, where Hi is a negative number to account for the inhibitory effect. The overall convolution
kernel kc(t) is the sum of the EPSP and the IPSP:

kc(t) = αe(t) + αi(t+∆ti), (6.2)

where ∆ti is the timing offset between EPSP and IPSP. Since the inhibitory input precedes the
excitatory input (Brand et al., 2002) ∆ti > 0. This additional IPSP shifts the peak of the IPD
tuning functions (Brand et al., 2002; Pecka et al., 2008; Jercog et al., 2010). The influence of
its timing (∆ti) on the IPD sensitivity is discussed in Roberts et al. (2013) and Myoga et al.
(2014). Regardless of this, the interaction of an EPSP and an IPSP (or the resulting synaptic
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filter as convolution kernel) also influences the decline across frequency. In the following model
we investigated whether there is a plausible parameterization of the kernel that achieves the
steepness of the IPD sensitivity observed by Klug and Dietz (2022). The constraint for this fit
was the same energy (equivalent areas under the time domain kernel plot) for the EPSP and
IPSP. Thus the magnitude of the IPSP was computed as

Hi = −τe
τi
. (6.3)

6.3.2. Modeling results

Although the overall decline does not change by adding the IPSP, the decline in certain frequency
sections varies depending on the timing, half-peak width and amplitude of the IPSP. Because the
frequency range within which the IPD sensitivity changes is narrow, the ripple in the frequency
response of the synaptic filter can be adjusted to allow a drop of about 9 dB between 1300 and
1500 Hz (see red solid line in Figure 6.5). With τe = 300µs, τi = 1.26 τe and a ∆ti of 650µs
the resulting kernel has a slope of -45 dB/oct in the range between 1300 and 1500 Hz. The VS
decline across frequency at the AN contributes to the steepness of this decline and dampens
the ripple at higher frequencies (see red dashed line in Figure 6.5).

Figure 6.5.: A Kernel of the synaptic filter in the time domain; B Transfer function of the
synaptic filter.
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6.4. Discussion

With this conceptual proof, the synaptic filter at the input of the MSO (first binaural in-
teraction) is a possible processing stage contributing to the steep decline in IPD sensitivity.
Nevertheless, based on all considerations in this chapter, it seems reasonable to assume that
the decline of behavioral IPD sensitivity is a result of the compounded low-pass filtering arising
from the combined contributions of the individual stages of the auditory pathway. All hypoth-
esis listed in Section 6.1 may contribute with a specific amount to the decline. According to
Klug et al. (2023) we know that the steep decline of 46-78 dB/oct is not at the output of the
AN. In Section 6.2, we showed that the dominance region is not pronounced enough to fully ex-
plain the decline. It remains unclear whether the strong decline is reached at the output of the
binaural interaction (as suggested by Phil Joris) or only after further processing (cf. head-size
hypothesis). An electrophysiological study at the MSO output in the critical frequency region
would be necessary to further characterize the decline.
However, a steep low pass filtering by the compounded stages would have serious consequences
on the neural signals delivered to subsequent processing stages. For instance, in the case of a
pure tone stimulus, all of the higher harmonics introduced by the peripheral processing (see
Figure 2.6 A) would be attenuated, resulting in a pure sine wave. With a sinusoidal rate-IPD
function of the left and right MSOs the best sensitivity would occur at an ∆IPD of π. However,
Chapter 5 (Klug and Dietz, 2022) clearly showed that the best sensitivity is at about 0.8 π for
those frequencies in the steep decline range.
To allow for such behavior, the following scenarios are possible: (1) the harmonics are still
present and there is no steep filter but trained decoding in the cortex, (2) nonlinearities in the
decoding of sinusoidal rate-IPD functions, or (3) an IPD-dependent noise source that makes the
decoding more uncertain for larger IPDs as suggested in Klug and Dietz (2022). For this trade-
off between steepness and inclusion of higher harmonics, the dominance-region hypothesis seems
to be a good solution because the peripheral filtering takes place before half-wave rectification,
preserving the higher harmonics. However, ITD sensitivity in neurons with high CFs (Pecka
et al., 2008) and the results from this experiment provide some evidence against this hypothesis.
Nevertheless, no clear conclusion can be drawn yet. A broader formal study based on this small
experiment and also an extension of the methods (in accordance with the ’method triad’, Figure
1.1) is needed, e.g., modeling AN fiber VS in the dominant region in the presence of noise.
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7. General conclusion

In this thesis, the processing of interaural differences in the mammalian brain was investigated
with psychophysical experiments and computational modeling. Although the opponent-channel
model is in many ways better motivated by mammalian physiology, historically, delay-line
models have been more successful at accounting for a wide variety of binaural behavioral data.
An opponent-channel model has been developed that is capable of predicting a wide range of
human behavioral data (lateralization of ILDs and ITDsENV) without the use of a delay-line
approach (Chapter 3). Only one pair of spiking model EI-neurons (composed of one neuron
from the left and one from the right) was employed for each center frequency. This brings the
opponent-channel model up-to-par with the delay-line models, at least in the sense of qualitative
prediction of ILD and ITDENV data.

This is an important building block in understanding binaural processing of envelope (ENV)
information. It is of particular interest for cochlear implant (CI) users since they only have
access to this ENV information due to the usage of coding strategies that only encode the same
(cf. Williges et al., 2018). In the modeling study of Hu et al. (2022), we employed a model of
an electric driven auditory periphery (Hamacher, 2004; Fredelake and Hohmann, 2012) to our
model chain: We were able to produce electrically driven rate-ITD functions and depict the
influence of the pulse rate in the CI processing. This approach was extended to multi-channel
electrodes and consideration of the whole tonotopy to investigate CI coding strategies (Hu et al.,
2023).

Furthermore, Chapter 3 (Klug et al., 2020) showed that at high stimulation levels, commonly
used in psychoacoustic experiments, off-frequency channels are essential for encoding ENV
information. In the on-frequency auditory nerve (AN) fibers the vector strength (VS) to the
ENV decreases with increasing level (Joris and Yin, 1992), while sensitivity to ITDENV increases
with level (Dietz et al., 2013). One clear explanation for this apparent contradictions is the usage
of information in off-frequency channels (Joris and Yin, 1992; Klug et al., 2020; Johannesen
et al., 2022). The use of off-frequency information for binaural tasks was already discussed
by Bernstein and Trahiotis (2008) and Dreyer and Oxenham (2008). Bernstein and Trahiotis
(2008) could show that binaural discrimination was possible in the presence of spectrally flanking
notched noise, which masks the off-frequency envelope information. This suggests that most
of the ENV information is encoded in the on-frequency channel, contradicting the improving
ITDENV sensitivity. Our current ongoing work (Klug et al., 2024) deals with the hypothesis that
this off-frequency noise enhances the synchronization of the neural responses to the envelope in
the on-frequency channel by influencing the outer hair cell (OHC) compression. Subjects would
exploit off-frequency channels in the absence of notched noise but on-frequency channels in its
presence. Using off-frequency channels has implications for hearing aid fitting. Compensating
for hearing loss by amplifying in a particular frequency band affects the channels that carry the
envelope information from that frequency band.
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7. General conclusion

The biggest challenge in predicting ITDTFS discrimination data for both the delay-line model
or the opponent-channel model, is being able to convincingly relate the steep decline in IPD
sensitivity at frequencies above 1.3 kHz to physiologically plausible sources. Previous research
has shown that vector strength (VS) of AN fibers has a low-pass characteristic across frequency
(Weiss and Rose, 1988; Verschooten et al., 2015). This decline in the peripheral processing
was often seen as the explanation for the decreasing ITDTFS sensitivity (Joris and Verschooten,
2013; Verschooten et al., 2019). In Chapter 4 (Klug et al., 2023), the synchrony of AN fiber re-
sponses to the TFS was re-analyzed. We found that the slope of the VS decline across frequency
is not as steep as suggested by the nominal filter orders used by the low-pass filters employed in
existing models of the auditory periphery. A behavioral experiment (Chapter 5) has shown that
the ITDTFS sensitivity decline is much steeper than predicted by existing models. Therefore, we
find it unlikely that the very steep decline observed in behavioral experiments of ITD sensitivity
could be adequately explained solely by the low-pass behavior of VS across frequency. Possible
reasons or mechanisms for this decline have been mentioned and discussed further in Chapter 6.

The most important results are listed in Section 7.1, while Section 7.2 provides insight into
potential avenues for further exploration.

7.1. Summary & Conclusions

• We can explain extensive data sets of human ILD and ITDENV based lateralization with
the two-channel concept (Klug et al., 2020, Chapter 3).

• Integration of off-frequency channels is essential to reconcile physiological and psychoa-
coustic phenomena. (Klug et al., 2020, Chapter 3).

• With a slope of approximately 12 dB/oct (40 dB/dec) the decline of AN phase locking
across frequency is less steep than previously expected (Klug et al., 2023, Chapter 4).

• We characterized the long-known decline in sensitivity to IPDTFS across frequency as
46-78 dB/oct (153-260 dB/dec ) and found it to be steeper than previously thought (Klug
and Dietz, 2022, Chapter 5).

• Best IPD sensitivity for pure tones in the frequency range of 1300 to 1500 Hz was found
at IPDTFS < π/2 radians (Klug and Dietz, 2022, Chapter 5).

• We speculated on processing stages which contribute to the steep IPD sensitivity decline.
For the synaptic filter we could show a partial decline of 45 dB/oct (Chapter 6).

• Any strong low-pass filtering after the periphery removes higher harmonics from the sig-
nal and this favors best sensitivity at IPDTFS = π/2, contradicting the previous finding
(Chapter 6).
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7.2. Suggestions for future research

7.2. Suggestions for future research

The simulations in Chapter 3 (Klug et al., 2020) reproduce human behavioral data and phys-
iological rate ITD functions of LSO cells. Both the model (Figure 3.3(A)) and physiologic
recordings (Figure 2.8 (B)) show that ILDs and ITDsENV are encoded in the same rate space.
This means that it is not possible to distinguish whether a certain rate is caused by an ILD or
ITDENV. This is relevant to the question of whether the binaural cues are processed in inde-
pendent channels. Furukawa (2008) has investigated the degree of binaural channel interaction
by comparing behavioral sensitivity for combined cues with those for only ILD or ITDENV. For
a model neuron in Klug et al. (2020), an interaction of a positive ITDENV and a negative ILD
could cause the same rate as a stimulus without any binaural cues. Knowing whether there
is such a stimulus constellation that humans cannot discriminate would be helpful in answer-
ing the above question. Of course, the CF must also be considered, as the model neurons at
different CFs respond differently to ITD and ILD.
In Chapter 5, we characterized the decline of ITDTFS sensitivity across frequency in detail. This
characterization is an important aspect of modeling the different stages of binaural processing
and their influence on perception. Also with respect to the envelope, the question arises to
what extent bandpass filtering of the periphery, filtering of the EPSP/IPSP complex (synaptic
filter) and possibly downstream weighting by training influence the ITDENV sensitivity. For
this, an experiment similar to the one in Chapter 5 (Klug and Dietz, 2022), with fine frequency
spacing, would be important to determine the exact decline across modulation frequency and
to deduce the influence of the different stages.

In addition, the experiment in Chapter 5 revealed a steep, cliff-like decline in ITDTFS dis-
crimination between 1300 and 1500 Hz. This finding is in line with previous discrimination
experiments (Klumpp and Eady, 1956; Brughera et al., 2013) but contradicting the experiment
from Yost (1981) which reports that subjects experienced the full intracranial range of later-
alization percepts for IPD-stimuli at frequencies as high as 1.5 kHz. However, this experiment
used different paradigms, e.g. longer ramp times and a presentation of a spatial reference be-
tween presentations of the target stimuli, than the previously mentioned ones. The influence
of these factors needs to be clarified and it needs to be examined whether discrimination and
lateralization data can be reconciled. Therefore, an experiment with the same subjects and
paradigms is needed to determine discrimination and lateralization.

The steep decline poses a challenge to the current models of binaural processing. The challenge
will be to reconcile the various possible sources of decline with behavioural data. Furthermore
it would be helpful to measure rate-IPD functions of MSO cells with CFs in the area of the
decline. This could provide an important insight into the processing stage at which the steep
decline is present. Another focus should be on investigating neural responses at the level of the
cortex. It has already been shown (e.g., Ross et al., 2007) that the magnitude of cortical re-
sponses measured with Electroencephalography (EEG) in response to IPD changes in on-going
sinusoidal stimuli diminishes as the frequency of the tone approaches the upper limit of IPD
sensitivity. It might be useful to examine the slope of the decline in EEG-response magnitudes
across frequency and possibly measure it with a fine frequency resolution.
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7. General conclusion

Our tests have shown a strong effect of hearing loss and age on the decline of IPDTFS (Heiner-
mann et al., 2019). Such results and their modeling could play an important role in individual
diagnosis of hearing deficits. An important question is to what extent synaptopathy degrades
binaural hearing abilities. The question is whether a reduced number of AN fibers or a change
in the properties of the binaural neurons themselves is a better explanation, e.g. for a flattened
sensitivity decline.
The models developed in this thesis, with their strong support in physiology and psychoacous-
tics, are a crucial step towards answering this question.
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A. Appendix

This appendix provides additional figures for the various chapters. Most of the figures have
been used for illustrative purposes in talks and poster sessions at conferences and are therefore
familiar to many researchers.

A.1. Appendix to Chapter 3

Figure A.1.: Conceptual representation of the EI-model neuron developed by Ashida et al.
(2016). Red bars in the first row mark the time when an excitatory spike is
at the input to the model neuron. Blue bars in the second row mark the time
when an inhibitory spike is at the input. The yellow line describes the course of
the internal variable (can be understood as volts) across time. Each excitatory
input spike increases the internal variable by the excitatory gain for the duration
of the excitatory window. If the internal variable reaches the threshold an output
spike is generated. The purple bars in the last row mark the time when an output
spike is generated. For the duration of the refractory time, no further spikes could
be generated. Each inhibitory input spike decreases the internal variable by the
inhibitory gain for the duration of the inhibitory window.
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A.2. Appendix to Chapter 5

In the example data in Figure A.2 A the 79 %-correct threshold for a 1400-Hz pure-tone is at
∆ITD = 133µs (∆IPD = 0.37π). If the sensitivity decline would mirror the decline of AN
phase-locking, i.e. decline similarly to a 5th-order low-pass filter (Figure A.2 D), this would
result in a correct rate of 72 % at 1500 Hz and 67 % at 1600 Hz for the same ∆IPD. Figure A.2
B shows the psychometric functions determined by the filter order in panel D. A different set of
psychometric functions (cf. Figure A.2 C+E) still accounts for the 79 %-correct thresholds up
to 1400 Hz but results in correct rate of only 58 % and 52% for 1500 and 1600 Hz, respectively.
This illustrates the critical role of the ITDTFS sensitivity above 1400 Hz for determining the
steepness of the sensitivity function.

Figure A.2.: A: Threshold ∆ITDs from (Brughera et al., 2013, Listener 1). B+C: Filled sym-
bols indicate the same 79 %-correct threshold as in A together with two different
sets of hypothetical psychometric functions. D+E: Resulting correct rate as a
function of frequency for the two different sets of hypothetical functions at a fixed
∆IPD that corresponds to the experimental threshold ∆IPD = 0.37π at 1400 Hz.
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