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Abstract
When listening with a cochlear implant through one ear and acoustically through the other, binaural benefits and spatial hear-

ing abilities are generally poorer than in other bilaterally stimulated configurations. With the working hypothesis that binaural

neurons require interaurally matched inputs, we review causes for mismatch, their perceptual consequences, and experimen-

tal methods for mismatch measurements. The focus is on the three primary interaural dimensions of latency, frequency, and

level. Often, the mismatch is not constant, but rather highly stimulus-dependent. We report on mismatch compensation strat-

egies, taking into consideration the specific needs of the respective patient groups. Practical challenges typically faced by audi-

ologists in the proposed fitting procedure are discussed. While improvement in certain areas (e.g., speaker localization) is

definitely achievable, a more comprehensive mismatch compensation is a very ambitious endeavor. Even in the hypothetical

ideal fitting case, performance is not expected to exceed that of a good bilateral cochlear implant user.
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Introduction
Among patients with asymmetric hearing, the largest inter-
aural mismatches exist with one cochlear implant (CI) and
acoustic hearing in the other ear (Figure 1). The acoustic
hearing can be anything from severely impaired to normal
hearing. If the acoustic hearing is supported by a hearing
aid (HA), it is referred to as “bimodal CI” and if the acoustic
ear is normal hearing, as “single-side deaf CI” (SSD-CI).
Average bimodal profiles differ greatly among countries. In
the case of restrictive CI funding, patients with one deaf
ear and one mild or moderately impaired ear may not
receive a CI at all. Under such circumstances, those patients
who are provided with a CI are severely impaired in their
acoustic ear and their speech perception relies almost entirely
on their implanted side with the acoustic side mostly comple-
menting the CI ear with low frequency information. If CI
funding is not so restrictive, bimodal users may have two
very different, but overall similarly performing, sides or
they may have better hearing through the acoustic ear.
Especially for these latter patients, a coordinated binaural

fitting is expected to be important and these patients are the
focus of the present perspective article.

Two primary benefits can arise from listening with two
ears: (1) Spatial release from masking, and (2) azimuthal
sound localization and the related spatial perception of a
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sound field. Both benefits are based on the directionally
dependent interaural time differences (ITDs) and interaural
level differences (ILDs). The ILDs arises from a frequency-
depended head shadow and their primary benefit can be
understood acoustically, i.e. without considering ear or
brain mechanisms. Different ILDs for sounds from different
directions often provide a better signal-to-noise ratio (SNR)
at one of the two ears, translating into an appropriate
masking release, called the head-shadow effect. At high fre-
quencies ILDs can be as large as 20 dB, constituting a potent
cue for deciding whether the sound source is on the left or on
the right (Blauert, 1997). The benefits are robust and also
available to subjects with various types of hearing impair-
ment and of hearing devices (Gifford et al., 2014), as long
as they have level-sensitive sound perception in both ears.
In addition to the head-shadow effect, binaural neurons in
the brainstem can exploit interaural differences using very
short integration times – sub-millisecond for ITDs and in
the order of a few milliseconds for ILDs (Brown & Tollin,
2016). The operation of these neurons is essential for unlock-
ing the full potential of binaural hearing: precise sound

localization and spatial release unmasking beyond the head-
shadow effect, called binaural contrast (Dieudonné &
Francart, 2019). If prerequisites on the input to these
neurons are not met, especially in individuals with electric
stimulation and/or very asymmetric hearing, they may miss
those benefits, even under aided conditions (Dieudonné &
Francart, 2020), with respect to spatial release from
masking). With respect to sound source localization, unnatu-
ral or asymmetric stimulation with broadband stimuli results
in a root-mean-square (rms) localization error of 50 to 70° in
bimodal and 30° in SSD-CI listeners, where 75° corresponds
to chance performance (Angermeier et al., 2021; Dorman
et al., 2016). The better SSD-CI performance is likely
caused by the monaural localization abilities of the NH ear,
because even SSD patients without an implant perform sim-
ilarly (e.g., Agterberg et al., 2014). Another reason for the
localization difficulties of bimodal CI users could be, that
bimodal CI users have mainly low-frequency hearing in the
acoustic ear, and therefore little access to ILD cues which
dominate at high frequencies, while SSD-CI users take
advantage of these cues (Dirks et al., 2019; Dorman et al.,

Figure 1. Listening with one electrical and one acoustic ear can lead to different latency, tonotopy, and level representations between the

modalities.
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2015). Bilateral CI users on average localize with similar
accuracy as SSD-CI users (Dorman et al., 2016), but argu-
ably for a different reason. They have less asymmetry but
miss the benefit of one very good ear that can exploit spectral
cues. The better 50% of bilateral CI users in (Dorman et al.,
2016) have an rms error of 10–25° and this range can serve as
ambitious goal for a bimodal CI user after perfect mismatch
compensation. In contrast, normal-hearing listeners have an
rms-error below 10° and a negligible localization bias of 1°
(Ausili et al., 2019; Dorman et al., 2016). The remaining dif-
ference between best bilateral CI users and average NH lis-
teners is not due to missing spectral cues but due to an
inability to exploit fine-structure ITDs in the 500–1000 Hz
region that provide the most salient localization information
to NH listeners (Mills, 1958).

The degree to which asymmetrically impaired patients can
still benefit from binaural processing in the brainstem argu-
ably depends on the fitting of their devices. The three critical
fitting dimensions are level, latency, and frequency (band
allocation in electric hearing and frequency compression in
hearing aids). A mismatch in any one of these dimensions
can obliterate the benefits of binaural processing. To make
matters even more complex, the interaural difference in
each dimension is frequency-band specific. For level -
which is arguably the most important fitting dimension - it
is not even clear what a “matched level” means and what
the fitting goal should be. Furthermore, an ideal fitting for
the level dimension must be more than simply adjusting an
amplitude-scaling factor. Rather, the output amplitude has
to be a function of baseline level, and, due to different com-
pression and adaptation effects in the devices and in the audi-
tory system, the optimal level mapping even depends on the
short-term input history (e.g., Spirrov et al., 2020).

Asymmetric hearing can disrupt binaural fusion.
Normal-hearing and most symmetrically impaired listeners
take binaural fusion for granted: A single sound source is per-
ceived as a single object. Without fusion, there are two acous-
tic objects, one at each ear. Fusion is not binary; it can be
partial and it can depend on the stimulus. The fundamental
importance of fusion for binaural fitting is that it alters
even how the experimenter has to ask the question and
even the fitting goal. For example, in case of fusion, there
is just a single percept and hence a single loudness. There
is no left loudness and right loudness in this case, and no pos-
sibility for actual loudness balancing when both ears are
stimulated simultaneously (Shub et al., 2008). Reversely,
without fusion, centralization is not a meaningful task. Kan
et al. (2013) showed that binaural fusion decreases with an
increase in frequency mismatch for bilateral CI users. It
also decreases with increasing latency mismatch, related to
the echo threshold in the precedence effect (Litovsky et al.,
1999). Therefore, optimizing binaural fusion is a central
fitting goal and at the same time, the degree of binaural
fusion influences how to fit – a catch 22. Despite this
central role, binaural fusion is not discussed much in the

context of binaural fitting, causing the present text to go
beyond simple reviewing but rather to elaborate and some-
times speculate about implications of fusion in several
sections.

Given this complexity, it is not surprising that until now,
bimodal and SSD-CI users are mostly fitted as if their contra-
lateral hearing would not exist. Usually, only a coarse, broad-
band loudness matching is performed. In the context of
research studies, compensation of mismatch has been
addressed in all dimensions (Bernstein et al., 2018;
Francart et al., 2009; Reiss et al., 2015; Zirn et al., 2015),
but a comprehensive, simultaneous compensation of all
dimensions has not so far been reported. The most involved
attempts to correct for several dimensions therefore stem
from studies on ITD sensitivity in bimodal and SSD-CI
users (e.g., Francart et al., 2018). The present work aims at
finding a path towards comprehensive mismatch compensa-
tion. However, it is unclear whether this should necessarily
be the goal of fitting for all patients. If an interfering sound
is picked up by the better ear, it can have a negative impact
on binaural speech comprehension, as sometimes seen in
asymmetric bilateral CI users (Bernstein et al., 2020;
Goupell et al., 2018) and a very different goal must be set.
These - admittedly important - cases are not considered in
the present work.

In the following, we first review the sources for interaural
mismatches and elucidate their relation to brainstem process-
ing and subsequent perceptual consequences. Next, we list
mismatch measurement techniques, and describe what
exactly they measure, as well as their limitations, interdepen-
dencies, and efficiency. While these two sections have pri-
marily a review character, the next two sections aim at
providing a perspective for future directions: There we
assume that we know the mismatch and then elaborate on
strategies that are expected to reduce the interaural mis-
matches, while considering their side effects. The last
section is an attempt to give a clinical outlook: What tools
are going to be required, and which measurement and
fitting parameters are expected to provide the best return on
time investment, for each patient group? Each section con-
tains a subsection for each of the three dimensions: latency,
frequency, and level. The focus is on post-lingually deaf
adults with no other medical issues.

Causes of Interaural Mismatches and Their
Perceptual Relevance
When speaking of interaural differences, this commonly
refers to acoustic differences in the sound fields at the left
and right outer ear. In the present context, however, where
the left and right inner ear are stimulated by different modal-
ities, we refer to an interaural mismatch as any type of left-
right bias introduced by a hearing device and by the asym-
metric auditory pathway. For a sound that is emitted
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frontally, i.e., with no acoustic differences between the two
outer ears, the bias can refer either to a different left-right
auditory nerve (AN) response, or to a perceptual lateraliza-
tion bias.

Causes of Latency Mismatch
Sound processing along the auditory pathway requires a
certain amount of time. In a normal-hearing listener, this pro-
cessing latency is identical for the left and right ear.
Assuming the same devices on both ears, the processing
latencies for bilateral CI users should also be identical
between ears, and they therefore will not suffer from
latency mismatches. However, in SSD- and bimodal CI
users, the early stage of the auditory pathway up to the
inner ear is replaced by the electrical pathway of the CI
system on one side. The most relevant peripheral contribu-
tions to the latency are HA processing and the inner ear on
the acoustic side, and the CI processor on the electrical
side (Figure 2).

With acoustic hearing, the sound wave arriving at the
outer ear needs about 74 µs to travel through the ear canal
and up to 250 µs to cross the middle ear (Gan et al., 2004).
In relation to the total peripheral latency, both structures
play a minor role. Much more important is the inner ear
and the subsequent neural processing. The traveling wave
along the basilar membrane causes a dispersion, i.e., short
latencies of about 1 ms for high frequencies, but about
8 ms for the lowest frequencies (see, e.g., Ruggero &
Temchin, 2007 for an review). The dispersion is particularly
prominent at low frequencies. Due to the movements of the
basilar membrane, the hair cells are stimulated and neuro-
transmitters are released to excite the auditory nerve fibers.
This process takes approximately 1 ms and is independent
of frequency (Temchin et al., 2005). Afterwards, the neural
processing up to the auditory cortex requires several
dozens of milliseconds, but this is not in the focus here,
because from there, the pathways are the same for all stimu-
lation modalities and thus latencies can be expected to be
similar for a healthy auditory system (beyond the cochlea),
despite minimal differences still being possible (Polonenko
et al., 2015). Next to frequency, level has an influence on
the acoustic latency as well. Both effects can be observed
in measurements of the wave V in auditory brainstem
responses (Neely et al., 1988). Between levels of 20 and
100 dB SPL and frequencies between 0.25 and 8 kHz, the
latency of wave V decreases with increasing level as well
as with frequency. The level dependence is assumed to
occur due to summation effects of the individual neural
responses after the non-linear processing of different levels
through the basilar membrane (Ruggero et al., 2007).

When listening with a HA, a processing latency is added
to that of the auditory pathway. Depending on HA brand and
type, processing latencies vary between 2 and 10 ms. Some
devices have a constant latency, while others are frequency

dependent (Balling et al., 2020). Higher aided levels may
slightly reduce the ear-processing latencies, and in the case
of an open fitting, the direct path may need to be considered
at frequencies with little amplification. Similarly, for the elec-
trical ear, the CI device processing latency has to be consid-
ered. Depending on the type of filter bank employed, this
may be fairly frequency independent in the case of Fourier
transform-based filters (Tabibi et al., 2017), or it may approx-
imate the traveling-wave dispersion of a healthy cochlea in
the case of a time-domain-based filter, e.g., finite
impulse-response (FIR) filters (Mahalakshmi & Reddy,
2010). Typical values are 12 ms for fast Fourier transform
(FFT)-based (Engler et al., 2020; Wess et al., 2017), and
0.57 to 7 ms, from 4000 down to 500 Hz for FIR filters,
respectively (Zirn et al., 2015).

In the case of SSD-CI users, and provided there is a com-
parable neural processing latency, the FIR filter-based CIs
cause a fairly low overall latency mismatch between acoustic
and electrical hearing, as the FIR latency is comparable with
the delay of the inner ear (Figure 3, lower panel).
Consequently, bimodal CI users with a FIR filter-based CI
usually have a large latency mismatch, approximately corre-
sponding to their HA latency. Any latency mismatch is obvi-
ously an offset ITD.

Irrespective of any latency mismatch, bimodal and
SSD-CI patients have comparatively poor ITD sensitivity.
Even under controlled conditions, when interaural mis-
matches have been at least partially compensated for,
median ITD detection thresholds are 438 µs for SSD-CI
users when using optimal stimuli (Francart et al., 2018).
This number is about four times higher than for average bilat-
eral CI users (Laback et al., 2015), and 20 times higher than
in untrained, young normal-hearing listeners (Thavam &
Dietz, 2019). Given that even bilateral CI users barely
exploit ITDs for sound localization under natural listening
conditions (Seeber & Fastl, 2008), it can be expected that
most bimodal CI and SSD-CI users would not be able to
do so either, even if all interaural mismatches were compen-
sated for.

That said, there are two other benefits of latency compen-
sation. First, even if CI users may not be able to discriminate
naturally occurring ITDs of up to 700 µs, a larger latency
mismatch may lead to a constant lateralization bias towards
one side of the lead (Williges et al., 2018). Secondly, more
robust ILD sensitivity and binaural fusion are facilitated by
having interaurally coherent input (Brown & Tollin, 2021).
In the case of broadband stimuli, the temporal coherence is
given by the filter bandwidth (Wiener Khinchin theorem).
While narrow auditory filters provide a good coherence
over several milliseconds, the wider analysis filters of CIs,
and especially the effective channel bandwidths seen by the
AN fibers, are several times broader (Frijns et al., 2001).
For a bandwidth of 500 Hz, for example, not untypical for
the middle region, interaural coherence vanishes within
2 ms of latency difference (Dietz & Ashida, 2021). It can
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be expected that larger latency differences lead to reduced
ILD sensitivity and to a reduction in binaural fusion
(Körtje et al., 2021). The limited fine structure ITD sensitiv-
ity and the slow envelope fluctuations in many natural stimuli
such as speech, however, may cause a much longer envelope
coherence length and thus latency to be less critical (e.g.,
Litovsky et al., 1999; Wess et al., 2017).

Causes of Frequency Mismatch
The auditory pathway is organized tonotopically. Binaural
neurons in the brainstem are innervated by tonotopically
matched inputs (Batra & Yin, 2004; Joris et al., 1998;

Smith & Delgutte, 2007), although small deviations are pos-
sible (Joris et al., 2006). In normal-hearing listeners, this is
critical for ITD processing, because the temporal comparison
of two inputs with different frequency content cannot result
in meaningful fine structure ITDs, but only in fast-beating
meaningless ITDs. Even for envelope-based cue processing,
which is more relevant for CI users, e.g., in the lateral supe-
rior olive (Joris & Yin, 1995), an interaurally coherent input
is required and tonotopically matched inputs are the only way
to ensure this. Of course, speech and other common sounds
have a substantial amount of co-modulation across a
broader frequency range, so that even mismatched channels
can provide exploitable cues.

Figure 2. Upper panel: elements contributing to the peripheral latency and its mismatch between the acoustically and the electrically

stimulated ear. Lower panel: Examples of wave V latencies (Normal-hearing (NH), CI (MED-EL), and HA (freq. indep.) data from Zirn et al.

(2015); CI (Cochlear) and HA (freq. dep.) data from Engler et al. (2020)).
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In any case, it is a reasonable assumption that binaural
hearing benefits fairly substantially from a tonotopic match
of inputs. This is backed by a diverse set of studies: NH enve-
lope ITD detection thresholds increase by a factor of 3 when
the carrier frequencies differ by 10% between the ears
(Nuetzel & Hafter, 1981). In bilaterally implanted cats, elec-
trode contacts that are interaurally matched in cochlear posi-
tion lead to the largest binaural interaction component (BIC)
and to aligned stimulation patterns in the inferior colliculus
(Smith & Delgutte, 2007). In human bilateral CI users,
there is evidence that the ITD sensitivity is best with elec-
trode contacts that also elicit the largest BIC (Hu & Dietz,
2015). This may have been expected, but when relating
either of these two methods with the contacts that result in
matched pitch, there can be an offset, and the correlation is
weak (Hu & Dietz, 2015). The latter supports the assumption
that place-pitch is plastic (Aronoff et al., 2019; Reiss et al.,
2011), but especially in the post-lingually deaf, the inputs
to binaural neurons are considered to be tonotopically hard-
wired, i.e., not subject to plastic changes. Data from
SSD-CI users also appears to agree with this assumption
(Bernstein et al., 2018).

While SSD- and bimodal CI listeners benefit from the
head-shadow effect, and their sound localization is improved
compared to unilateral CI users, several other binaural bene-
fits remain very limited, in part due to the frequency mis-
match. Compromised binaural benefits include binaural
fusion (Goupell et al., 2013), ILD sensitivity (Laback et al.,
2004), binaural unmasking (Goupell et al., 2018; Sagi
et al., 2021; Xu et al., 2020) and the separation of congruent

speakers (Bernstein et al., 2016). Possibly a closer alignment
between electrical and cochlear place frequency might
improve these binaural benefits, and might even support a
faster improvement of speech comprehension after implanta-
tion (Buss et al., 2018).

There are several possible causes for an interaural fre-
quency mismatch. Arguably, the main reason in bimodal
and SSD-CI listeners is that the standard frequency allocation
is deliberately offset to the normal frequency-place transfor-
mation of the basilar membrane (Figure 3). The offset can be
meaningful in bilaterally deaf patients by whom the implant’s
standard frequency range is optimized for speech perception,
and starts below 200 Hz. Even for deeply inserted electrode
arrays, the position of the most apical contact of an electrode
array does not often correspond to such a low frequency. On
average, the place mismatch between the allocated frequency
of the given electrode contact and the Greenwood frequency
is 4 to 5 mm (Landsberger et al., 2015), corresponding to
approximately one octave, with large inter-individual differ-
ences. Other studies found average mismatch values around
half an octave for different electrode lengths at the base
with increasing mismatches of about 1 to 2 octaves towards
the apex for shorter electrodes (Bernstein et al., 2021;
Canfarotta et al., 2020). However, there is ongoing discus-
sion about which acoustic place-frequency map the electrical
stimulation should be compared to. The Greenwood function
maps the place along the basilar membrane or along the spiral
ganglion (Stakhovskaya et al., 2007) to the corresponding
most sensitive frequency at threshold. As acoustic level
increases, however, the center of the activation shifts

Figure 3. Frequency mismatch in bimodal ci. A binaural neuron in the SOC is innervated from identical cochlear positions and therefore

from different frequency bands, as indicated by the different colors. AN: auditory nerve, CN: cochlear nucleus, SOC: superior olivary

complex.
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towards the base. For bimodal patients with an outer hair-cell
loss, the activation pattern may always have a basal bias. At
intermediate sound levels, the shift can be as large as half an
octave (Chatterjee & Zwislocki, 1997). Accordingly, Sagi
and Svirsky (2021) proposed that a half-octave shift has to
be considered for a more faithful place-frequency compari-
son. This half-octave shift leads to frequency allocations
closer to the standard frequency-to-place allocations of the
CI devices.

Simulated bilateral CI users showed reduced spatial
release from masking for interaurally mismatched electrodes
(Xu et al., 2020). In simulated SSD-CI users there is evi-
dence, that a compensated frequency mismatch improves
contralateral unmasking in noisy speech for initial mis-
matches larger than 3.6 mm along the cochlear place (Wess
et al., 2017). Studies in bilateral CI users indicated that the
binaural processing might be tolerant to mismatches up to
about 3 mm (Kan et al., 2013; Poon et al., 2009), due to
the large spread of excitation. This is a smaller range, than
the average mismatch found in SSD and bimodal CI users
(see above). Therefore, the mismatch in a majority of CI
users is still a problematic issue. However, the studies inves-
tigating mismatch tolerance mostly used single electrode
stimulation and little is known, how the tolerance is affected,
when stimulating the whole electrode array. Additionally,
things might be different for bimodal and SSD-CI users, as
the acoustic side produces a less broad spread of excitation.

In addition to this main effect, several individual varia-
tions, such as deactivated electrodes, neural dead regions,
and the morphology of the cochlea have to be considered
as causes of individual frequency mismatches.

Causes of Level Mismatch
As mentioned in the Introduction, it is already difficult to
define a goal in fitting for level, and to define what “interau-
rally matched levels” actually refers to. Therefore, before
being able to address causes of level mismatch, we have to
clarify the coding of level in a bimodal and thus binaural
context: At any earlier stage than the AN, i.e., at the
devices’ outputs, a level difference is not defined, because
of the different modalities. At the AN, sound level is
encoded by neural response rates in both individual fibers
and the ensemble of fibers. However, stimulation level is
not necessarily directly related to the total response rate of
all fibers, and also not necessarily to the average response
rate per fiber. Similarly, the electrically evoked compound
AN response (ECAP) is not a direct correlate of loudness
(Kirby et al., 2012). Ultimately, when the left and right ear
are stimulated together and the inputs fuse into a single audi-
tory object, there is no longer a left or right loudness.
Sequentially presented equally loud left and right stimuli,
however, may result in a lateralization bias when presented
simultaneously (Baumgärtel et al., 2017; Fitzgerald et al.,
2015; Stakhovskaya & Goupell, 2017). For these two

reasons, even an interaurally matched loudness may not be
an appropriate level-fitting goal. In case of a binaurally
fused percept, the fitting goal to optimizing binaural benefits
should rather be that a frontal source is perceived centrally,
i.e., not biased to the left or right (Figure 4). We do not
write “is perceived frontally”, because CI users are not
expected to have an externalized spatial perception (Best
et al., 2020; van Hoesel et al., 2002). Furthermore, it has to
be taken into account, that this fitting goal might compete
with other goals, such as maximizing speech intelligibility.

Due to the asymmetric status in bimodal or SSD-CI users,
the two ears can be expected to have a different number of
AN fibers and/or a different tonotopic distribution of fibers.
As such, a comparable stimulation leads to different com-
pound responses, even if isolated fibers respond similarly.
Secondly, acoustically stimulated AN fibers have very differ-
ent sensitivities, resulting in dissimilar rate-level functions.
Such a range of properties is not observed with electric stim-
ulation (Huet et al., 2019; Miller et al., 2006), so that the dis-
tribution of response properties is probably always different
across the modalities. Further, the electrical stimulation
usually has a larger spread of excitation, compared to the
rather narrow frequency bands of the acoustically stimulated
basilar membrane.

Due to the hair-cell synapse, spike-rate adaptation on the
acoustic side is stronger, as are adaptive gain-control mecha-
nisms, especially via the efferent innervation of outer hair
cells. This causes dynamically changing interaural response
rate differences and differently steep level-growth functions
resulting in interaural differences in loudness growth
(McDermott et al., 2003). Both HAs and CI speech processors
partly compensate for these problems by means of automatic
gain control (AGC) algorithms and compressive mapping of
acoustic to electrical level. However, this is a highly complex
topic on its own and will be only coarsely treated in the follow-
ing. The normal- or unaided hearing brain can be informed
about peripheral gain-control settings, i.e., when forming per-
cepts that depend on level or ILDs, it can consider which gain-
regulating reflex is active at any moment. A hearing device, on
the contrary, only provides the modified input but cannot com-
municate its settings. The brain therefore has to take the inputs
at face value and may misinterpret stimulation levels, even if
the AN response rates are matched.

To date, HAs often operate with frequency-channel-
specific AGCs (Hohmann, 2008), whereas CI speech proces-
sors more often operate with broadband AGCs (Vaerenberg
et al., 2014). In addition, the independent configuration pro-
grams in both the CI and HA devices mean different ampli-
fication modes, changing in an adaptive way, usually without
any communication between the sides. In bilateral CIs and
binaural HAs, synchronized AGCs have been shown to
reduce this problem (Pastore et al., 2021; Sockalingam
et al., 2009), but this technology will not alleviate all of the
above-described differences in bimodal CI users (Spirrov
et al., 2020).
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Yet, another reason for response rate differences comes
from general stimulation or excitation limitations. The
impaired acoustically stimulated cochlea may not be suffi-
ciently sensitive at the basal end, whereas electric stimulation
may be limited near the apex or to avoid unintentional elec-
trical excitation of the facial nerve (Seyyedi et al., 2013;
Smullen et al., 2005). As a consequence, level-related per-
cepts will have a different spectral profile in each ear,

ultimately resulting in a frequency-dependent interaural
level and loudness difference (Buss et al., 2018).

The long list above focused on differences manifested as
different AN response rates. As noted at the beginning of
this subsection, perception may not necessarily reflect these
rates. Especially when the left and right stimulation fuse
into a single object, we expect a very different situation
than without fusion. Without fusion, we perceive two

Figure 4. Transformation of acoustic sound level by the device and its encoding and decoding along the auditory pathway. The upper left

branch illustrates decoding without binaural fusion, whereas the upper right branch illustrates decoding in case of binaural fusion. Each

processing step can be understood as a complex transformation, usually with an imperfect correlation. BM: basilar membrane, CI: cochlear

implant, HA: hearing aid, LSO: lateral superior olive, NH: normal hearing, α: azimuth of sound source.
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separate images and an interaural level mismatch may cause a
loudness imbalance (Figure 4, upper left). In the more desired
case of binaural fusion, we expect that subcortical binaural
neurons are able to compare and integrate the two sides,
but in a very different way to when we compare left and
right loudness in the absence of fusion. These neurons can
be expected to compare within frequency bands (Batra &
Yin, 2004; Joris et al., 1998; Smith & Delgutte, 2007) and
on very short time scales (Joris, 2019). As such, a balanced
level within the overlapping frequency region is critical.

Mismatch Measurement Techniques:
Efficiency, Limitations, andWhat is Actually
Measured
To be able to compensate for the interaural mismatches and
to facilitate an improvement of binaural benefits (see
section “mismatch compensation and side effects”), one
has to first find the proper measurement tools to determine
the amount of the respective mismatch. In this section, we
summarize the current possibilities to do so and point out
their advantages and their limitations.

Latency Mismatch Measurements
To determine the interaural mismatch in latency between the
acoustic and the electric ear, the processing time of each side
has to be known. This can be achieved by determining the
processing time of the auditory pathway including the
hearing device, or by determining the processing time of
each component separately, i.e., the hearing device latency
and that of the auditory pathway in separate measurements.
The prime measurement method for both possibilities is the
measurement of the wave V latency via (e)ABRs. As long
as the auditory pathway is responding to the stimulus,
wave V is a robust peak that can be identified in the brainstem
response even with electric stimulation, and therefore allows
for a reliable prediction of the processing latency along the
auditory pathway (Firszt et al., 2002; Neely et al., 1988).

The combined device and patient latencies of the
acoustic-hearing side, can be measured in a free-field envi-
ronment, e.g., using loudspeakers, or by HA via audio
cable (Zirn et al., 2015). The two suggested stimulus types,
narrow-band chirps and tone bursts, have been found to
lead to wave V latency differences of several milliseconds
(Cobb & Stuart, 2016; Rodrigues et al., 2013). However,
this difference is only due to the different definitions of sti-
mulus onset for the two types (Cobb & Stuart, 2016), empha-
sizing the importance of all temporal definitions in this
context. The advantage of assessing the acoustic pathway,
including the HA latency, is that only a single measurement
is required. However, with increasing hearing loss, the iden-
tification of wave V becomes more difficult for ABR mea-
surements that include an unknown HA latency (Dawes

et al., 2013). Therefore, it might be easier to determine the
HA latency separately from the ABR measurement with a
hearing-aid test box or equivalently performing tools
(Angermeier et al., 2020). Thereby, the HA latency is mea-
sured by the input/output difference of a particular point on
the envelope’s rising flank or can be determined by the lag
of the maximum of the cross-correlation function. With a
separate measurement, the largest source of variance, the
device latency, can be measured accurately without a
human listener, while the auditory pathway latency is estab-
lished using direct stimulation via headphone.

For the electrically stimulated side the same question
arises; whether to measure the whole system, or device-
and neural latencies separately. In the case of a combined
measurement, CI pulses can be emitted during the moment
that the brain response is occurring. To avoid these pulse
artefacts that are much larger than the brain response, a sti-
mulus design that knows how the sound-processing strategy
behaves is needed. The more direct way forward is to stimu-
late the CI electrodes directly and measure the neural latency
in isolation. Pulse artefacts will still be present, but precede
the response. Even if the artifact leaks into the response
time window, it is fully deterministic in the case of direct
stimulation and methods are available to subtract it (e.g.,
Hu et al., 2015).

The CI device latency may not be known, but if latency
mismatch compensation is going to be part of the bimodal
fitting process, it can be expected to have been taken into
account by the manufacturer-specific fitting software. In the
meantime, CI device latency can also be determined by
direct electric measurements at the CI electrodes (Zirn
et al., 2015). The pulsatile output provides an even clearer
definition of the response moment than the HA output.
However, as the response-time definitions cannot be identical
for the two modalities, this imposes a source of error for the
isolated latency measurement approach.

Overall, wave V-based latency measurements are possible
and informative. For the most important frequency-specific
latencies, however, errors larger than 1 ms can often not be
avoided. Additionally, clinics might not have access to (e)
ABR settings to reliably measure wave V-based latencies.
Taking these two points into account, average (e)ABR laten-
cies, or estimations from an individualized simulation
(Verhulst et al., 2016) offer a viable alternative, without
any actual ABR measurements. As in the separate measure-
ments case, the individual device latencies would need to
be added.

Frequency Mismatch Measurements
Different approaches have been tried to determine the spe-
cific interaural tonotopic mismatch. The different measure-
ment techniques are psychoacoustic, image-based, or based
on the BIC derived from auditory brainstem responses. In
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this section, we discuss the benefits and the limitations of
these methods.

The arguably fastest measurement technique is imaging.
With the help of x-ray or computed-tomography (CT)
images, the electrode position within the cochlea can be
measured by estimating the insertion angles of the electrode
contacts. Due to the tonotopic order of the cochlea, the
insertion angle can be assigned to a specific center fre-
quency using the Greenwood (1990) frequency-position
function (Boëx et al., 2006; Cohen et al., 1996;
Landsberger et al., 2015). Applying the Greenwood equa-
tion, the frequency range along the organ of Corti, as well
as a spiral-ganglion related frequency position can be repre-
sented (Stakhovskaya et al., 2007), and potentially a correc-
tion term for the level-dependent acoustic activation shift
has to be considered (see “causes of frequency mismatch”).
We do not expect that these corrections need to be measured
in each individual, so they are not considered in this section.
When using x-ray images, additional aspects, such as the
image quality have to be considered. The quality of the
x-ray images differs, depending on correct exposition and
exposure parameters, leading to artifacts or insufficient con-
trast of the image (Kirberger, 1999). This might hamper the
correct determination of the electrode contacts’ insertion
angle and its corresponding center frequency within the
cochlea. CT images may not be available in all clinical pro-
tocols, and their acquisition causes a much larger radiation
dose than the recording of x-ray images, which has to be
taken into account when planning to record CT images
solely for the purpose of estimating the frequency mismatch.
On the upside, it generates high-quality 3D images, which
improve the assessment of the insertion angle and allows
automatic estimation of the electrode position (Bennink
et al., 2017; Canfarotta et al., 2019; Mertens et al., 2020).
With good quality images, the mean absolute error of
x-rays is 12.6° (10.6% relative frequency error), and for
CT scans it is 9.7° (8.1% relative frequency error), both
compared to histological data (Gallant et al., 2019). This
is quite precise, compared to the deviations discussed in
“causes of frequency mismatch”, with CT scans being the
most precise measurement available. As either x-ray or
CT images are mostly part of clinical protocols for postop-
erative monitoring of the electrode position, no additional
measurement of the patient would be necessary. An image-
based frequency allocation, however, only accounts for the
place of electric stimulation, not for the tonotopic place of
neural activation. A local degeneration of the spiral ganglion
will cause a deviation that this method cannot capture.
Furthermore, neural morphology and orientation along the
electric field gradient causes a deviation between electric
field strength and neural activation away from the dendrite
(Bai et al., 2020). Both effects cannot be captured using
imaging. However, comparing the different measurement
techniques with each other, good agreement between
CT-images and ITD sensitivity (see below) has been

reported (Bernstein et al., 2021), suggesting a good reliabil-
ity of estimating the frequency mismatch using imaging.

Even without the availability of an image, the position of
electrode contacts and its corresponding frequency can be
estimated. Therefore, the surgical information about the
insertion depth and technical information about electrode
length and spacing between electrode contacts can be used
to calculate the position within the cochlea (Dirks et al.,
2021). If available, this might be combined with pre-
operative CT scans to determine the individual cochlear
duct length. Otherwise, the amount of influence of the
cochlear length on the insertion angle is unknown. Another
factor that cannot captured without a post-operative scan
and influences the insertion angle is the lateral wall position
of electrode array. Angle estimation based on surgical infor-
mation is not as precise as using imaging and there is a pos-
sibility that the electrode array slips right after surgery.
Furthermore, the same disadvantages (other than radiation)
as for imaging exist.

The most commonly employed behavioral method to
measure tonotopic mismatch is pitch matching (Laback
et al., 2015). The acoustic frequency is varied to elicit a
pitch equal to that elicited by the stimulated electrode
contact. The underlying assumption is that a certain pitch cor-
responds to a fixed tonotopic place. Compared to measuring
ITD sensitivity, pitch matching is fast and easy. However, the
test has several disadvantages and has to be designed very
carefully to avoid non-sensory biases. First, the selected fre-
quency range can influence the result and lead to matched fre-
quencies that differ by more than a 2/3 octave (Carlyon et al.,
2010). Second, the starting frequency of an adaptive mea-
surement can influence the pitch-matching result (Carlyon
et al., 2010; Schatzer et al., 2014), and third there is a statis-
tical effect where the mean pitch match shifts away from the
edge of the response range (Jensen et al., 2021). Further, the
choice of test method has an influence on the result (Jensen
et al., 2021) and pitch depends on the acoustic and the electric
stimulus types and its properties, rendering any match
stimulus-specific (Adel et al., 2019; Lazard et al., 2012).
Last, a level dependence can be expected, and likely has a
fundamental but complex origin (Sagi & Svirsky, 2021).
Apart from these important multiple possible procedural
biases, there is an additional critical limitation of pitch match-
ing: The brain appears to adapt the pitch percept for each
electrode to the respected programmed frequency bands
already within the first months after the first fitting (Reiss
et al., 2015). Comparing different measurement techniques
to determine the interaural frequency mismatch, in experi-
enced bilateral as well as SSD-CI patients, also hints at
such plasticity effects in electric place pitch (Bernstein
et al., 2021; Hu & Dietz, 2015; Staisloff & Aronoff, 2021).
In this case, the pitch matching might be an appropriate
approach only for newly implanted CI patients, but poten-
tially misleading for experienced users. Even for newly
implanted patients, previous impaired acoustic hearing

10 Trends in Hearing



could have biased place pitch. Overall pitch matching does
not appear to be suitable to estimate the mismatch for the
purpose of improving binaural hearing.

Measuring ITD sensitivity while varying the place of
stimulation in one ear builds on the finding that a tonotopi-
cally matching stimulation results in maximum ITD sensitiv-
ity (Nuetzel & Hafter, 1976). In bilateral CI users, this
technique has been shown to produce the expected results
(Hu & Dietz, 2015; Poon et al., 2009; Staisloff & Aronoff,
2021). Together with ILD sensitivity, it is arguably the
most direct measure of interaural frequency mismatch, as
long as the goal is to maximize this binaural sensitivity. As
a downside, the method is very time consuming, and even
with bilateral CIs only about 90% of the tested subjects are
ITD sensitive (Laback et al., 2015). This fraction is possibly
even smaller in bimodal or SSD-CI users (Bernstein et al.,
2018; Francart et al., 2009).

Another difficulty that arises with the transition from bilat-
eral to bimodal is that latencies may no longer be matched,
causing an extreme bias to any static ITD task. This
problem can be reduced by first matching the latencies (see
section “latency mismatch compensation” and “latency
fitting”) or by using non-singular ITD values, such as a
large range of different, fixed ITDs (Bernstein et al., 2018),
or dynamically varying ITDs (Dirks et al., 2020). The impor-
tant positive aspect of ITD sensitivity testing is that it appears
not to be affected by plasticity as pitch (Bernstein et al., 2021;
Hu & Dietz, 2015; Staisloff & Aronoff, 2021), because it
arises from presumably hard-wired binaural interaction at
the level of the brainstem. Overall, as a binaural task, this
method appears to be the most direct towards the question
how to measure a mismatch to improve binaural processing
(in contrast to CT imaging being the most precise), but is
time consuming and presumably challenging for many -
and impossible for some - bimodal subjects.

Last, it is possible to determine the tonotopic alignment
using the BIC derived from auditory brainstem responses
(Hu & Dietz, 2015; Smith & Delgutte, 2007). Most com-
monly, a wave V-related BIC is extracted from three
ABRs: the difference between the binaural ABR and the
sum of the two monaural ABRs (Levine, 1981). It arises pri-
marily from excitatory-inhibitory interaction at the level of
the lateral superior olive (Laumen et al., 2016) and is thus
an ideal objective measure for the strength of binaural pro-
cessing in the brainstem. The BIC does not require experi-
ence or training for the listener. However, difficulties arise
from the technically challenging, electrically evoked ABR
recordings, due to the large electric artifact and the small
neural signal (Hu et al., 2015). In addition to conventional
ABR, the BIC is a difference potential where absolute
errors are larger than in a regular ABR, whereas its amplitude
is usually less than 50% of the ABR wave V amplitude. For
using it as a tool to contrast the BIC of neighboring elec-
trodes, very careful and long recordings have to be con-
ducted, and so far, only one study was able to quantify

interaural mismatch with this method in bilaterally implanted
humans (Hu & Dietz, 2015). Even in normal-hearing listen-
ers, it remains a challenging task (Sammeth et al., 2020).
With bimodal and SSD-CI users, the task is presumably
even more challenging. As for ITD sensitivity, the interaural
latency and level differences might have to be corrected first
to correctly align the acoustic and electric ABR responses.
However, the possibility of asymmetries for wave III-V inter-
peak latencies between acoustic and electric ABRs in
bimodal CI users makes it difficult to get a BIC in the first
place (Polonenko et al., 2015), let alone to quantify ampli-
tude differences for neighboring electrodes.

Level Mismatch Measurements
Various behavioral and evoked-response based measure-
ments have been suggested to derive the interaural level mis-
match in CI users (Balkenhol et al., 2020). Most commonly
“loudness balancing” is the reported fitting goal and as
such also the mismatch measurement technique (van
Eeckhoutte et al., 2018; Veugen et al., 2016a). However,
just because this term is used does not mean that loudness
balancing was actually performed (see section “causes of
level mismatch”). Sometimes, the subjective task that is actu-
ally conducted and called “loudness balancing” is arguably
better described as a centralization task: Patients are stimu-
lated simultaneously in both ears and have to report their per-
ception, such that the presence of a lateral bias can be
detected (Stakhovskaya & Goupell, 2017). In the absence
of binaural fusion, this can be described as loudness balanc-
ing, and patients instead report whether the two signals at the
left and right ears are perceived as being equally loud. This
loudness balancing can be performed either sequentially or
simultaneously. With binaural fusion, however, an interau-
rally balanced loudness that is defined using sequential stim-
ulation often does not produce a centralized sound perception
and is, instead, biased towards one ear (Baumgärtel et al.,
2017; Florentine, 1976).

In clinical fitting, the loudness balancing or centralization
task is normally done while listening with both ears to a rel-
evant broadband signal such as speech or speech-shaped
noise, and typically only for one signal level. For psycho-
acoustic research or for frequency-specific compensation, it
is also possible to perform the task with single electrodes
and a more narrowband acoustic signal. However, it might
be necessary to measure and compensate for the interaural
frequency mismatch first, as frequency ranges of the
electrode-to-frequency allocation might shift during the com-
pensation process (see section “frequency mismatch mea-
surements” and “frequency mismatch compensation”). To
match levels across the dynamic range, a direct measurement
becomes very time consuming. Adaptive measurement tech-
niques (Brand & Hohmann, 2002), or model-supported mea-
surements of loudness perception are possible, and vastly
increase efficiency (Francart & McDermott, 2012). The
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latter uses tone complexes of different bandwidths to avoid
separate measurements for each frequency channel.

A very different approach is to use evoked, response-
related measurements, allowing level estimates and balanc-
ing at specific stages of the auditory pathway, for example
in the brainstem and midbrain by means of auditory brain-
stem response (ABR) amplitudes (van Eeckhoutte et al.,
2018) or late auditory evoked potentials (LAEP), which are
more strongly correlated with loudness (Hoppe et al.,
2001). Similar to the loudness-scaling procedure, obtaining
level-mismatch data via evoked-response-related measures
is highly time consuming. Finally, the adequacy in loudness
perception when evoked-response-based measurements are
used remains uncertain. Kirby et al. (2012) demonstrated
that stimuli that evoke equally large amplitudes in the left
and the right ear of a bilateral CI user are not necessarily per-
ceived as equally loud.

Mismatch Compensation and Side Effects
The starting assumption is that the patient has a mismatch in
latency, frequency, and level and that these mismatches even
vary with many stimulus and device parameters; most of all
they differ for each frequency band. When trying to compen-
sate these three mismatched dimensions, one needs to be
aware of interdependencies, e.g., a change in HA gain also
changes the wave V latency, due to the level dependency
of ABR latencies (Werner et al., 1994). Another problem is
that if one dimension has a large mismatch, this mismatch
may severely impair sensitivity to a change in the other
dimensions. For example, in normal-hearing listeners with
vocoded stimuli, a large latency difference strongly
reduced their sensitivity to a frequency mismatch, i.e., com-
pensating one mismatch, without considering the remaining
dimensions at the same time is not sufficient to reach the
optimal outcome (Wess et al., 2017). This imposes a large
additional challenge to a task that is already difficult for
each dimension in isolation. However, it also underlines
the importance of compensating all three dimensions. This
section describes the pros and cons of compensation strate-
gies for each of the three dimensions. It also elaborates on
the side effects or inter-dependencies, because they should
influence the order and structure of a clinical fitting protocol
(section “clinical outlook”).

Latency Mismatch Compensation
As discussed in section “latency mismatch measurements”,
the goal is to match latencies between sound arrival and a
certain neural biomarker, such as the ABR wave
V. Latencies can only be matched by increasing the device
latency on the side with the shorter latency. In practice,
most devices do not allow for a latency adjustment, and if
they do, it is a frequency independent delay. In this subsec-
tion, we describe how the latency would have to be adjusted

in the optimal case and ignore the present device limitations.
The type of adjustment depends primarily on the CI process-
ing type (FFT- or FIR-based filter bank) and the acoustic pro-
cessing (no HA, frequency dependent HA latency, frequency
independent HA latency). Compensation requirements
resulting from the examples of latencies shown in Figure 3
(lower panel) are summarized in Table 1.

In the case of SSD-CI users with FIR-based processing,
the interaural latency mismatch is relatively small and only
at high frequencies does the CI side have a slightly shorter
latency (Zirn et al., 2015). Thus, the ideal compensation
would be a CI delay at high frequencies only. However,
even a constant delay of 1 ms improves sound localization
and leads to a decreased rms angular error of only 10°
(Seebacher et al., 2019). In contrast, the processing time in
FFT-based CIs leads to a larger latency relative to acoustic
hearing (Wess et al., 2017) and therefore cannot be compen-
sated for.

In bimodal CI users, the HA processing latency is an addi-
tional component to be considered for latency mismatch
compensation. The easiest cases are bimodal CI users with
FIR-based processing on the CI side and frequency indepen-
dent processing in the HA. As for SSD-CI users, despite the
mismatch in latency, the electric as well as the acoustic side
have a similar frequency-response curve that can be compen-
sated for with an additional constant delay on the CI side. For
some manufacturers, a latency compensation using a constant
delay is already included into their fitting software, e.g.,
MED-EL Maestro 9. If bimodal CI users would be provided
with a HA with a frequency dependent latency (in addition to
the already frequency dependent inner ear latency), a fre-
quency dependent delay on the CI side is ideal.

In bimodal CI users with an FFT-based CI, the device
latency is frequency independent but relatively large.
Depending on the HA latency, it is possible that the
latency on the acoustic ear is shorter than on the CI ear. In
that case, a frequency-dependent compensation has to be per-
formed at the HA, as the latency difference can be expected
to increase with increasing frequency. Another complication
for bimodal CI users might be patients with an open HA
fitting. In addition to the processed signal, the direct sound
path may play a role, especially at low frequencies

Table 1. Overview of Latency Compensation Possibilities for

Different Combinations of Unaided and Aided Ears for SSD- and

Bimodal CI Listeners.

FIR CI FFT CI

unaided already almost equal / freq.

specific delay CI

not possible

freq dep.
HA

freq. specific delay CI freq. specific delay

CI/HA

freq ind.
HA

constant delay CI freq. specific delay

CI/HA
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(Bramsløw, 2010) and with mild to moderate hearing losses.
In bimodal CI users, this leads to a delay compensation that is
not only frequency dependent but also dependent on HA
gain: With less gain, the direct sound path dominates and
the HA pathway plays a minor role. A compensation of
HA latency might not be necessary or even have a negative
impact at low frequencies. A direct sound compensation
offered by some HA devices can further complicate the situa-
tion. Although less interdependence between latency and fre-
quency compensation is expected, an adjustment of
frequency specific delays at the CI might be necessary after
frequency compensation, as the frequency ranges of elec-
trodes might change (see section “causes of frequency mis-
match” and “frequency mismatch compensation”).

In bimodal CI listeners, an acute compensation of the
latency mismatch by adding a constant delay to the CI side
was performed by Zirn et al. (2019) and Angermeier et al.
(2021). After one hour of acclimatization to the added
delay, the subjects showed a significantly decreased
rms-error, resulting in an improved sound localization accu-
racy in the test situation of more than 11% and on average a
reduced lateralization bias by 15° compared to no latency
correction. Both studies are showing the importance of
latency mismatch compensation for sound localization.
With the CI side and the unaided acoustic side producing
similar latencies, Zirn et al. (2019) solely compensated for
the HA processing latency. Angermeier et al. (2021) where
able to show an even better outcome using a delay compen-
sation of HA processing latency plus an additional 1 ms for
the difference between MED-EL CI and NH latency
(Seebacher et al., 2019).

Frequency Mismatch Compensation
In SSD-CI users, a compensation of the interaural frequency
mismatch is not possible at the acoustic-hearing ear. Also in
most mild- to moderately hearing-impaired patients it can be
assumed that there is no frequency compression employed in
the HA. Furthermore, in cases where the acoustic ear is the
better ear, it would not be prudent to possibly distort the
speech signal by doing compensations at the acoustic ear.
Therefore, the compensation has to be implemented at the
CI side. Normally, the frequency band delivered over the
CI electrodes differs deliberately from the respective
Greenwood frequency, to provide the complete frequency
range (e.g. 150–8000 Hz) required for optimal speech intelli-
gibility (Landsberger et al., 2015). However, it has been
argued that this does not need to be the case for SSD-CI
users and for good bimodal CI users (Sheffield et al.,
2020). If these SSD-CI and bimodal CI users would be
re-programmed to obtain tonotopically matched stimulation
across the ears, they might lose low-frequency information
on the CI side, depending on the insertion depth of the elec-
trode array. However, in contrast to their purely electric-hearing
peers, they obtain this low-frequency information from their

acoustic hearing ear.With head shadow being small at those fre-
quencies, they can access the low-frequency information inde-
pendent of its direction of arrival. When the CI side is the
poorer performing ear, discarding low frequencies up to
1000 Hz on the CI has been shown not to compromise
speech intelligibility (Sheffield et al., 2020), emphasizing the
value of considering the two ears as one hearing system,
rather than treating the ears separately. Another approach was
presented by Lambriks et al. (2020). Instead of discarding low
frequencies, they use the possibility of the use of phantom elec-
trodes in the CIs of Advanced Bionics, creating a virtual channel
below the most apical electrode by simultaneous stimulation of
the most apical electrode and a nearby electrode with opposite
polarity. While the center frequencies of the electrode array
are programmed to compensate the interaural frequency mis-
match on an image-based approach, a phantom electrode is
used to represent the discarded low frequencies in the CI ear.

Also the usability of evolutionary algorithms to optimize
the frequency fitting is currently investigated and shows
promising results concerning speech outcome and sound
quality, whereas specific binaural benefits are yet unknown
(Saadoun et al., 2022).

There are hints that bimodal CI users might be tolerant to
small frequency mismatches and that for deep inserted elec-
trodes, a compensation of the frequency dimension alone
might not have a large impact on binaural benefits. With an
average frequency mismatch of 0.15 octaves, Dirks et al.
(2021) were not able to find significant changes in spatial
localization or speech perception in different noise conditions
in SSD-CI users after frequency mismatch compensation.
However, an additional compensation of the remaining mis-
matches (e.g., latency) was not performed but might be nec-
essary due to interdependencies between the different
interaural mismatches.

Compensating the mismatch by shifting the frequency-
to-electrode allocation, it is important to address deactivated
electrodes or neural dead regions as well. It is well known
that the existence of cochlear dead regions can constrain
the benefit of combining acoustic with electric stimulation
(Zhang et al., 2014). In these cases, two different strategies
for mapping frequencies in cochlear dead regions are
known. From a pure tonotopic matching perspective, the
respective frequency region has to be discarded (dropped
frequency mapping). Of course, this may severely impact
speech intelligibility, and a compromise may be to reallo-
cate the frequency band to the neighboring active electrodes
(redistributed frequency mapping). There is no consensus
regarding the impact of either strategy on speech percep-
tion. Some studies reported no significant difference in
speech recognition between the two frequency remapping
strategies (Shannon et al., 2002), others found that after
several hours of training, speech identification could be
considerably improved in the redistributed conditions
(Smith & Faulkner, 2006). The disaccord might be related
to the inaccuracy in finding the cochlear dead regions
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during the fitting session. Won et al. (2015) examined the
influence of different remapping conditions on the spectral
and temporal perception in CI users when different sizes
and patterns of dead regions are present. The study did
not reveal any difference in CNC word recognition.
However, the spectral and temporal modulation-detection
performance varied considerably between the strategies,
suggesting that a trade-off between the spectral and
temporal-envelope sensitivities might be beneficial.
Further studies are required to assess the consequences of
remapping in bimodal or SSD-CI patients.

If the latency of the filter bank of the CI speech proces-
sor is frequency dependent, an inter-dependence of
latency matching and tonotopic matching has to be
expected. This has already been observed in one bilateral
CI user, where it was assumed that a tonotopic mismatch
induced an otherwise absent latency mismatch (Williges
et al., 2018).

Level Mismatch Compensation
When conceiving a bimodal or any type of bilateral fitting,
arguably the first thought is on adjusting the stimulation
level. The most common fitting-goal description in this
respect is “loudness balancing” (Ching et al., 2004;
Francart & McDermott, 2012; Keilmann et al., 2009;
Veugen et al., 2016a; Vroegop et al., 2019). Loudness bal-
ancing is arguably the most plausible goal in the absence
of binaural fusion (see section “level mismatch measure-
ments”). In the desirable case of binaural fusion, there is no
isolated left or right loudness, and the fitting goal is rather
a centralized perception. Note that a left and a right stimulus
that are perceived as equally loud in isolation, do not neces-
sarily result in a centralized percept (Florentine, 1976); see
also section “causes of level mismatch” and “level mismatch
measurements”). Irrespective of whether the goal is loudness
balancing or centralization, achieving either for stimuli with
differing spectra and at unlike overall levels is extremely
complex, if not impossible, and partly ill-defined. This
leads to the fact that a scientific and practical accord on

how to achieve a compensation of the level mismatch has
not yet been met.

On the other hand, reducing an interaural level mismatch
may not be a desired goal in the first place. Especially in the
absence of binaural fusion, there is apparent value in opti-
mizing each device by itself in an attempt to maximize
speech intelligibility (English et al., 2016). In cases of pecu-
liar binaural loudness summation, a comfortable overall
loudness has to be monitored and considered in any level
fitting (Oetting et al., 2016). This is an even more critical
concern in SSD-CI users, where a two-sided level reduction
is not possible, as no control over the acoustic ear is given.
Therefore, adjusting the CI to reach an interaurally balanced
level may lead to a potentially uncomfortably loud percept.
A third optimization strategy is to adjust level settings such
that the two modalities complement each other in terms of
frequency content, i.e. balancing the overall loudness
across frequency bands rather than interaurally (e.g.,
Keilmann et al., 2009). This may be a prudent approach
in bimodal patients with mostly low-frequency acoustic
hearing, where a matched level between electric and an
impaired acoustic hearing may not be possible for the
very low and the very high frequency ranges. Especially
in bimodal listeners that suffer from severe- to profound
hearing loss at high frequencies, the CI dominates in the
high frequencies, while the lowest frequencies are not trans-
mitted. This will lead to a moving perception if a sound
source changes in level or frequency composition.
Without wanting to give the impression that these
approaches are by any means inferior, the focus of this
section is on interaural mismatch compensation. An over-
view of different steps for compensating the level mismatch
is listed in Table 2.

The two most common practices are left- and right-
loudness balancing (e.g., Stakhovskaya & Goupell, 2017)
and centralization (e.g., Litovsky et al., 2012). Both strate-
gies are usually performed using a broadband signal (e.g.,
speech or speech-shaped stimulus) at intermediate levels,
e.g., 70 dB SPL (Magalhães et al., 2021). A commonly
used recommendation is to adjust the overall gain on the

Table 2. Overview of Adjustment Possibilities to Achieve Level Mismatch Compensation.

Findings Adjustment possibilities

Fusion Centralization

No Fusion Loudness Balancing

Loudness Growth Mismatch Adjusting compression ratios

Difference in Dynamic Range

- no to moderate hearing loss

- severe hearing loss

Adjust AGC parameters

- gain control steps

- time constant/knee point

Spectral dependence

- no to moderate hearing loss

- severe hearing loss

Narrow band signals

- Centralization/Loudness Balancing

- Balancing overall level across frequency
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HA (Ching et al., 2004), but adjustments on the CI may be
performed if the acoustic ear provides the best speech intel-
ligibility and one does not want to compromise the corre-
sponding HA settings.

In cases where the patient has a binaurally fused percept,
fitting towards a centralized perception should be favored
(see section “level mismatch measurements”). If the degree
of binaural fusion is unclear, a centralization setup is still pos-
sible and arguably ideal, because even CI users with partial
fusion or without fusion will be able, with the alternative
instruction to match loudness instead of centering the
sound image, to find the level at which both percepts are
equally dominant or equally loud.

Due to different loudness growth between electric and
acoustic hearing, the relative levels necessary to achieve a
balance dependents greatly on the absolute level (Goupell
et al., 2013), and can be expected to also depend on the spec-
trum of the stimulus. The absolute level dependence can be
compensated for by adjusting compression ratios, and the
spectral dependence by using narrow-band signals for
frequency-specific compensation (Francart & McDermott,
2012). Avoiding mismatches in level compression seems to
be crucial for the binaural benefits in congruent talker situa-
tions (Wess & Bernstein, 2019).

Additionally, dynamic aspects of the processing in the
devices and in the auditory system may disrupt the ILD
cues. Matching the parameters of the AGC, including the
time constants and the knee points, can decrease the mis-
match at least in cases of severely impaired hearing at the
acoustic ear (Veugen et al., 2016b). Contrary to that, in sub-
jects with moderate hearing loss at the acoustic ear, Spirrov
et al. (2020) did not find significant differences between
standard and matched AGCs after investigating the effect
of matching the compressors. Instead, they suggested that,
due to differences in dynamic range between CI and HA,
it is necessary to optimize the gain-control step to obtain a
similar loudness on both ears (Spirrov et al., 2018). A differ-
ent take on optimizing the time constants builds on the rela-
tion between the ideal compression speed and the patient’s
short-term memory. Whereas the results of some studies
(Leijon, 2017; Ohlenforst et al., 2016) support such
an assumption, others (Spirrov et al., 2018) could not iden-
tify any influence of short-term memory on bimodal
performance.

Overall, level balancing appears to be one of the most
important and one of the most difficult fitting aspects for
bimodal CI. Much has been done, and much more can be
done in the future.

Clinical Outlook
In the previous sections, we discussed the causes of the inter-
aural mismatches (section “causes of interaural mis-
matches”), mismatch measurement techniques (section
“mismatch measurement techniques”), and compensation

strategies (section “mismatch compensation and side
effects”) for each of the three dimensions level, latency,
and frequency. In section “mismatch compensation and
side effects”, we noted how inter-dependent the three dimen-
sions are, and that a large gap remains between knowing
these strategies and having a comprehensive and practicable
fitting protocol. The goal of the present section is to describe
the various aspects of this knowledge gap and to discuss
some paths that researchers and audiologists follow or may
follow in the future to jointly work towards a clinically fea-
sible bimodal fitting protocol. One focus is to work out the
consequences of the interdependencies for the measurement
order and compensation order. To limit the complexity and
number of different cases, we primarily consider the case
that unilaterally optimal fittings of both HA and CI exist
and that the patients’ acoustic hearing ear is considered the
“better ear”, e.g., with respect to speech understanding. We
make the simplifying assumption that in such a case, level
and frequency mismatches are best compensated for by alter-
ing the CI parameter settings such that the better ear perfor-
mance is not compromised.

In the same vein as in the previous sections, an ideal facil-
ity is envisaged. Practical limitations, such as the availability
of imaging equipment or staff expertise to fit both HA and CI,
play a central role in how a clinic organizes the fitting routine.
Here, we will generally assume a best-case scenario, but are
aware of inevitable constraints, such as the available time per
fitting session, or patients’ ability and willingness to perform
extended listening tasks. We will also point out where the
present reality differs or is expected to differ from the best-
case scenario. Just as above, this section does not address
pediatric fitting or the fitting of patients with severe hearing
loss in the acoustically stimulated ear.

The best-case scenario for the fitting procedure of either
newly or long-term implanted patients is based on the follow-
ing assumptions: (1) The electric and acoustic latency up to
wave V (including the device latency) of a bimodal or
SSD-CI user is already known or confidently estimated
from known device latencies (see section “frequency mis-
match measurements”). (2) A CT image of the inserted elec-
trode array is available, no electrodes are deactivated and no
dead regions are present. (3) It is possible to flexibly change
CI stimulation levels and frequency allocation and to increase
processing latency at either device in a frequency specific
manner (The latter cannot yet be expected in practice).
Apart from optimistically assuming that this technology is
readily available when these lines are read, we follow the pre-
vious sections with typical present-day devices and technol-
ogy in mind, such as the clinically available speech-coding
strategies.

At the end of the fitting procedure, the optimal outcome
would be that the spatial hearing performance of bimodal
users reaches that of their bilateral CI peers (Deep et al.,
2020). The main bimodal and SSD-CI benefits for patients
with relatively good acoustic hearing are sound localization,
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spatial awareness, speaker segregation (e.g., Bernstein et al.,
2016), and an improved listening comfort. As speech under-
standing in quiet and noise is already expected to be rela-
tively good, due to the acoustic hearing, for these patients
the “weaker ear” is expected to primarily improve speech
understanding in cases where the interference is on the side
of the better-hearing ear (Williges et al., 2019). Therefore,
the primary goal of the fitting process described in the follow-
ing is to optimize sound localization and spatial awareness.
Speech intelligibility is addressed by - as far as possible -
retaining the unilaterally optimized fitting of the better ear.
As in the previous sections, there is a subsection for each
of the three fitting dimensions. Here, however, a chronolog-
ical description of the bimodal fitting protocol is implied.
Additionally, there is one subsection on interdependencies
and one highlighting practical implementation issues.

Latency Fitting
Latency compensation is an ideal starting point, because it is
less affected by the other stimulation parameters or mismatch
factors. Evidently, the device on the side with a shorter com-
pound latency should be delayed in a frequency-specific
manner (see Table 1). In the case of a shorter latency at the
acoustic ear, the HA would require a latency increase, but in
hearing aids this option is less likely to be available, which
may influence the choice of HA in favor of a device with
higher latency. Also, for SSD-CI users, a compensation is not
possible with shorter latency at the acoustic ear, so that a

short CI latency – or more precisely a short latency of the
speech processor – is an argument for the choice of device.
At present, latencies differ between CI manufacturers, but not
(or only slightly) within a manufacturer’s device portfolio, so
that this choice would have to be made pre-operatively.

Frequency Fitting
Following the compensation of the latency mismatch, the next
step is to reduce the frequency mismatch (Figure 5) by adjusting
the frequency allocation table based on the CT/X-ray image (see
section “frequency mismatch measurements”).

Apart from our best-case scenario, there might be cases in
which no postoperative image of the inserted electrode is
available. With pitch matching having several disadvantages
and determining the BIC facing several challenges (see
section “frequency mismatch measurements”), the measure-
ment of ITD sensitivity along the electrode array might be
a good alternative, as well as estimating the corresponding
frequency using surgical and technical information (see
section “frequency mismatch measurements”). The latter
might be an option especially for CI users, that struggle
with sensitivity towards ITD. Additionally, it should be
noted, that although not all clinics perform post-operative
CT scans, in most cases at least a post-operative x-ray
image is part of the clinical routine. Therefore, the x-ray
can be a good compromise to perform image-based fitting
if a good quality of the image can be provided.

Figure 5. Decision tree to compensate the frequency mismatch between the electric and acoustic ear (top to bottom).
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Level Fitting
Newly implanted CI users do not initially tolerate high stim-
ulation levels, and their sensitivity to level changes consider-
ably over the first few weeks. It is unlikely that a
time-consuming precision adjustment is in the interest of
either the clinician or the patient, given the fitting’s short
expected life span. Only after completing the acclimatization
phase does it make sense to compensate the level mismatch
between the acoustic and the electric ear, and the existing
fitting can be used as a starting point. We expect that for
the most part, the adjustment will be performed broadband.
An example approach is illustrated in Figure 6. In the case
of a fused sound image, the adjustment should aim for a cen-
tralized perception; otherwise, an equal loudness between left
and right is the goal (see section “level mismatch measure-
ments”). For SSD-CI users, the configuration is obviously

only possible at the CI, while for bimodal CI users, the
best configuration can be obtained when access to the
fitting parameters of both devices is possible. However, as
mentioned above, the case considered in this draft protocol
changes solely the CI parameters.

As a first step, we propose testing whether a frontally pre-
sented, high-level stimulus is perceived as too loud. As little
is known about binaural loudness in bimodal and SSD-CI
users, the possibility exists that the bilateral presentation is far
too loud, despite each unilateral stimulation in isolation being
acceptably loud (Oetting et al., 2016). This case must be dealt
with by uni- or bilateral level reduction, and should be adjusted
first. Then, continuing with this high-level broadband signal, the
level can be adjusted on the CI side until the perception is
balanced (i.e., centralized or equally loud). Once a balance is
reached, the same procedure should be repeated with a
reduced source level. If the percept is now biased to one side,

Figure 6. Decision tree to compensate the loudness mismatch between the electric and acoustic ear (top to bottom). Starting with high

level speech from the front, a reduction of CI or HA level might be necessary in case of an uncomfortable binaural loudness (right loop).

Otherwise the levels are adjusted to receive a central/equal loudness perception (left loop).
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the nonlinear mapping from input level to stimulation level
should be adjusted accordingly. Often this is possible by
means of a power-law or gamma correction, e.g., the maplaw
parameter in the fitting software for MED-EL devices. If this
does not lead to a level-independent, bias-free stimulation,
other level-affecting parameters need to be adjusted (e.g., gain-
control step or AGC parameters; see section “level mismatch
compensation”).

Further fine-tuning of the level parameters is possible by
using a more complex approach, with a frequency-specific
narrowband stimulation. This approach allows for a more
accurate adjustment of the level parameters. However, to
reach the necessary accuracy with frequency-specific mea-
surement techniques, long measurement times are necessary,
which means that such methods are most likely not time-
efficient enough for a clinical setup. Some novel approaches
to overcome this inconvenience while preserving the needed
accuracy - e.g., improving the efficiency of categorical loud-
ness scaling, are currently being examined (e.g., Fultz et al.,
2020). It should, however, be kept in mind that in the narrow-
band approach, for some bimodal CI a centralized or equal-
loudness percept along the entire frequency range might
not be possible, e.g., with the HA dominating at low frequen-
cies and the CI dominating at high frequencies (see section
“level mismatch compensation”). In these cases, an accurate
narrowband tuning of the level parameters is not expected to
be possible and should not be the goal. However, within the
mid-frequency range, there should be a higher chance of
success. A loudness-scaling procedure will give the most
detailed insight about the loudness growth of the HA/NH
ear and the CI. Time-efficient equalization strategies (e.g.,
Francart & McDermott, 2012) are necessary if such detailed
approaches are to be adopted in a clinical protocol.

Interdependencies
Although we have suggested the fitting order: 1) latency, 2)
frequency, 3) level for our best-case scenario, it may be nec-
essary to alternate between the three fitting dimensions or to
iterate through the process for a second time. This is due to
the interdependencies between the dimensions. Latency, for
instance, which we have argued to be least dependent on
the other parameters, nevertheless depends on level in acous-
tic stimulation, but much less so in electric stimulation
(Abbas & Brown, 1988). Similarly, in the case of a given
frequency-specific device latency, an adjustment of the fre-
quency allocation will alter the band-specific latency
match. Other interdependencies as the interdependency
between level and frequency are even more critical and
were discussed in section “mismatch compensation and
side effects”. Particularly noteworthy is the case where the
first round of mismatch compensation improves binaural
fusion. As discussed above (see section “causes of level mis-
match” and “level mismatch measurements”), binaural fusion

may lead to a different level matching (Figure 4) but this
aspect of bimodal fitting has not yet been studied.

Reality Check
In the previous sections (“latency fitting” to “interdependen-
cies”), we assumed a best-case scenario. As the name sug-
gests, this is clearly not a “one fits it all” guideline, but is
rather expected to have various practical limitations.

First, the control of one of the devices may be limited
either by manufacturer constraints or by staff-specific limita-
tions. An example for the former is that not all CIs allow for a
completely custom frequency allocation. An example for the
latter is that HA and CI fitting is often performed in a sequen-
tial manner by two different professionals. Similarly,
whereas each device is typically fitted within its own frame-
work, a combined CI and HA fitting software is arguably the
best approach, but only available for a few combinations of
partner-brand devices (e.g., Holtmann et al., 2020).

The theory behind bimodal fitting laid out in this and other
articles is so complex that even dedicated researchers may
not always be able to fully grasp the complex interplay.
Concentration on some essential components will be inevita-
ble and typical. At this stage, the suggestions presented here
primarily address early adopters, such as research audiolo-
gists in large centers. Knowledge translation to the clinical
routine is then the second step, but needs to be considered
early on (e.g., Moodie et al., 2011). Particularly in the clinical
routine, one has to consider that a center may not be able to
perform certain measurements (e.g., no CT imaging being
part of the clinical protocol or to avoid additional radiation)
or find certain other measurements to be too time consuming.

Outcome Measures
After setting all parameters, it is important to verify if the
fitting improves hearing in tests that reflect real-life. For
newly implanted patients a comparison towards the preoper-
ative results can be achieved. However, it rather displays the
success of a fitting compared to no CI rather than the actual
success of the compensation itself. Nevertheless, it might
give some insights, if further optimization of the fitting
might be necessary and serve as a baseline for longitudinal
improvement or future fittings. In contrast, for long-term CI
users who may have received their first “binaurally optimized
fitting” to compensate for their mismatches, a direct compar-
ison before and after the mismatch compensation is possible
and allows a judgement about successful mismatch reduc-
tion. To allow comparable outcome measurements among
different centers, van de Heyning et al. (2016) worked on a
unified test framework for SSD-CI patients, that could also
be used for bimodal CI users. This test framework includes
speech in noise testing with different spatial configurations.
This allows for comparing different binaural benefits such
as head-shadow and binaural contrast. In addition, a test for
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concurrent speaker segregation might be useful, as improving
source segregation is one of the major motivations to reduce
mismatches. Also, improving binaural fusion due to compen-
sated mismatches is of central importance. Reports on the
benefit of latency compensation (section “latency mismatch
compensation”) by means of localization accuracy
(Angermeier et al., 2021; Zirn et al., 2019) are good exam-
ples of outcome measures. They also highlight the relevance
of acclimatization, which was fortunately fast in their case,
but is possibly longer in case of frequency remapping.
Even the most involved laboratory testing may fall short to
resemble real life. Inferring from patient reports by means
of formal questionnaires is therefore another useful source
of information (e.g. van de Heyning et al., 2016). All these
attempts towards objective outcome measures notwithstand-
ing, the informal patient report interpreted by an experienced
audiologist with some personal knowledge about their
patients auditory and non-auditory attributes is certainly
required to evaluate what the best possible outcome is for
each individual patient.

Conclusions
The complexity of fitting SSD- and bimodal CI patients is
reflected in the length of the present text. Four examples of
conclusions distilled from the literature are:

1. A reduction of interaural mismatch in frequency and
latency improves binaural fusion. Without binaural
fusion the two ears act as two almost independent receiv-
ers. With binaural fusion we expect better localization
and possibly improved masking release but we have to
revisit some concepts such as loudness balancing and
anticipate a more involved fitting process.

2. The three dimensions level, latency, and frequency are
interdependent.

3. A mismatch in one dimension can obliterate the benefits
of matching in other dimensions.

4. Level balancing is not always expected to be possible
such that the patient perceives all frontal sources from
the front.

This sobering summary is part of the reason why an elaborate
bimodal fitting protocol is far from clinical routine. Binaural
fusion is critical in formulating the fitting goal, but often not
considered. With improving device technology, such as
adjustable latency, or a wireless information exchange, and
with more bimodal patients with good acoustic hearing, the
demand for a smart fitting strategy will increase. Fitting
tools are also improving, most notably CT-based imaging,
but the task is not expected to get much easier.
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(2020). Sound externalization: A review of recent research.
Trends in Hearing, 24, 233121652094839. https://doi.org/10.
1177/2331216520948390

Blauert J. (1997). Spatial hearing: The psychophysics of human
sound localization (revised edit). MIT Press.

Boëx C., Baud L., Cosendai G., Sigrist A., Kós M.-I., & Pelizzone
M. (2006). Acoustic to electric pitch comparisons in cochlear
implant subjects with residual hearing. Journal of the
Association for Research in Otolaryngology, 7(2), 110–124.
https://doi.org/10.1007/s10162-005-0027-2

Bramsløw L. (2010). Preferred signal path delay and high-pass
cut-off in open fittings. International Journal of Audiology,
49(9), 634–644. https://doi.org/10.3109/149920210037534
82

Brand T., &HohmannV. (2002). An adaptive procedure for categorical
loudness scaling. The Journal of the Acoustical Society of America,
112(4), 1597–1604. https://doi.org/10.1121/1.1502902

Brown A. D., & Tollin D. J. (2016). Slow temporal integration
enables robust neural coding and perception of a cue to sound
source location. The Journal of Neuroscience, 36(38), 9908–
9921. https://doi.org/10.1523/JNEUROSCI.1421-16.2016

Brown A. D., & Tollin D. J. (2021). Effects of interaural decoher-
ence on sensitivity to interaural level differences across fre-
quency. The Journal of the Acoustical Society of America,
149(6), 4630–4648. https://doi.org/10.1121/10.0005123

Buss E., Dillon M. T., Rooth M. A., King E. R., Deres E. J.,
Buchman C. A., Pillsbury H. C., & Brown K. D. (2018).
Effects of cochlear implantation on binaural hearing in adults
with unilateral hearing loss. Trends in Hearing, 22,
233121651877117. https://doi.org/10.1177/2331216518771173

Canfarotta M. W., Dillon M. T., Buss E., Pillsbury H. C., Brown K.
D., & O’Connell B. P. (2019). Validating a new tablet-based tool
in the determination of cochlear implant angular insertion depth.
Otology & Neurotology, 40(8), 1006–1010. https://doi.org/10.
1097/MAO.0000000000002296

Canfarotta M.W., Dillon M. T., Buss E., Pillsbury H. C., Brown K. D.,
& O’Connell B. P. (2020). Frequency-to-Place mismatch:
Characterizing variability and the influence on speech perception
outcomes in cochlear implant recipients. Ear and Hearing, 41(5),
1349–1361. https://doi.org/10.1097/AUD.0000000000000864

Carlyon R. P., Macherey O., Frijns J. H. M., Axon P. R., Kalkman
R. K., Boyle P., Baguley D. M., Briggs J., Deeks J. M., Briaire J.
J., Barreau X., & Dauman R. (2010). Pitch comparisons between
electrical stimulation of a cochlear implant and acoustic stimuli
presented to a normal-hearing contralateral ear. Journal of the
Association for Research in Otolaryngology, 11(4), 625–640.
https://doi.org/10.1007/s10162-010-0222-7

Chatterjee M., & Zwislocki J. J. (1997). Cochlear mechanisms of
frequency and intensity coding. I. The place code for pitch.
Hearing Research, 111(1–2), 65–75. https://doi.org/10.1016/
S0378-5955(97)00089-0

Ching T. Y. C., Incerti P., & Hill M. (2004). Binaural benefits for
adults who use hearing aids and cochlear implants in opposite
ears. Ear and Hearing, 25(1), 9–21. https://doi.org/10.1097/01.
AUD.0000111261.84611.C8

Cobb K. M., & Stuart A. (2016). Neonate auditory brainstem
responses to CE-chirp and CE-chirp octave band stimuli I:
Versus click and tone burst stimuli. Ear and Hearing, 37(6),
710–723. https://doi.org/10.1097/AUD.0000000000000343

Cohen L. T., Xu J., Xu S. A., & Clark G. M. (1996). Improved and
simplified methods for specifying positions of the electrode
bands of a cochlear implant array. The American Journal of
Otology, 17(6), 859–865.

Dawes P., Munro K. J., Kalluri S., & Edwards B. (2013). Brainstem
processing following unilateral and bilateral hearing-aid amplifi-
cation. Neuroreport, 24(6), 271–275. https://doi.org/10.1097/
WNR.0b013e32835f8b30

Deep N. L., Green J. E., Chen S., Shapiro W. H., McMenomey S. O.,
Thomas Roland J., & Waltzman S. B. (2020). From bimodal
hearing to sequential bilateral cochlear implantation in children-A
within-subject comparison. Otology & Neurotology, 41(6), 767–
774. https://doi.org/10.1097/MAO.0000000000002644

Dietz M., & Ashida G. (2021). Computational models of binaural pro-
cessing. In R. Y. Litovsky, M. J. Goupell, R. R. Fay, & A.

20 Trends in Hearing

https://doi.org/10.1109/EMBC44109.2020.9175933
https://doi.org/10.1109/EMBC44109.2020.9175933
https://doi.org/10.1109/EMBC44109.2020.9175933
https://doi.org/10.3389/fnins.2020.586119
https://doi.org/10.3389/fnins.2020.586119
https://doi.org/10.1007/s10162-004-4027-4
https://doi.org/10.1007/s10162-004-4027-4
https://doi.org/10.1121/1.4979114
https://doi.org/10.1121/1.4979114
https://doi.org/10.1121/1.4979114
https://doi.org/10.1097/AUD.0000000000000438%3E
https://doi.org/10.1097/AUD.0000000000000438%3E
https://doi.org/10.1097/AUD.0000000000000284
https://doi.org/10.1097/AUD.0000000000000284
https://doi.org/10.1523/JNEUROSCI.0359-21.2021
https://doi.org/10.1523/JNEUROSCI.0359-21.2021
https://doi.org/10.1523/JNEUROSCI.0359-21.2021
https://doi.org/10.1097/AUD.0000000000000805
https://doi.org/10.1097/AUD.0000000000000805
https://doi.org/10.1097/AUD.0000000000000805
https://doi.org/10.1177/2331216518765514
https://doi.org/10.1177/2331216518765514
https://doi.org/10.1177/2331216520948390
https://doi.org/10.1177/2331216520948390
https://doi.org/10.1177/2331216520948390
https://doi.org/10.1007/s10162-005-0027-2
https://doi.org/10.1007/s10162-005-0027-2
https://doi.org/10.3109/14992021003753482
https://doi.org/10.3109/14992021003753482
https://doi.org/10.3109/14992021003753482
https://doi.org/10.1121/1.1502902
https://doi.org/10.1121/1.1502902
https://doi.org/10.1523/JNEUROSCI.1421-16.2016
https://doi.org/10.1523/JNEUROSCI.1421-16.2016
https://doi.org/10.1121/10.0005123
https://doi.org/10.1121/10.0005123
https://doi.org/10.1177/2331216518771173
https://doi.org/10.1177/2331216518771173
https://doi.org/10.1097/MAO.0000000000002296
https://doi.org/10.1097/MAO.0000000000002296
https://doi.org/10.1097/MAO.0000000000002296
https://doi.org/10.1097/AUD.0000000000000864
https://doi.org/10.1097/AUD.0000000000000864
https://doi.org/10.1007/s10162-010-0222-7
https://doi.org/10.1007/s10162-010-0222-7
https://doi.org/10.1016/S0378-5955(97)00089-0
https://doi.org/10.1016/S0378-5955(97)00089-0
https://doi.org/10.1016/S0378-5955(97)00089-0
https://doi.org/10.1097/01.AUD.0000111261.84611.C8
https://doi.org/10.1097/01.AUD.0000111261.84611.C8
https://doi.org/10.1097/01.AUD.0000111261.84611.C8
https://doi.org/10.1097/AUD.0000000000000343
https://doi.org/10.1097/AUD.0000000000000343
https://doi.org/10.1097/WNR.0b013e32835f8b30
https://doi.org/10.1097/WNR.0b013e32835f8b30
https://doi.org/10.1097/WNR.0b013e32835f8b30
https://doi.org/10.1097/MAO.0000000000002644
https://doi.org/10.1097/MAO.0000000000002644


N. Popper (Eds.), Springer handbook of auditory research.
Binaural hearing (Vol. 73, pp. 281–315). Springer International
Publishing. https://doi.org/10.1007/978-3-030-57100-9_10

Dieudonné B., & Francart T. (2019). Redundant information is
sometimes more beneficial than spatial information to under-
stand speech in noise. Ear and Hearing, 40(3), 545–554.
https://doi.org/10.1097/AUD.0000000000000660

Dieudonné B., & Francart T. (2020). Speech understanding with bimodal
stimulation is determined by monaural signal to noise ratios: No
binaural cue processing involved. Ear and Hearing, 41(5), 1158–
1171. https://doi.org/10.1097/AUD.0000000000000834

Dirks C. E., Nelson P. B., & Oxenham A. J. (2021). No benefit of
deriving cochlear-implant maps from binaural
temporal-envelope sensitivity for speech perception or spatial
hearing under single-sided deafness. Ear & Hearing, 43(2),
310–322. https://doi.org/10.1097/AUD.0000000000001094

Dirks C. E., Nelson P. B., Sladen D. P., & Oxenham A. J. (2019).
Mechanisms of localization and speech perception with colo-
cated and spatially separated noise and speech maskers under
single-sided deafness with a cochlear implant. Ear and
Hearing, 40(6), 1293–1306. https://doi.org/10.1097/AUD.000
0000000000708

Dirks C. E., Nelson P. B., Winn M. B., & Oxenham A. J. (2020).
Sensitivity to binaural temporal-envelope beats with single-sided
deafness and a cochlear implant as a measure of tonotopic match
(L). The Journal of the Acoustical Society of America, 147(5),
3626–3630. https://doi.org/10.1121/10.0001305

Dorman M. F., Loiselle L. H., Cook S. J., Yost W. A., & Gifford
R. H. (2016). Sound source localization by normal-hearing lis-
teners, hearing-impaired listeners and cochlear implant listeners.
Audiology & Neuro-Otology, 21(3), 127–131. https://doi.org/10.
1159/000444740

Dorman M. F., Zeitler D., Cook S. J., Loiselle L., Yost W. A., Wanna
G. B., &Gifford R. H. (2015). Interaural level difference cues deter-
mine sound source localization by single-sided deaf patients fit with
a cochlear implant. Audiology & Neuro-Otology, 20(3), 183–188.
https://doi.org/10.1159/000375394

Engler M., Digeser F., Jürgens T., & Hoppe U. (2020). Bestimmung
interauraler Zeitdifferenzen bei bimodaler Versorgung [Paper
presentation]. 23rd Annual Conference of the German
Association of Audiology (DGA). Cologne, Germany.
Advance online publication. https://doi.org/10.3205/20dga132

English R., Plant K., Maciejczyk M., & Cowan R. (2016). Fitting
recommendations and clinical benefit associated with use of
the NAL-NL2 hearing-aid prescription in Nucleus cochlear
implant recipients. International Journal of Audiology,
55(Suppl 2), S45–S50. https://doi.org/10.3109/14992027.2015.
1133936

Firszt J. B., Chambers R. D., Kraus And N., & Reeder R. M. (2002).
Neurophysiology of cochlear implant users I: Effects of stimulus
current level and electrode site on the electrical ABR, MLR, and
N1–P2 response. Ear and Hearing, 23(6), 502–515. https://doi.
org/10.1097/00003446-200212000-00002

Fitzgerald M. B., Kan A., & Goupell M. J. (2015). Bilateral loud-
ness balancing and distorted spatial perception in recipients of
bilateral cochlear implants. Ear and Hearing, 36(5), e225–
e236. https://doi.org/10.1097/AUD.0000000000000174

Florentine M. (1976). Relation between lateralization and loudness
in asymmetrical hearing losses. Journal of the American
Audiology Society, 1(6), 243–251.

Francart T., Brokx J., &Wouters J. (2009). Sensitivity to interaural time
differences with combined cochlear implant and acoustic stimula-
tion. Journal of the Association for Research in Otolaryngology,
10(1), 131–141. https://doi.org/10.1007/s10162-008-0145-8

Francart T., & McDermott H. J. (2012). Development of a loudness
normalisation strategy for combined cochlear implant and acous-
tic stimulation. Hearing Research, 294(1–2), 114–124. https://
doi.org/10.1016/j.heares.2012.09.002

Francart T., Wiebe K., & Wesarg T. (2018). Interaural time differ-
ence perception with a cochlear implant and a normal ear.
Journal of the Association for Research in Otolaryngology,
19(6), 703–715. https://doi.org/10.1007/s10162-018-00697-w

Frijns J. H. M., Briaire J. J., & Grote J. J. (2001). The importance of
human cochlear anatomy for the results of modiolus-hugging
multichannel cochlear implants. Otology & Neurotology,
22(3), 340–349. https://doi.org/10.1097/00129492-200105000-
00012

Fultz S. E., Neely S. T., Kopun J. G., & Rasetshwane D. M. (2020).
Maximum expected information approach for improving efficiency
of categorical loudness scaling. Frontiers in Psychology, 11,
578352. https://doi.org/10.3389/fpsyg.2020.578352

Gallant S., Friedmann D. R., Hagiwara M., Roland J. T., Svirsky
M. A., & Jethanamest D. (2019). Comparison of skull radio-
graph and computed tomography measurements of cochlear
implant insertion angles. Otology & Neurotology, 40(3), e298–
e303. https://doi.org/10.1097/MAO.0000000000002121

Gan R. Z., Wood M. W., & Dormer K. J. (2004). Human middle ear
transfer function measured by double laser interferometry
system. Otology & Neurotology, 25(4), 423–435. https://doi.
org/10.1097/00129492-200407000-00005

Gifford R. H., DormanM. F., Sheffield S. W., Teece K., & Olund A.
P. (2014). Availability of binaural cues for bilateral implant
recipients and bimodal listeners with and without preserved
hearing in the implanted ear. Audiology & Neuro-Otology,
19(1), 57–71. https://doi.org/10.1159/000355700

Goupell M. J., Stakhovskaya O. A., & Bernstein J. G. W. (2018).
Contralateral interference caused by binaurally presented com-
peting speech in adult bilateral cochlear-implant users. Ear
and Hearing, 39(1), 110–123. https://doi.org/10.1097/AUD.
0000000000000470

Goupell M. J., Stoelb C., Kan A., & Litovsky R. Y. (2013). Effect of
mismatched place-of-stimulation on the salience of binaural cues
in conditions that simulate bilateral cochlear-implant listening.
The Journal of the Acoustical Society of America, 133(4),
2272–2287. https://doi.org/10.1121/1.4792936

Greenwood D. D. (1990). A cochlear frequency-position function
for several species--29 years later. The Journal of the
Acoustical Society of America, 87(6), 2592–2605. https://doi.
org/10.1121/1.399052

Hohmann V. (2008). Signal processing in hearing aids. In
D. Havelock, S. Kuwano, & M. Vorländer (Eds.), Handbook
of signal processing in acoustics (pp. 205–212). Springer
New York. https://doi.org/10.1007/978-0-387-30441-0_14

Holtmann L. C., Janosi A., Bagus H., Scholz T., Lang S.,
Arweiler-Harbeck D., & Hans S. (2020). Aligning hearing aid
and cochlear implant improves hearing outcome in bimodal
cochlear implant users. Otology & Neurotology, 41(10), 1350–
1356. https://doi.org/10.1097/MAO.0000000000002796

Hoppe U., Rosanowski F., Iro H., & Eysholdt U. (2001). Loudness
perception and late auditory evoked potentials in adult cochlear

Pieper et al. 21

https://doi.org/https://doi.org/10.1007/978-3-030-57100-9_10
https://doi.org/https://doi.org/10.1007/978-3-030-57100-9_10
https://doi.org/https://doi.org/10.1007/978-3-030-57100-9_10
https://doi.org/https://doi.org/10.1007/978-3-030-57100-9_10
https://doi.org/https://doi.org/10.1007/978-3-030-57100-9_10
https://doi.org/https://doi.org/10.1007/978-3-030-57100-9_10
https://doi.org/10.1097/AUD.0000000000000660
https://doi.org/10.1097/AUD.0000000000000660
https://doi.org/10.1097/AUD.0000000000000834
https://doi.org/10.1097/AUD.0000000000000834
https://doi.org/10.1097/AUD.0000000000001094
https://doi.org/10.1097/AUD.0000000000001094
https://doi.org/10.1097/AUD.0000000000000708
https://doi.org/10.1097/AUD.0000000000000708
https://doi.org/10.1097/AUD.0000000000000708
https://doi.org/10.1121/10.0001305
https://doi.org/10.1121/10.0001305
https://doi.org/10.1159/000444740
https://doi.org/10.1159/000444740
https://doi.org/10.1159/000444740
https://doi.org/10.1159/000375394
https://doi.org/10.1159/000375394
https://doi.org/https://doi.org/10.3205/20dga132
https://doi.org/https://doi.org/10.3205/20dga132
https://doi.org/10.3109/14992027.2015.1133936
https://doi.org/10.3109/14992027.2015.1133936
https://doi.org/10.3109/14992027.2015.1133936
https://doi.org/10.1097/00003446-200212000-00002
https://doi.org/10.1097/00003446-200212000-00002
https://doi.org/10.1097/00003446-200212000-00002
https://doi.org/10.1097/AUD.0000000000000174
https://doi.org/10.1097/AUD.0000000000000174
https://doi.org/10.1007/s10162-008-0145-8
https://doi.org/10.1007/s10162-008-0145-8
https://doi.org/10.1016/j.heares.2012.09.002
https://doi.org/10.1016/j.heares.2012.09.002
https://doi.org/10.1016/j.heares.2012.09.002
https://doi.org/10.1007/s10162-018-00697-w
https://doi.org/10.1007/s10162-018-00697-w
https://doi.org/10.1097/00129492-200105000-00012
https://doi.org/10.1097/00129492-200105000-00012
https://doi.org/10.1097/00129492-200105000-00012
https://doi.org/10.3389/fpsyg.2020.578352
https://doi.org/10.3389/fpsyg.2020.578352
https://doi.org/10.1097/MAO.0000000000002121
https://doi.org/10.1097/MAO.0000000000002121
https://doi.org/10.1097/00129492-200407000-00005
https://doi.org/10.1097/00129492-200407000-00005
https://doi.org/10.1097/00129492-200407000-00005
https://doi.org/10.1159/000355700
https://doi.org/10.1159/000355700
https://doi.org/10.1097/AUD.0000000000000470
https://doi.org/10.1097/AUD.0000000000000470
https://doi.org/10.1097/AUD.0000000000000470
https://doi.org/10.1121/1.4792936
https://doi.org/10.1121/1.4792936
https://doi.org/10.1121/1.399052
https://doi.org/10.1121/1.399052
https://doi.org/10.1121/1.399052
https://doi.org/https://doi.org/10.1007/978-0-387-30441-0_14
https://doi.org/https://doi.org/10.1007/978-0-387-30441-0_14
https://doi.org/https://doi.org/10.1007/978-0-387-30441-0_14
https://doi.org/https://doi.org/10.1007/978-0-387-30441-0_14
https://doi.org/https://doi.org/10.1007/978-0-387-30441-0_14
https://doi.org/https://doi.org/10.1007/978-0-387-30441-0_14
https://doi.org/10.1097/MAO.0000000000002796
https://doi.org/10.1097/MAO.0000000000002796


implant users. Scandinavian Audiology, 30(2), 119–125. https://
doi.org/10.1080/010503901300112239

Hu H., & Dietz M. (2015). Comparison of interaural electrode pairing
methods for bilateral cochlear implants. Trends in Hearing, 19,
233121651561714. https://doi.org/10.1177/2331216515617143

Hu H., Kollmeier B., & Dietz M. (2015). Reduction of stimulation
coherent artifacts in electrically evoked auditory brainstem
responses. Biomedical Signal Processing and Control, 21, 74–
81. https://doi.org/10.1016/j.bspc.2015.05.015

Huet A., Batrel C., Wang J., Desmadryl G., Nouvian R., Puel J. L.,
& Bourien J. (2019). Sound coding in the auditory nerve: From
single fiber activity to cochlear mass potentials in gerbils.
Neuroscience, 407, 83–92. https://doi.org/10.1016/j.
neuroscience.2018.10.010

Jensen K. K., Cosentino S., Bernstein J. G. W., Stakhovskaya O. A.,
& Goupell M. J. (2021). A comparison of place-pitch-based
interaural electrode matching methods for bilateral cochlear-
implant users. Trends in Hearing, 25, 233121652199732.
https://doi.org/10.1177/2331216521997324

Joris P. X. (2019). Neural binaural sensitivity at high sound speeds:
Single cell responses in cat midbrain to fast-changing interaural
time differences of broadband sounds. The Journal of the
Acoustical Society of America, 145(1), EL45–EL51. https://doi.
org/10.1121/1.5087524

Joris P. X., Smith P. H., & Yin T. C. T. (1998). Coincidence detec-
tion in the auditory system. Neuron, 21(6), 1235–1238. https://
doi.org/10.1016/s0896-6273(00)80643-1

Joris P. X., van de Sande B., Louage D. H., & van der Heijden M.
(2006). Binaural and cochlear disparities. Proceedings of the
National Academy of Sciences of the United States of America,
103(34), 12917–12922. https://doi.org/10.1073/pnas.0601396103

Joris P. X., & Yin T. C. (1995). Envelope coding in the lateral supe-
rior olive. I. Sensitivity to interaural time differences. Journal of
Neurophysiology, 73(3), 1043–1062. https://doi.org/10.1152/jn.
1995.73.3.1043

Kan A., Stoelb C., Litovsky R. Y., & Goupell M. J. (2013). Effect of
mismatched place-of-stimulation on binaural fusion and lateral-
ization in bilateral cochlear-implant users. The Journal of the
Acoustical Society of America, 134(4), 2923–2936. https://doi.
org/10.1121/1.4820889

Keilmann A. M., Bohnert A. M., Gosepath J., & MannW. J. (2009).
Cochlear implant and hearing aid: A new approach to optimizing
the fitting in this bimodal situation. European Archives of
Oto-Rhino-Laryngology, 266(12), 1879–1884. https://doi.org/
10.1007/s00405-009-0993-9

Kirberger R. M. (1999). Radiograph quality evaluation for exposure
variables--a review. Veterinary Radiology & Ultrasound, 40(3),
220–226. https://doi.org/10.1111/j.1740-8261.1999.tb00352.x

Kirby B., Brown C. J., Abbas P. J., Etler C., & O’Brien S. (2012).
Relationships between electrically evoked potentials and loudness
growth in bilateral cochlear implant users. Ear and Hearing,
33(3), 389–398. https://doi.org/10.1097/aud.0b013e318239adb8

Körtje M., Baumann U., & Weissgerber T. (2021). Impact of pro-
cessing latency induced interaural delay on ILD sensitivity in
CI users [Paper presentation]. 20th Conference on Implantable
Auditory Prosthesis, Lake Tahoe, CA.

Laback B., Egger K., & Majdak P. (2015). Perception and coding of
interaural time differences with bilateral cochlear implants.
Hearing Research, 322, 138–150. https://doi.org/10.1016/j.
heares.2014.10.004

Laback B., Pok S.-M., Baumgartner W.-D., Deutsch W. A., &
Schmid K. (2004). Sensitivity to interaural level and envelope
time differences of two bilateral cochlear implant listeners
using clinical sound processors. Ear and Hearing, 25(5), 488–
500. https://doi.org/10.1097/01.aud.0000145124.85517.e8

Lambriks L. J. G., van Hoof M., Debruyne J. A., Janssen M.,
Chalupper J., van der Heijden K. A., Hof J. R., Hellingman
C. A., George E. L. J., & Devocht E. M. J. (2020). Evaluating
hearing performance with cochlear implants within the same
patient using daily randomization and imaging-based fitting -
The ELEPHANT study. Trials, 21(1), 564. https://doi.org/10.
1186/s13063-020-04469-x

Landsberger D. M., Svrakic M., Roland J. T., & Svirsky M. A.
(2015). The relationship between insertion angles, default fre-
quency allocations, and spiral ganglion place pitch in cochlear
implants. Ear and Hearing, 36(5), e207–e213. https://doi.org/
10.1097/AUD.0000000000000163

Laumen G., Ferber A. T., Klump G. M., & Tollin D. J. (2016). The
physiological basis and clinical use of the binaural interaction
component of the auditory brainstem response. Ear and
Hearing, 37(5), e276–e290. https://doi.org/10.1097/AUD.
0000000000000301

Lazard D. S., Marozeau J., & McDermott H. J. (2012). The sound
sensation of apical electric stimulation in cochlear implant recip-
ients with contralateral residual hearing. PloS One, 7(6), e38687.
https://doi.org/10.1371/journal.pone.0038687

Leijon A. (2017). Comment on Ohlenforst, et al. (2016) exploring
the relationship between working memory, compressor speed,
and background noise characteristics, Ear Hear 37, 137–143.
Ear and Hearing, 38(5), 643–644. https://doi.org/10.1097/
AUD.0000000000000439

Levine R. A. (1981). Binaural interaction in brainstem potentials of
human subjects. Annals of Neurology, 9(4), 384–393. https://doi.
org/10.1002/ana.410090412

Litovsky R. Y., Colburn H. S., Yost W. A., & Guzman S. J. (1999).
The precedence effect. The Journal of the Acoustical Society of
America, 106(4), 1633–1654. https://doi.org/10.1121/1.427914

Litovsky R. Y., Goupell M. J., Godar S., Grieco-Calub T., Jones
G. L., Garadat S. N., Agrawal S., Kan A., Todd A., Hess C.,
& Misurelli S. (2012). Studies on bilateral cochlear implants at
the University of Wisconsin’s Binaural Hearing and Speech
Laboratory. Journal of the American Academy of Audiology,
23(6), 476–494. https://doi.org/10.3766/jaaa.23.6.9

Magalhães A. T. M., Carvalho A., Tsuji R. K., Bento R. F., &
Goffi-Gomez M. V. S. (2021). Balancing the loudness in
speech processors and contralateral hearing aids in users of uni-
lateral cochlear implants. International Archives of
Otorhinolaryngology, 25(2), e235–e241. https://doi.org/10.
1055/s-0040-1712482

Mahalakshmi P., & Reddy M. R. (2010). Signal analysis by using FIR
filter banks in cochlear implant prostheses. In 2010 International
conference on systems in medicine and biology (pp. 253–258).
IEEE. https://doi.org/10.1109/ICSMB.2010.5735382

McDermott H. J., McKay C. M., Richardson L. M., & Henshall K.
R. (2003). Application of loudness models to sound processing
for cochlear implants. The Journal of the Acoustical Society of
America, 114(4), 2190–2197. https://doi.org/10.1121/1.1612488

Mertens G., van Rompaey V., van de Heyning P., Gorris E., &
Topsakal V. (2020). Prediction of the Cochlear implant electrode
insertion depth: Clinical applicability of two analytical cochlear

22 Trends in Hearing

https://doi.org/10.1080/010503901300112239
https://doi.org/10.1080/010503901300112239
https://doi.org/10.1080/010503901300112239
https://doi.org/10.1177/2331216515617143
https://doi.org/10.1177/2331216515617143
https://doi.org/10.1016/j.bspc.2015.05.015
https://doi.org/10.1016/j.bspc.2015.05.015
https://doi.org/10.1016/j.neuroscience.2018.10.010
https://doi.org/10.1016/j.neuroscience.2018.10.010
https://doi.org/10.1016/j.neuroscience.2018.10.010
https://doi.org/10.1177/2331216521997324
https://doi.org/10.1177/2331216521997324
https://doi.org/10.1121/1.5087524
https://doi.org/10.1121/1.5087524
https://doi.org/10.1121/1.5087524
https://doi.org/10.1016/s0896-6273(00)80643-1
https://doi.org/10.1016/s0896-6273(00)80643-1
https://doi.org/10.1016/s0896-6273(00)80643-1
https://doi.org/10.1073/pnas.0601396103
https://doi.org/10.1073/pnas.0601396103
https://doi.org/10.1152/jn.1995.73.3.1043
https://doi.org/10.1152/jn.1995.73.3.1043
https://doi.org/10.1152/jn.1995.73.3.1043
https://doi.org/10.1121/1.4820889
https://doi.org/10.1121/1.4820889
https://doi.org/10.1121/1.4820889
https://doi.org/10.1007/s00405-009-0993-9
https://doi.org/10.1007/s00405-009-0993-9
https://doi.org/10.1007/s00405-009-0993-9
https://doi.org/10.1111/j.1740-8261.1999.tb00352.x
https://doi.org/10.1111/j.1740-8261.1999.tb00352.x
https://doi.org/10.1097/aud.0b013e318239adb8
https://doi.org/10.1097/aud.0b013e318239adb8
https://doi.org/10.1016/j.heares.2014.10.004
https://doi.org/10.1016/j.heares.2014.10.004
https://doi.org/10.1016/j.heares.2014.10.004
https://doi.org/10.1097/01.aud.0000145124.85517.e8
https://doi.org/10.1097/01.aud.0000145124.85517.e8
https://doi.org/10.1186/s13063-020-04469-x
https://doi.org/10.1186/s13063-020-04469-x
https://doi.org/10.1186/s13063-020-04469-x
https://doi.org/10.1097/AUD.0000000000000163
https://doi.org/10.1097/AUD.0000000000000163
https://doi.org/10.1097/AUD.0000000000000163
https://doi.org/10.1097/AUD.0000000000000301
https://doi.org/10.1097/AUD.0000000000000301
https://doi.org/10.1097/AUD.0000000000000301
https://doi.org/10.1371/journal.pone.0038687
https://doi.org/10.1371/journal.pone.0038687
https://doi.org/10.1097/AUD.0000000000000439
https://doi.org/10.1097/AUD.0000000000000439
https://doi.org/10.1097/AUD.0000000000000439
https://doi.org/10.1002/ana.410090412
https://doi.org/10.1002/ana.410090412
https://doi.org/10.1002/ana.410090412
https://doi.org/10.1121/1.427914
https://doi.org/10.1121/1.427914
https://doi.org/10.3766/jaaa.23.6.9
https://doi.org/10.3766/jaaa.23.6.9
https://doi.org/10.1055/s-0040-1712482
https://doi.org/10.1055/s-0040-1712482
https://doi.org/10.1055/s-0040-1712482
https://doi.org/10.1109/ICSMB.2010.5735382
https://doi.org/10.1109/ICSMB.2010.5735382
https://doi.org/10.1121/1.1612488
https://doi.org/10.1121/1.1612488


models. Scientific Reports, 10(1), 3340. https://doi.org/10.1038/
s41598-020-58648-6

Miller C. A., Abbas P. J., Robinson B. K., Nourski K. V., Zhang F., &
Jeng F.-C. (2006). Electrical excitation of the acoustically sensitive
auditory nerve: Single-fiber responses to electric pulse trains.
Journal of the Association for Research in Otolaryngology, 7(3),
195–210. https://doi.org/10.1007/s10162-006-0036-9

Mills A. W. (1958). On the Minimum Audible Angle. The Journal
of the Acoustical Society of America, 30(4), 237–246. https://doi.
org/10.1121/1.1909553

Moodie S. T., Kothari A., Bagatto M. P., Seewald R., Miller L. T., &
Scollie S. D. (2011). Knowledge translation in audiology:
Promoting the clinical application of best evidence. Trends in
Amplification, 15(1), 5–22. https://doi.org/10.1177/1084713811
420740

Neely S. T., Norton S. J., Gorga M. P., & Jesteadt W. (1988).
Latency of auditory brain-stem responses and otoacoustic emis-
sions using tone-burst stimuli. The Journal of the Acoustical
Society of America, 83(2), 652–656. https://doi.org/10.1121/1.
396542

Nuetzel J. M., & Hafter E. R. (1976). Lateralization of complex
waveforms: Effects of fine structure, amplitude, and duration.
The Journal of the Acoustical Society of America, 60(6),
1339–1346. https://doi.org/10.1121/1.381227

Nuetzel J. M., & Hafter E. R. (1981). Discrimination of interaural
delays in complex waveforms: Spectral effects. The Journal of
the Acoustical Society of America, 69(4), 1112–1118. https://
doi.org/10.1121/1.385690

Oetting D., Hohmann V., Appell J.-E., Kollmeier B., & Ewert S. D.
(2016). Spectral and binaural loudness summation for
hearing-impaired listeners. Hearing Research, 335, 179–192.
https://doi.org/10.1016/j.heares.2016.03.010

Ohlenforst B., Souza P. E., & MacDonald E. N. (2016). Exploring
the relationship between working memory, compressor speed,
and background noise characteristics. Ear and Hearing, 37(2),
137–143. https://doi.org/10.1097/AUD.0000000000000240

Pastore M. T., Pulling K. R., Chen C., Yost W. A., & Dorman M. F.
(2021). Effects of bilateral automatic gain control synchroniza-
tion in Cochlear implants with and without head movements:
Sound source localization in the Frontal Hemifield. Journal of
Speech, Language, and Hearing Research, 64(7), 2811–2824.
https://doi.org/10.1044/2021_JSLHR-20-00493

Polonenko M. J., Papsin B. C., & Gordon K. A. (2015). The effects
of asymmetric hearing on bilateral brainstem function: Findings
in children with bimodal (electric and acoustic) hearing.
Audiology & Neuro-Otology, 20(Suppl 1), 13–20. https://doi.
org/10.1159/000380743

Poon B. B., Eddington D. K., Noel V., & Colburn H. S. (2009).
Sensitivity to interaural time difference with bilateral cochlear
implants: Development over time and effect of interaural elec-
trode spacing. The Journal of the Acoustical Society of
America, 126(2), 806–815. https://doi.org/10.1121/1.3158821

Reiss L. A. J., Ito R. A., Eggleston J. L., Liao S., Becker J. J., Lakin
C. E., Warren F. M., & McMenomey S. O. (2015). Pitch adap-
tation patterns in bimodal cochlear implant users: Over time and
after experience. Ear and Hearing, 36(2), e23–e34. https://doi.
org/10.1097/AUD.0000000000000114

Reiss L. A. J., Lowder M. W., Karsten S. A., Turner C. W., & Gantz
B. J. (2011). Effects of extreme tonotopic mismatches between
bilateral cochlear implants on electric pitch perception: A case

study. Ear and Hearing, 32(4), 536–540. https://doi.org/10.
1097/AUD.0b013e31820c81b0

Rodrigues G. R. I., Ramos N., & Lewis D. R. (2013). Comparing
auditory brainstem responses (ABRs) to toneburst and narrow
band CE-chirp in young infants. International Journal of
Pediatric Otorhinolaryngology, 77(9), 1555–1560. https://doi.
org/10.1016/j.ijporl.2013.07.003

Ruggero M. A., & Temchin A. N. (2007). Similarity of traveling-
wave delays in the hearing organs of humans and other tetrapods.
Journal of the Association for Research in Otolaryngology, 8(2),
153–166. https://doi.org/10.1007/s10162-007-0081-z

Ruggero M. A., Temchin A. N., Fan Y.-H., Cai H., & Robles L.
(2007). Boost of transmission at the pedicle of the incus in the
chinchilla middle ear. In A. Huber, & A. Eiber (Eds.), Middle
ear mechanics in research and otology (pp. 154–157). World
Scientific. https://doi.org/10.1142/9789812708694_0020

Saadoun A., Schein A., Péan V., Legrand P., Aho Glélé L. S., &
Bozorg Grayeli A. (2022). Frequency fitting optimization
using evolutionary algorithm in cochlear implant users with
bimodal binaural hearing. Brain Sciences, 12(2), 253. https://
doi.org/10.3390/brainsci12020253

Sagi E., Azadpour M., Neukam J., Capach N. H., & Svirsky M. A.
(2021). Reducing interaural tonotopic mismatch preserves
binaural unmasking in cochlear implant simulations of single-
sided deafness. The Journal of the Acoustical Society of
America, 150(4), 2316–2326. https://doi.org/10.1121/10.0006446

Sagi E., & Svirsky M. A. (2021). A possible level correction to the
cochlear frequency-to-place map: Implications for cochlear
implants. 20th Conference on Implantable Auditory Prosthesis,
Lake Tahoe, CA.

Sammeth C. A., Greene N. T., Brown A. D., & Tollin D. J. (2020).
Normative study of the binaural interaction component of the
human auditory brainstem response as a function of interaural
time differences. Ear and Hearing, 42(3), 629–643. https://doi.
org/10.1097/AUD.0000000000000964

Schatzer R., Vermeire K., Visser D., Krenmayr A., Kals M.,
Voormolen M., van de Heyning P., & Zierhofer C. (2014).
Electric-acoustic pitch comparisons in single-sided-deaf
cochlear implant users: Frequency-place functions and rate
pitch. Hearing Research, 309, 26–35. https://doi.org/10.1016/j.
heares.2013.11.003

Seebacher J., Franke-Trieger A., Weichbold V., Zorowka P., &
Stephan K. (2019). Improved interaural timing of acoustic
nerve stimulation affects sound localization in single-sided
deaf cochlear implant users. Hearing Research, 371, 19–27.
https://doi.org/10.1016/j.heares.2018.10.015

Seeber B. U., & Fastl H. (2008). Localization cues with bilateral
cochlear implants. The Journal of the Acoustical Society of
America, 123(2), 1030–1042. https://doi.org/10.1121/1.2821965

Seyyedi M., Herrmann B. S., Eddington D. K., & Nadol J. B.
(2013). The pathologic basis of facial nerve stimulation in oto-
sclerosis and multi-channel cochlear implantation. Otology &
Neurotology, 34(9), 1603–1609. https://doi.org/10.1097/MAO.
0b013e3182979398

Shannon R. V., Galvin J. J., & Baskent D. (2002). Holes in hearing.
Journal of the Association for Research in Otolaryngology, 3(2),
185–199. https://doi.org/10.1007/s101620020021

Sheffield S. W., Goupell M. J., Spencer N. J., Stakhovskaya O. A.,
& Bernstein J. G. W. (2020). Binaural optimization of cochlear
implants: Discarding frequency content without sacrificing head-

Pieper et al. 23

https://doi.org/10.1038/s41598-020-58648-6
https://doi.org/10.1038/s41598-020-58648-6
https://doi.org/10.1038/s41598-020-58648-6
https://doi.org/10.1007/s10162-006-0036-9
https://doi.org/10.1007/s10162-006-0036-9
https://doi.org/10.1121/1.1909553
https://doi.org/10.1121/1.1909553
https://doi.org/10.1121/1.1909553
https://doi.org/10.1177/1084713811420740
https://doi.org/10.1177/1084713811420740
https://doi.org/10.1177/1084713811420740
https://doi.org/10.1121/1.396542
https://doi.org/10.1121/1.396542
https://doi.org/10.1121/1.396542
https://doi.org/10.1121/1.381227
https://doi.org/10.1121/1.381227
https://doi.org/10.1121/1.385690
https://doi.org/10.1121/1.385690
https://doi.org/10.1121/1.385690
https://doi.org/10.1016/j.heares.2016.03.010
https://doi.org/10.1016/j.heares.2016.03.010
https://doi.org/10.1097/AUD.0000000000000240
https://doi.org/10.1097/AUD.0000000000000240
https://doi.org/10.1044/2021_JSLHR-20-00493
https://doi.org/10.1044/2021_JSLHR-20-00493
https://doi.org/10.1159/000380743
https://doi.org/10.1159/000380743
https://doi.org/10.1159/000380743
https://doi.org/10.1121/1.3158821
https://doi.org/10.1121/1.3158821
https://doi.org/10.1097/AUD.0000000000000114
https://doi.org/10.1097/AUD.0000000000000114
https://doi.org/10.1097/AUD.0000000000000114
https://doi.org/10.1097/AUD.0b013e31820c81b0
https://doi.org/10.1097/AUD.0b013e31820c81b0
https://doi.org/10.1097/AUD.0b013e31820c81b0
https://doi.org/10.1016/j.ijporl.2013.07.003
https://doi.org/10.1016/j.ijporl.2013.07.003
https://doi.org/10.1016/j.ijporl.2013.07.003
https://doi.org/10.1007/s10162-007-0081-z
https://doi.org/10.1007/s10162-007-0081-z
https://doi.org/https://doi.org/10.1142/9789812708694_0020
https://doi.org/https://doi.org/10.1142/9789812708694_0020
https://doi.org/10.3390/brainsci12020253
https://doi.org/10.3390/brainsci12020253
https://doi.org/10.3390/brainsci12020253
https://doi.org/10.1121/10.0006446
https://doi.org/10.1121/10.0006446
https://doi.org/10.1097/AUD.0000000000000964
https://doi.org/10.1097/AUD.0000000000000964
https://doi.org/10.1097/AUD.0000000000000964
https://doi.org/10.1016/j.heares.2013.11.003
https://doi.org/10.1016/j.heares.2013.11.003
https://doi.org/10.1016/j.heares.2013.11.003
https://doi.org/10.1016/j.heares.2018.10.015
https://doi.org/10.1016/j.heares.2018.10.015
https://doi.org/10.1121/1.2821965
https://doi.org/10.1121/1.2821965
https://doi.org/10.1097/MAO.0b013e3182979398
https://doi.org/10.1097/MAO.0b013e3182979398
https://doi.org/10.1097/MAO.0b013e3182979398
https://doi.org/10.1007/s101620020021
https://doi.org/10.1007/s101620020021


shadow benefit. Ear and Hearing, 41(3), 576–590. https://doi.
org/10.1097/AUD.0000000000000784

Shub D. E., Durlach N. I., & Colburn H. S. (2008). Monaural level
discrimination under dichotic conditions. The Journal of the
Acoustical Society of America, 123(6), 4421–4433. https://doi.
org/10.1121/1.2912828

Smith M. W., & Faulkner A. (2006). Perceptual adaptation by nor-
mally hearing listeners to a simulated “hole” in hearing. The
Journal of the Acoustical Society of America, 120(6), 4019–
4030. https://doi.org/10.1121/1.2359235

Smith Z. M., & Delgutte B. (2007). Using evoked potentials to
match interaural electrode pairs with bilateral cochlear implants.
Journal of the Association for Research in Otolaryngology, 8(1),
134–151. https://doi.org/10.1007/s10162-006-0069-0

Smullen J. L., Polak M., Hodges A. V., Payne S. B., King J. E.,
Telischi F. F., & Balkany T. J. (2005). Facial nerve stimulation
after cochlear implantation. The Laryngoscope, 115(6), 977–
982. https://doi.org/10.1097/01.MLG.0000163100.37713.C6

Sockalingam R., Holmberg M., Eneroth K., & Shulte M. (2009).
Binaural hearing aid communication shown to improve sound
quality and localization. The Hearing Journal, 62(10), 46–47.
https://doi.org/10.1097/01.HJ.0000361850.27208.35

Spirrov D., Kludt E., Verschueren E., Büchner A., & Francart T.
(2020). Effect of (Mis)Matched compression speed on speech
recognition in bimodal listeners. Trends in Hearing, 24,
233121652094897. https://doi.org/10.1177/23312165209489
74

Spirrov D., van Dijk B., & Francart T. (2018). Optimal gain control
step sizes for bimodal stimulation. International Journal of
Audiology, 57(3), 184–193. https://doi.org/10.1080/14992027.
2017.1403655

Staisloff H. E., & Aronoff J. M. (2021). Comparing methods for
pairing electrodes across ears with Cochlear implants. Ear and
Hearing. Advance online publication. https://doi.org/10.1097/
AUD.0000000000001006

Stakhovskaya O. A., & Goupell M. J. (2017). Lateralization of inter-
aural level differences with multiple electrode stimulation in
bilateral cochlear-implant listeners. Ear and Hearing, 38(1),
e22–e38. https://doi.org/10.1097/AUD.0000000000000360

Stakhovskaya O. A., Sridhar D., Bonham B. H., & Leake P. A.
(2007). Frequency map for the human cochlear spiral ganglion:
Implications for cochlear implants. Journal of the Association
for Research in Otolaryngology, 8(2), 220–233. https://doi.org/
10.1007/s10162-007-0076-9

Tabibi S., Kegel A., Lai W. K., & Dillier N. (2017). Investigating
the use of a Gammatone filterbank for a cochlear implant
coding strategy. Journal of Neuroscience Methods, 277, 63–
74. https://doi.org/10.1016/j.jneumeth.2016.12.004

Temchin A. N., Recio-Spinoso A., van Dijk P., & Ruggero M. A.
(2005). Wiener Kernels of chinchilla auditory-nerve fibers:
Verification using responses to tones, clicks, and noise and com-
parison with basilar-membrane vibrations. Journal of
Neurophysiology, 93(6), 3635–3648. https://doi.org/10.1152/jn.
00885.2004

Thavam S., & Dietz M. (2019). Smallest perceivable interaural time
differences. The Journal of the Acoustical Society of America,
145(1), 458–468. https://doi.org/10.1121/1.5087566

Vaerenberg B., Govaerts P. J., Stainsby T., Nopp P., Gault A., &
Gnansia D. (2014). A uniform graphical representation of inten-
sity coding in current-generation cochlear implant systems. Ear

and Hearing, 35(5), 533–543. https://doi.org/10.1097/AUD.
0000000000000039

van de Heyning P., Távora-Vieira D., Mertens G., van Rompaey V.,
Rajan G. P., Müller J., Hempel J. M., Leander D., Polterauer D.,
Marx M., Usami S.-I., Kitoh R., Miyagawa M., Moteki H.,
Smilsky K., Baumgartner W.-D., Keintzel T. G., Sprinzl G.
M., & Wolf-Magele A., … Zernotti M. E. (2016). Towards a
unified testing framework for single-sided deafness studies: A
consensus paper. Audiology & Neuro-Otology, 21(6), 391–
398. https://doi.org/10.1159/000455058

van Eeckhoutte M., Spirrov D., Wouters J., & Francart T. (2018).
Objective binaural loudness balancing based on 40-Hz auditory
steady-state responses. Part II: Asymmetric and bimodal hearing.
Trends in Hearing, 22, 233121651880536. https://doi.org/10.
1177/2331216518805363

Van Hoesel R., Ramsden R., & Odriscoll M. (2002).
Sound-direction identification, interaural time delay discrimina-
tion, and speech intelligibility advantages in noise for a bilateral
cochlear implant user. Ear and Hearing, 23(2), 137–149. https://
doi.org/10.1097/00003446-200204000-00006

Verhulst S., Jagadeesh A., Mauermann M., & Ernst F. (2016).
Individual differences in auditory brainstem response wave char-
acteristics: Relations to different aspects of peripheral hearing
loss. Trends in Hearing, 20, 233121651667218. https://doi.org/
10.1177/2331216516672186

Veugen L. C. E., Chalupper J., Snik A. F. M., van Opstal A. J., &Mens
L. H. M. (2016a). Frequency-dependent loudness balancing in
bimodal cochlear implant users. Acta Oto-Laryngologica, 136(8),
775–781. https://doi.org/10.3109/00016489.2016.1155233

Veugen L. C. E., Chalupper J., Snik A. F. M., van Opstal A. J., &Mens
L. H. M. (2016b). Matching automatic gain control across devices
in bimodal cochlear implant users. Ear and Hearing, 37(3), 260–
270. https://doi.org/10.1097/AUD.0000000000000260

Vroegop J. L., Dingemanse J. G., van der Schroeff M. P., &
Goedegebure A. (2019). Comparing the effect of different
hearing aid fitting methods in bimodal cochlear implant users.
American Journal of Audiology, 28(1), 1–10. https://doi.org/
10.1044/2018_AJA-18-0067

Werner L. A., Folsom R. C., & Mancl L. R. (1994). The relationship
between auditory brainstem response latencies and behavioral
thresholds in normal hearing infants and adults. Hearing
Research, 77(1–2), 88–98. https://doi.org/10.1016/0378-5955(94)
90256-9

Wess J. M., & Bernstein J. G. W. (2019). The effect of nonlinear
amplitude growth on the speech perception benefits provided
by a single-sided vocoder. Journal of Speech, Language, and
Hearing Research : JSLHR, 62(3), 745–757. https://doi.org/10.
1044/2018_JSLHR-H-18-0001

Wess J. M., Brungart D. S., & Bernstein J. G. W. (2017). The effect
of interaural mismatches on contralateral unmasking with single-
sided vocoders. Ear and Hearing, 38(3), 374–386. https://doi.
org/10.1097/AUD.0000000000000374

Williges B., Jürgens T., Hu H., & Dietz M. (2018). Coherent coding
of enhanced interaural cues improves sound localization in noise
with bilateral cochlear implants. Trends in Hearing, 22,
233121651878174. https://doi.org/10.1177/2331216518781746

Williges B., Wesarg T., Jung L., Geven L. I., Radeloff A., & Jürgens T.
(2019). Spatial speech-in-noise performance in bimodal and single-
sided deaf cochlear implant users. Trends in Hearing, 23,
233121651985831. https://doi.org/10.1177/2331216519858311

24 Trends in Hearing

https://doi.org/10.1097/AUD.0000000000000784
https://doi.org/10.1097/AUD.0000000000000784
https://doi.org/10.1097/AUD.0000000000000784
https://doi.org/10.1121/1.2912828
https://doi.org/10.1121/1.2912828
https://doi.org/10.1121/1.2912828
https://doi.org/10.1121/1.2359235
https://doi.org/10.1121/1.2359235
https://doi.org/10.1007/s10162-006-0069-0
https://doi.org/10.1007/s10162-006-0069-0
https://doi.org/10.1097/01.MLG.0000163100.37713.C6
https://doi.org/10.1097/01.MLG.0000163100.37713.C6
https://doi.org/10.1097/01.HJ.0000361850.27208.35
https://doi.org/10.1097/01.HJ.0000361850.27208.35
https://doi.org/10.1177/2331216520948974
https://doi.org/10.1177/2331216520948974
https://doi.org/10.1177/2331216520948974
https://doi.org/10.1080/14992027.2017.1403655
https://doi.org/10.1080/14992027.2017.1403655
https://doi.org/10.1080/14992027.2017.1403655
https://doi.org/10.1097/AUD.0000000000001006
https://doi.org/10.1097/AUD.0000000000001006
https://doi.org/10.1097/AUD.0000000000001006
https://doi.org/10.1097/AUD.0000000000000360
https://doi.org/10.1097/AUD.0000000000000360
https://doi.org/10.1007/s10162-007-0076-9
https://doi.org/10.1007/s10162-007-0076-9
https://doi.org/10.1007/s10162-007-0076-9
https://doi.org/10.1016/j.jneumeth.2016.12.004
https://doi.org/10.1016/j.jneumeth.2016.12.004
https://doi.org/10.1152/jn.00885.2004
https://doi.org/10.1152/jn.00885.2004
https://doi.org/10.1152/jn.00885.2004
https://doi.org/10.1121/1.5087566
https://doi.org/10.1121/1.5087566
https://doi.org/10.1097/AUD.0000000000000039
https://doi.org/10.1097/AUD.0000000000000039
https://doi.org/10.1097/AUD.0000000000000039
https://doi.org/10.1159/000455058
https://doi.org/10.1159/000455058
https://doi.org/10.1177/2331216518805363
https://doi.org/10.1177/2331216518805363
https://doi.org/10.1177/2331216518805363
https://doi.org/10.1097/00003446-200204000-00006
https://doi.org/10.1097/00003446-200204000-00006
https://doi.org/10.1097/00003446-200204000-00006
https://doi.org/10.1177/2331216516672186
https://doi.org/10.1177/2331216516672186
https://doi.org/10.1177/2331216516672186
https://doi.org/10.3109/00016489.2016.1155233
https://doi.org/10.3109/00016489.2016.1155233
https://doi.org/10.1097/AUD.0000000000000260
https://doi.org/10.1097/AUD.0000000000000260
https://doi.org/10.1044/2018_AJA-18-0067
https://doi.org/10.1044/2018_AJA-18-0067
https://doi.org/10.1044/2018_AJA-18-0067
https://doi.org/10.1016/0378-5955(94)90256-9
https://doi.org/10.1016/0378-5955(94)90256-9
https://doi.org/10.1016/0378-5955(94)90256-9
https://doi.org/10.1044/2018_JSLHR-H-18-0001
https://doi.org/10.1044/2018_JSLHR-H-18-0001
https://doi.org/10.1044/2018_JSLHR-H-18-0001
https://doi.org/10.1097/AUD.0000000000000374
https://doi.org/10.1097/AUD.0000000000000374
https://doi.org/10.1097/AUD.0000000000000374
https://doi.org/10.1177/2331216518781746
https://doi.org/10.1177/2331216518781746
https://doi.org/10.1177/2331216519858311
https://doi.org/10.1177/2331216519858311


Won J. H., Jones G. L., Moon I. J., & Rubinstein J. T. (2015). Spectral
and temporal analysis of simulated dead regions in cochlear implants.
Journal of the Association for Research in Otolaryngology, 16(2),
285–307. https://doi.org/10.1007/s10162-014-0502-8

Xu K., Willis S., Gopen Q., & Fu Q.-J. (2020). Effects of spectral
resolution and frequency mismatch on speech understanding
and spatial release from masking in simulated bilateral cochlear
implants. Ear and Hearing, 41(5), 1362–1371. https://doi.org/
10.1097/AUD.0000000000000865

Zhang T., Dorman M. F., Gifford R. H., & Moore B. C. J. (2014).
Cochlear dead regions constrain the benefit of combining

acoustic stimulation with electric stimulation. Ear and
Hearing, 35(4), 410–417. https://doi.org/10.1097/AUD.
0000000000000032

Zirn S., Angermeier J., Arndt S., Aschendorff A., &Wesarg T. (2019).
Reducing the device delaymismatch can improve sound localization
in bimodal cochlear implant/hearing-aid users. Trends in Hearing,
23, 233121651984387. https://doi.org/10.1177/2331216519843876

Zirn S., Arndt S., Aschendorff A., & Wesarg T. (2015). Interaural
stimulation timing in single sided deaf cochlear implant users.
Hearing Research, 328, 148–156. https://doi.org/10.1016/j.
heares.2015.08.010

Pieper et al. 25

https://doi.org/10.1007/s10162-014-0502-8
https://doi.org/10.1007/s10162-014-0502-8
https://doi.org/10.1097/AUD.0000000000000865
https://doi.org/10.1097/AUD.0000000000000865
https://doi.org/10.1097/AUD.0000000000000865
https://doi.org/10.1097/AUD.0000000000000032
https://doi.org/10.1097/AUD.0000000000000032
https://doi.org/10.1097/AUD.0000000000000032
https://doi.org/10.1177/2331216519843876
https://doi.org/10.1177/2331216519843876
https://doi.org/10.1016/j.heares.2015.08.010
https://doi.org/10.1016/j.heares.2015.08.010
https://doi.org/10.1016/j.heares.2015.08.010

	 Introduction
	 Causes of Interaural Mismatches and Their Perceptual Relevance
	 Causes of Latency Mismatch
	 Causes of Frequency Mismatch
	 Causes of Level Mismatch

	 Mismatch Measurement Techniques: Efficiency, Limitations, and What is Actually Measured
	 Latency Mismatch Measurements
	 Frequency Mismatch Measurements
	 Level Mismatch Measurements

	 Mismatch Compensation and Side Effects
	 Latency Mismatch Compensation
	 Frequency Mismatch Compensation
	 Level Mismatch Compensation

	 Clinical Outlook
	 Latency Fitting
	 Frequency Fitting
	 Level Fitting
	 Interdependencies
	 Reality Check
	 Outcome Measures

	 Conclusions
	 Acknowledgments
	 References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile ()
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 5
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /PDFX1a:2003
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError false
  /PDFXTrimBoxToMediaBoxOffset [
    33.84000
    33.84000
    33.84000
    33.84000
  ]
  /PDFXSetBleedBoxToMediaBox false
  /PDFXBleedBoxToTrimBoxOffset [
    9.00000
    9.00000
    9.00000
    9.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A0648062706410642062900200644064406370628062706390629002006300627062A002006270644062C0648062F0629002006270644063906270644064A06290020064506460020062E06440627064400200627064406370627062806390627062A00200627064406450643062A0628064A062900200623064800200623062C06470632062900200625062C06310627062100200627064406280631064806410627062A061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0020064506390020005000440046002F0041060C0020062706440631062C062706210020064506310627062C063906290020062F0644064A0644002006450633062A062E062F06450020004100630072006F006200610074061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d044204380020043704300020043a0430044704350441044204320435043d0020043f04350447043004420020043d04300020043d043004410442043e043b043d04380020043f04400438043d04420435044004380020043800200443044104420440043e043904410442043204300020043704300020043f04350447043004420020043d04300020043f0440043e0431043d04380020044004300437043f0435044704300442043a0438002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b0020006e0061002000730074006f006c006e00ed006300680020007400690073006b00e10072006e00e100630068002000610020006e00e1007400690073006b006f007600fd006300680020007a0061015900ed007a0065006e00ed00630068002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006c006100750061002d0020006a00610020006b006f006e00740072006f006c006c007400f5006d006d006900730065007000720069006e0074006500720069007400650020006a0061006f006b00730020006b00760061006c006900740065006500740073006500740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003b303b903b1002003b503ba03c403cd03c003c903c303b7002003c003bf03b903cc03c403b703c403b103c2002003c303b5002003b503ba03c403c503c003c903c403ad03c2002003b303c103b103c603b503af03bf03c5002003ba03b103b9002003b403bf03ba03b903bc03b103c303c403ad03c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f006200650020005200650061006400650072002000200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005E205D105D505E8002005D405D305E405E105D4002005D005D905DB05D505EA05D905EA002005D105DE05D305E405E105D505EA002005E905D505DC05D705E005D905D505EA002005D505DB05DC05D9002005D405D205D405D4002E002005DE05E105DE05DB05D9002005D4002D005000440046002005E905E005D505E605E805D905DD002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV <FEFF005a00610020007300740076006100720061006e006a0065002000410064006f00620065002000500044004600200064006f006b0075006d0065006e0061007400610020007a00610020006b00760061006c00690074006500740061006e0020006900730070006900730020006e006100200070006900730061010d0069006d006100200069006c0069002000700072006f006f006600650072002000750072006501110061006a0069006d0061002e00200020005300740076006f00720065006e0069002000500044004600200064006f006b0075006d0065006e007400690020006d006f006700750020007300650020006f00740076006f00720069007400690020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006b00610073006e0069006a0069006d0020007600650072007a0069006a0061006d0061002e>
    /HUN <FEFF004d0069006e0151007300e9006700690020006e0079006f006d00610074006f006b0020006b00e90073007a00ed007400e9007300e900680065007a002000610073007a00740061006c00690020006e0079006f006d00740061007400f3006b006f006e002000e9007300200070007200f300620061006e0079006f006d00f3006b006f006e00200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c002c00200068006f007a007a006f006e0020006c00e9007400720065002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00610074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002c00200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002000e9007300200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c00200020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b007500720069006500200073006b00690072007400690020006b006f006b0079006200690161006b0061006900200073007000610075007300640069006e007400690020007300740061006c0069006e0069006100690073002000690072002000620061006e00640079006d006f00200073007000610075007300640069006e007400750076006100690073002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200069007a0076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e0074007500730020006b00760061006c0069007400610074012b0076006100690020006400720075006b010101610061006e00610069002000610072002000670061006c006400610020007000720069006e00740065007200690065006d00200075006e0020007000610072006100750067006e006f00760069006c006b0075006d0075002000690065007300700069006500640113006a00690065006d002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f3007700200050004400460020007a002000770079017c0073007a010500200072006f007a0064007a00690065006c0063007a006f015b0063006901050020006f006200720061007a006b00f30077002c0020007a0061007000650077006e00690061006a0105006301050020006c006500700073007a01050020006a0061006b006f015b0107002000770079006400720075006b00f30077002e00200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000700065006e007400720075002000740069007001030072006900720065002000640065002000630061006c006900740061007400650020006c006100200069006d007000720069006d0061006e007400650020006400650073006b0074006f00700020015f0069002000700065006e0074007200750020007600650072006900660069006300610074006f00720069002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043f044004350434043d04300437043d043004470435043d043d044b044500200434043b044f0020043a0430044704350441044204320435043d043d043e04390020043f043504470430044204380020043d04300020043d043004410442043e043b044c043d044b04450020043f04400438043d044204350440043004450020043800200443044104420440043e04390441044204320430044500200434043b044f0020043f043e043b044304470435043d0438044f0020043f0440043e0431043d044b04450020043e0442044204380441043a043e0432002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e00200020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f00620065002000500044004600200070007200650020006b00760061006c00690074006e00fa00200074006c0061010d0020006e0061002000730074006f006c006e00fd0063006800200074006c0061010d00690061007201480061006300680020006100200074006c0061010d006f007600fd006300680020007a006100720069006100640065006e0069006100630068002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e000d000a>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f0062006500200050004400460020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020006e00610020006e0061006d0069007a006e006900680020007400690073006b0061006c006e0069006b0069006800200069006e0020007000720065007600650072006a0061006c006e0069006b00690068002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF004d00610073006100fc0073007400fc002000790061007a013100630131006c006100720020007600650020006200610073006b01310020006d0061006b0069006e0065006c006500720069006e006400650020006b0061006c006900740065006c00690020006200610073006b013100200061006d0061006301310079006c0061002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043404400443043a04430020043d04300020043d0430044104420456043b044c043d043804450020043f04400438043d044204350440043004450020044204300020043f04400438044104420440043e044f044500200434043b044f0020043e044204400438043c0430043d043d044f0020043f0440043e0431043d0438044500200437043e04310440043004360435043d044c002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames false
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks true
      /AddColorBars false
      /AddCropMarks true
      /AddPageInfo true
      /AddRegMarks false
      /BleedOffset [
        9
        9
        9
        9
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks true
      /IncludeHyperlinks true
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


