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Prof. Dr. Jürgen Parisi

Tag der Disputation: 11.05.06



Contents

1 Introduction 5

2 a-Si:H/c-Si solar cells 8

3 Photon emission from matter 12
3.1 Injection of photons . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.2 Interaction between photons and electrons . . . . . . . . . . . . . . 13
3.3 Propagation of photons . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.4 Extraction of photons . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.5 Continuity equation at steady state conditions . . . . . . . . . . . . 19

4 Non-radiative recombination 21

5 Experimental setup 23

6 Quantitative measurements of photoluminescence of absorbers with
passivation layers 25
6.1 Determination of quasi-Fermi level splitting . . . . . . . . . . . . . 25

6.1.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
6.2 Calculation of effective lifetime . . . . . . . . . . . . . . . . . . . . 29

6.2.1 Definition: bulk lifetime and effective lifetime . . . . . . . . 29
6.2.2 Effective lifetime from photoluminescence . . . . . . . . . . . 30
6.2.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

6.3 Dependence on intensity . . . . . . . . . . . . . . . . . . . . . . . . 34
6.3.1 Dependence of bulk lifetime on intensity . . . . . . . . . . . 35
6.3.2 Intensity dependance of the surface recombination velocity . 38

6.4 Discussion of results . . . . . . . . . . . . . . . . . . . . . . . . . . 44
6.5 Comparison of lifetimes from photoluminescence and photoconduc-

tive measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

7 Temperature dependence of photoluminescence 49
7.1 Indirect transitions in crystalline silicon . . . . . . . . . . . . . . . . 49
7.2 Detailed analysis of PL-spectra at T=17K . . . . . . . . . . . . . . 50
7.3 Calculation of the absorption coefficient at different temperatures . 52
7.4 Effective lifetime at different temperatures . . . . . . . . . . . . . . 55

3



4

8 a-Si:H/c-Si solar cell processing: step by step via PL 64
8.1 Sample description . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
8.2 Experimental results and simulation . . . . . . . . . . . . . . . . . . 65
8.3 Interpretation and discussion . . . . . . . . . . . . . . . . . . . . . . 76

9 Photoluminescence at different operating modes of an illuminated
heterodiode 83
9.1 Photoluminescence of solar cells at open circuit and short circuit . . 83

9.1.1 Simulation of Ypl,Voc/Ypl,Isc and estimation of interface defect
densities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

9.2 I-V-characteristics from photoluminescence . . . . . . . . . . . . . . 89
9.3 Error estimation between voltages derived from PL and electrically

measured voltages . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
9.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

10 Summary / Zusammenfassung 104

A Error calculation in the splitting of quasi-Fermi levels 109

B Defects in a-Si:H 112

C Recombination through interface defects 114

D Calibration of photoluminescence setup 117



Chapter 1

Introduction

Homojunction crystalline silicon solar cells are nowadays broadly extended in the
market, but still the price is not competitive with other energy resources. In order
to reduce costs new structures and technologies are investigated, being the hydro-
genated amorphous silicon / crystalline silicon (a-Si:H / c-Si) solar cells one of
these alternatives. The first studies about a-Si:H/c-Si heterojunctions were devel-
oped in the early 1980s [1]. The main reason to substitute the crystalline silicon
homo-junction is diminution of costs and easier production. While the deposition
temperature of the a-Si:H layer is only around 250 ◦ C, the diffusion of dopants in
c-Si to form the pn-junction achieves values up to 800 ◦ C [2]. Moreover, there
are other advantages associated to heterojunction structures, as it can be window
enhanced due to the greater band gap of a-Si:H. With this structure, efficiencies up
to 21 % have been achieved [3, 4]. Unfortunately, the interface between the a-Si:H
layer and the c-Si substrate contains a large density of defects, which are likely to
act as recombination centers and reduce the splitting of quasi-Fermi levels in the
bulk. In this work the investigations are centered on luminescence from a-Si:H/c-Si
solar cells in order to understand the behavior and problems of these kind of solar
cells.

Photoluminescence (PL) measurements are a powerful tool for the characteriza-
tion of wafers and solar cells. The purpose of this thesis is to show the different
possibilities of PL experiments in this field. Comparison between different passiva-
tion layers on the same substrates, determination of the evolution of the potential
open circuit voltage from wafers or calculation of effective lifetimes are some of the
applications of the PL technique.

The emitted photon flux can be described by Generalized Planck’s Law, which ac-
counts for non-thermal radiation by assigning a chemical potential to the emitted
photons [5]. In semiconductors with local homogeneous distribution of the carrier
densities, this chemical potential is equivalent to the splitting of quasi-Fermi levels,
the latter representing the maximal voltage that can be obtained at open circuit
conditions. Radiative recombination rate in the device is reduced if non-radiative
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processes are increased by, for example, introduction of defects into the bulk or
at the surface. This variation of recombination rates is reflected in the splitting
of quasi-Fermi levels in the bulk and thereby in the emitted PL intensity [6, 7].
Known the splitting of quasi-Fermi levels defect densities can be estimated or the
detection of recombination channels by PL. Furthermore, by the quantitative de-
scription of the photoluminescence, the absorption coefficient and absorbance can
be calculated [8, 9].

One great advantage of PL measurements is that they can be performed in a
contact less way. This allows the determination of the splitting of quasi-Fermi
levels on substrates or samples that are not yet processed into a complete solar
cell [10, 11]. Moreover, variation of photoluminescence can be measured after each
step of the processing of solar cells, so that defects introduced by a specific process
can be detected before the solar cell is finished, which can be used to improve the
processing steps.

After a description of the a-Si:H/c-Si solar cells in chapter 2, the theory related to
the physical description of photoluminescence or radiative recombination and its
derived analytical expression is developed in the third chapter of this thesis. In
the next chapter a short description of the non-radiative processes is presented.
Chapter 5 includes all the details concerning the calibration of the setup in order
to obtain quantitative PL measurements.

The results obtained during the investigations of this thesis are explained on chap-
ters 6, 7, 8 and 9. The determination of the splitting of quasi-Fermi levels from
quantitative measured curves is extensively described in chapter 6, together with
the calculation of the effective lifetimes from wafers with different passivation lay-
ers. Furthermore, the problem of the separation of bulk and surface recombination
is analyzed via their intensity dependance.

Chapter 7 exposes the variation of the photoluminescence spectra with the temper-
ature. The different phonon transitions are identified and compared with previous
experimental results. Moreover, the evolution of the effective lifetime for different
temperatures is also studied.

During the processing of a-Si:H/c-Si solar cells, different layers are deposited in
order to get passivation, pn-junction, back surface field, contacts, etc [12]. The
electronic structure and band bending, specially in the space charge region, can be
affected by any of these steps and improve the whole structure or, on the contrary,
increase the recombination and possible losses. In chapter 8, the processing of an
a-Si:H/c-Si solar cell is analyzed via photoluminescence. Through the comparison
of the splitting of quasi-Fermi levels and simulation of different interface defect
distribution, different parameters of these defects have been estimated.



INTRODUCTION 7

Finally, in the last chapter, photoluminescence has been measured and simulated
at different operating points. Measuring photoluminescence it is possible to dis-
tinguish losses in the bulk from external losses in the contacts. With the help
of simulation studies, the calculation of the voltage for operation points with a
different current density extraction has been analyzed.



Chapter 2

a-Si:H/c-Si solar cells

In the following chapter, I will describe the main properties of the a-Si:H/c-Si so-
lar cells in order to show the structure that has been analyzed and introduce the
problems which need to be solved.

In semiconductor heterojunctions, the materials at both sides of the junction
are different semiconductors. In the investigated heterostructure the absorber
is monocrystalline silicon (c-Si). This material has a periodic and homogeneous
crystal lattice structure with each of its atoms tetrahedrally bonded to other four
neighboring ones. Due to this, it has almost no defects or impurities, being ideal
to produce high efficiency solar cells. The band gap of silicon, around 1.12 eV
at 300 K, is close to the optimum for absorbing the photon spectrum of the sun.
As already mentioned the reduction of cost due to reduction of emitter deposition
temperature and easier production [13] are some of the main reasons for the sub-
stitution of the homo-junction by the hetero-junction. Other reasons, as a good
lattice match and a larger band gap around 1.7 eV (what is translated in absorption
by shorter wavelengths than the absorption with a diffused emitter), do make a-
Si:H ideal to form a heterostructure with c-Si. Unfortunately, due to its amorphous
structure, a-Si:H has a large density of defects in the form of dangling bonds, which
occur when a silicon atom does not bond to four neighboring atoms, and localized
states known as band tails, which are energetically described by an exponential
decay from the valence and conduction band into the band gap. Dangling bonds
are situated in gaussian distribution around mid-gap and together with the band
tails form a continuous defect distribution through the band gap, so that it is not
possible to define a sharp energetic region in amorphous silicon without any states
[14, 15]. A schematic representation of this material is depicted in Figure 2.1 (a).
Figure 2.1 (b) shows a sketch of a typical energetic distribution of states versus
energy in a-Si:H. The two peaks in the dangling bonds are due to the superposition
of two Gauss distributions: one for neutral and positively charged defects and the
other for negatively charged defects which differ in energy by a correlation energy.
More details about defects in a-Si:H are described in Appendix B. Hydrogenated
intrinsic amorphous silicon has a characteristic decay constant in the conduction
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a-Si:H/c-Si SOLAR CELLS 9

band tail around 30 meV and in the valence band tail ca. 50 meV [14]. Larger
values of around 200 meV [16] have been found e.g. for n-doped a-Si:H layers.
Hydrogenated amorphous silicon is a material with a high density of midgap de-
fects, around 1016cm−3 for intrinsic a-Si:H and 1019cm−3 for doped a-Si:H [17, 14].
The concentration and localization of the described states determines the transport
properties and recombination kinetics in a-Si:H.

Figure 2.1: (a) Schematic representation of hydrogenated amorphous silicon. Dan-
gling bond defects (DB) arise from unsatisfied silicon bonds in the amorphous
network and they can be reduced via introduction of hydrogen (H) (b) Sketch of
the density of states (D.O.S.) versus energy in amorphous silicon.

Figure 2.2 (a) shows the band diagram of an (n)a-Si:H/(p)c-Si heterojunction. For
the construction of this diagram it is necessary to know the electron affinities (en-
ergy needed to remove an electron from the bottom of the conduction band EC to
vacuum level), χa−Si:H and χc−Si, and the band gaps, Ea−Si:H and Ec−Si, of the two
semiconductors. In thermodynamic equilibrium the Fermi level must be constant
through the whole device and the vacuum level should be continuous. As a result,
it can be seen that discontinuities in the conduction band ∆EC = χc−Si − χa−Si:H

and in the valence band ∆EV = Ea−Si:H −Ec−Si + χc−Si− χa−Si:H are formed just
at the junction between both materials [19]. The appearance of discontinuities
in the band diagram when both materials are joined together can affect transport
and recombination of charge carriers and therefore the electronic behavior of the
device [20].

The principal problem when dealing with a-Si:H/c-Si heterostructures is the re-
combination of carriers at the interface [21, 22]. Although a large number of
carriers are generated in the volume in crystalline silicon, if there is a high recom-
bination at the interface, for diffusion lengths values around and larger than the
thickness of the wafer, the splitting of quasi-Fermi levels in the bulk will be strongly
decreased. In order to reduce this recombination rate, defect passivation techniques
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Figure 2.2: (a) Band diagram of a (n)a-Si:H/(p)c-Si heterostructure in thermody-
namic equilibrium from numerical simulation. It should be noted that the abscissa
axis is depicted in logarithmic scale in order to distinguish what occurs in the bulk
and on the a-Si:H side. The Fermi level is constant along the whole device. The dif-
ference in electron affinities and band gap of both materials produces band bending
and the appearance of discontinuities in the conduction EC and valence band EV

(b) Band diagram of an a-Si:H/c-Si heterostructure for different doping densities of
the amorphous silicon (dashed curve: intrinsic, continuous curve: n-doped). It can
be easily seen how the band bending is changed due to the different Fermi levels
in a-Si:H. [18]

are required [23]. A direct method to reduce the defect density at the surface of
crystalline silicon is to remove them via chemical processes as it can be HF etching
of the wafer. Indirectly, recombination can be avoided at the interface in two ways:
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1. introducing positive (negative) charged carriers that repel the electrons (holes)
moving towards the interface, 2. via band bending to form gradients which avoid
potential wells that accumulate carriers. These two effects can be obtained via
deposition of passivation layers on crystalline silicon substrates [24, 25].

In this work two different passivation layers have been investigated: silicon nitride
(SiN) and hydrogenated amorphous silicon. It has already been shown [26] that
on moderately p-type doped silicon wafers there is a fixed positive charge density
within the SiN films which can create a n+p junction with an associated space
charge region. This inversion conditions at the surface assists in minimizing carrier
recombination at the surface of the silicon wafer. Amorphous silicon has also been
proven to be a very good passivation layer for p- and n-type silicon wafers due
to hydrogen diffusion into the interface and consequently effective passivation of
dangling bond states [27]. As it was mentioned in the previous paragraph, recom-
bination at the interface can be avoided or reinforced depending on the gradient
and appearance of potential wells. For a-Si:H, the positive (negative) charges are
obtained from positive (negative) charged defects in dangling bonds. The density
of positive (negative) dangling bonds changes considerably with the position of the
quasi-Fermi energy and defect distribution. Furthermore, doping of a-Si:H shifts
its Fermi level and therefore the gradient of electric potential in the region near to
the interface changes. This fact can be observed in Figure (2.2 (b)). Talking about
the passivation properties of a-Si, it seems to be a controversy, because its defects
can also affect the a-Si:H/c-Si interface and increase recombination. This problem
will be discussed in detail later.

In the samples analyzed, the thickness of the a-Si:H is very small (from 5 to 180
nm) in comparison with the thickness of the c-Si wafer (250±15µm) so that gener-
ation of minority carriers within the a-Si:H film with illumination can be neglected.
For this reason in this work the term surface recombination rather than interface
recombination is used. In this sense, the interface recombination can be treated as
a surface recombination of excess carriers generated in the c-Si bulk.



Chapter 3

Photon emission from matter

In accordance with the second law of thermodynamics, all materials that absorb
radiation emit also radiation. If this did not happen, temperature of the absorber
would increase above that of the source violating the mentioned law. This is the
principle of photoluminescence: emission of photons is produced after absorption
of photons. The state of the emitter is reflected in the spectrum of the emitted
photons and therefore information of the material investigated can be obtained.
This makes photoluminescence a very powerful tool for the analysis of materials in
general, or in this particular case, solar cells.

In the following chapter I describe in detail the interaction of light with matter
by quantification of the photons which are generated via photoluminescence till
they are finally measured by a detector.

3.1 Injection of photons

When a material is illuminated by a source of photons, for example, a laser, a
fraction of the incident photons are propagated following the law of refraction [28]
due to the different refraction indexes between the air and the studied matter.

This fraction of photons reflected can be calculated using the Fresnel equations [28],
obtained from the continuity conditions for a magnetic and electric field at a bound-
ary between two media, and considering that the incident wave is normal to the
surface is given by:

R =
(

ni − nt

ni + nt

)2

(3.1)

with ni and nt being the refraction indices of the two media, from which photons
come and to which photons are transmitted, respectively.

Thus, if φi is the photon flux incident on the silicon wafer, the number of pho-
tons which in fact is injected into the wafer, without being reflected is:
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φ0 = (1−R)φi (3.2)

where φ0 is the photon flux at x=0 inside the wafer.

The Lambert-Beer-Bouguer law describes the profile of propagating photons in
a material:

φ(x) = φ0 exp(−αx) = (1−R)φi exp(−αx) (3.3)

where φ(x) is the photon flux at a distance x inside the material, and α the ab-
sorption coefficient. Figure 3.1 shows the generation profile in a crystalline silicon
wafer with a thickness of 250 µm excited with a wavelength of λ = 782 nm, an
absorption coefficient of 1010 cm−1 and an incident photon flux equivalent to 4 ×
AM1.5, as in the measurements used in this work.

Figure 3.1: Photon flux profile in a silicon wafer with a thickness of 250 µm illu-
minated with a laser of a wavelength of λ = 782 nm. An absorption coefficient of
1010 cm−1 and a reflection coefficient of 0.308 were considered between silicon and
air.

3.2 Interaction between photons and electrons

Once photons are inside the material, they interact with the atoms or molecules
that form the investigated matter. In our case, we are working with solids and
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in concrete with semiconductors and therefore, photons interact with the electrons
that form the valence band of the lattice and provide them sufficient energy to be
free and fall into the conduction band. Electrons with a larger energy than the
band gap (En = EC + 3/2kT )thermalize by emission of multiple phonons till they
reach the bottom of the conduction band. The return to the initial state occurs by
again emission of multiple phonon or/and a photon.

As electrons are fermions their distribution function is described by Fermi-Dirac
statistics. With illumination, as both electrons and holes are generated, it is nec-
essary to use two Fermi distributions, one for the electrons and one for holes. The
corresponding Fermi energies are known as the quasi-Fermi energies for electrons
and holes respectively. The temperature of these Fermi distributions is the temper-
ature of the lattice due to the frequent collisions between electrons and holes with
the atoms. The densities for electrons and holes described by the Fermi energies
under illumination are [29]

n = NC exp
(
−EC − EFn

kT

)
p = NV exp

(
−

EFp − EV

kT

)
(3.4)

After the generation of electron-hole pairs via illumination, recombination of the
excited carriers takes place. Figure 3.2 shows the different possible recombination

Figure 3.2: Possible recombination processes between the conduction band
and the valence band in a semiconductor: (a)band-band recombination and
(b)recombination via defects.

processes which can occur: (a) radiative recombination (usually band-band recom-
bination, but it could also occur via defect levels in the gap) emitting photons
which are detected as photoluminescence and (b) non-radiative recombination (via
impurities or defects). For the case of indirect semiconductors, as silicon, the max-
imum of the valence band and the minimum of the conduction band are not in
the same k-position, so that phonons are necessary in order to satisfy the momen-
tum conservation in the existent reactions. This balance [5] between photons (γ),
phonons (Γ), electrons in conduction band EC (n) and holes in the valence band
EV (p) is described by

γ ⇔ n + p± Γ (3.5)
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Calculating the minimum of the Free Energy for the system in equilibrium condi-
tions at constant entropy and volume

µγ = ηn + ηp ± µΓ (3.6)

where µγ, ηn, ηp and µΓ are the chemical potential of photons, the electrochemical
potential of electrons and holes and the chemical potential of phonons, respectively.

For the case of indirect semiconductors [8] µΓ ≈ 0 as the generation and recom-
bination rate of phonons in radiative transitions is much larger than the overall
photon-generation and absorption rates. A phonon lifetime is around 109 times
smaller than a carrier lifetime in silicon (∼500 µs) and in consequence, recombina-
tion processes do not influence the number of phonons.

ηn + ηp = EFn − EFp from the sum of the electrochemical potential of the elec-
trons and holes and therefore it can be found:

µγ = EFn − EFp (3.7)

if EFn − EFp is spatially constant in the semiconductor wafer or solar cell.

3.3 Propagation of photons

Photon generation is given by the rate of spontaneous emission drsp. The definition
of the absorption using the photon flux is: −div(dNγ(h̄ω)) = α(h̄ω)dNγ. The net
absorption rate is defined by the difference between the absorption rate and the
stimulated emission rate: drabs(h̄ω)− drstim(h̄ω) = α(h̄ω)dNγ. Using the principle
of the Detailed Balance [30]: drabs(h̄ω)− drstim(h̄ω) = drsp(h̄ω) [31]. Therefore:

drsp(h̄ω) = α(h̄ω)
c0

n
Dγ(h̄ω)

1

exp
(

(h̄ω)−µγ

kT

)
− 1

d(h̄ω)dΩ (3.8)

where Dγ(h̄ω) = n3(h̄ω)2/(4π3h̄3c3
0). Considering the photon flux in x-direction,

and introducing the equation 3.7 assuming that the splitting of quasi-Fermi levels
is spatially dependent:

drsp(x, h̄ω) =
α(h̄ω)(h̄ω)2

4π3c2h̄3

[
exp

(
h̄ω − µγ(x)

kT

)
− 1

]−1

d(h̄ω)dΩ

=
α(h̄ω)(h̄ω)2

4π3c2h̄3

{
exp

[
h̄ω − (EFn(x)− EFp(x))

kT

]
− 1

}−1

d(h̄ω)dΩ (3.9)

where c=c0/n is the velocity of light in the semiconductor material and n is its
refraction index. Total thermalization of the excited carrier has been taken into
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account in order to use the quasi-Fermi energies to describe the states that partic-
ipate in radiative transitions.

Silicon has a refraction index of n ' 3.5 at luminescence wavelengths (λ ≈ 850
... 1300 nm) and due to this, photons coming from photoluminescence, which
reach the surface between Si and air with an angle larger than θ = 16.6o are to-
tally reflected (around 96 %). Thus, angle dependance of the spontaneous emission
rate is not taken into account as all the photons emitted by the semiconductor are
nearly perpendicular to the surface and the rest is totally reflected.

Losses in the photon flux are given by reabsorption, which means that the initially
generated photons are absorbed and therefore do not contribute to the emitted
photon flux. This effect is accounted by a factor rsp exp(−αx) when the photons
flow through the wafer. In this case, the photon flux balance can not be strictly
divided in gain and loss, as the losses depend on the rate of the spontaneous emis-
sion. Equation 3.9 describes the spontaneous emission rate which contributes to
the photon flux in a positive x-direction. The same contribution flows in the neg-
ative x-direction. Once the photons reach the surface of the semiconductor, part
of them are reflected back continuing in the positive direction. When the photon
flux reaches to the front side again, the same effects occur: part of the photons are
transmitted and part are reflected back to the material, where they are partially
absorbed on the way back. This happens continuously and is known as multi-
reflection. Figure 3.3 shows schematically this effect.

Figure 3.3: Sketch showing multi-reflection of photons at both sides of a wafer.
Photoluminescence intensities were calculated each time when reflection and trans-
mission took place.

In the case of a thick silicon slab, as is the case of our wafer, we have to consider
that the photoluminescence centers emit waves (photons) with random phases, so
that the total flux density can be determined by the sum of the individual flux



PHOTON EMISSION FROM MATTER 17

densities [28]. Doing this calculation we find:

dNγ(x, h̄ω, Ω) = drsp(x, h̄ω, Ω)e−α(d−x)TF (1 + e−2αdRF RB + e4αdR2
F R2

B + ...) +

drsp(x, h̄ω, Ω)e−α(d+x)TF RB(1 + e−2αdRF RB + ...)

= (drsp(x, h̄ω, Ω)e−α(d−x)TF + drsp(x, h̄ω, Ω)e−α(d+x)TF RB)

× ((1 + e−2αdRF RB + e−4αdR2
F R2

B + ...) (3.10)

Applying the conversion for a geometric progression sum: a+ ar + ar2 + ar3 = a
1−r

dNγ(x, h̄ω, Ω) = drsp(x, h̄ω, Ω)
(1−RF )e−αd

1− e−2αdRBRF

(eαx + RBe−αx)

(3.11)

being RF and RB the reflection coefficients at the front and back sides of the silicon
wafer respectively and TF = 1−RF at the surface. These coefficients together with
the absorption coefficients are wavelength dependent, but it was not been written
in the previous equations in order to simplify the expression.

Another gain in photoluminescence is due to photon recycling, i.e, absorption of
photons and subsequent re-emission, which in the case of silicon is negligible. Both
processes are proportional to α(h̄ω) and as four particles are needed, the transition
probability is very low for an indirect semiconductor.

The previous expression should be integrated over the thickness of the wafer to
obtain photoluminescence from all emission centers:

dNγ(d, h̄ω) = C(h̄ω)×
∫ d

0

exp[α(h̄ω)x] + RB(h̄ω) exp[−α(h̄ω)x]

exp
[

h̄ω−(EFn (x)−EFp (x))

kT

]
− 1

dx

=
α(h̄ω)(h̄ω)2

4π3c2h̄3 × [1−RF (h̄ω)] exp[−α(h̄ω)d]

1− exp[−2α(h̄ω)d]RB(h̄ω)RF (h̄ω)
d(h̄ω)dΩ

×
∫ d

0

exp[α(h̄ω)x] + RB(h̄ω) exp[−α(h̄ω)x]

exp
[

h̄ω−(EFn (x)−EFp (x))

kT

]
− 1

dx (3.12)

This emission formula is the generalization of Planck’s law [32, 5], which extended
the thermal radiation described by Planck to radiation of any kind by the intro-
duction of the chemical potential of photons. It was developed considering a cavity
filled with matter and calculating the balance between absorption and emission
processes.
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Figure 3.4: Sketch showing the incident and refracted angle and solid angles of
photon fluxes inside and outside of the silicon wafer. The angles inside the wafer
are oversized in order to show them clearer.

3.4 Extraction of photons

Till now we have considered the radiation inside the semiconductor but we measure
from outside the radiation emitted across the surface. We have already calculated
the photon flux arriving at the surface of the semiconductor from a solid angle dΩ,
which is given by formula (3.12). A sketch of the solid angles inside and outside of
the wafer can be seen in Figure 3.4. Due to the different refraction indices inside
and outside the silicon slab, the relation between the photon flux leaving (dNγ,o)
and reaching (dNγ) the surface is given by:

dNγ,o(h̄ω) =
1

n2
dNγ(d, h̄ω) (3.13)

where n is the refraction index of the material. Using the Snell’s law, the solid
angle inside the wafer is related to the solid angle viewed by the detector [33] by

dΩ =
1

n2
cos θodΩo (3.14)

being θo the angle that the photons inside the solid angle dΩo form with the nor-
mal to the surface. Besides, I have considered, as mentioned in the previous
sections, that the angle inside the silicon is so small that it can be considered:
θi ≈ 0→ cos θi ≈ 1.

Introducing (3.14) in (3.12), the photon flux in the solid angle interval dΩ and
in the photon energy interval d(h̄ω) measured by the detector is obtained as:
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dNγ(d, h̄ω) =
α(h̄ω)(h̄ω)2

4π3c2
oh̄

3 × [1−RF (h̄ω)] exp[−α(h̄ω)d]

1− exp[−2α(h̄ω)d]RB(h̄ω)RF (h̄ω)
d(h̄ω) cos θodΩo

×
∫ d

0

exp[α(h̄ω)x] + RB(h̄ω) exp[−α(h̄ω)x]

exp
[

h̄ω−(EFn (x)−EFp (x))

kT

]
− 1

dx

= dnγ(h̄ω) cos θodΩo (3.15)

being nγ(h̄ω) the photon flux per stereo radian in the energy interval d(h̄ω).

3.5 Continuity equation at steady state condi-

tions

As it was described in the previous sections photons falling into the semiconductor
wafer generate electrons that propagate through the material till they recombine.
In the following section I describe the spatial evolution of electrons in 1 dimen-
sion when the material is illuminated in steady state conditions. The differential
equation that describes the charge carrier concentration is:

∂

∂t
n(x) = − ∂

∂x

1

q
jn(x) + Gn(x)− Sn(x) = 0 (3.16)

where n is the electron concentration, jn is the electron current density, Gn is the
electron generation term and Sn is the electron loss term.

Considering that each photon absorbed by the wafer generates an electron-hole
pair, Gn is described by equation (3.3). In Sn recombination in the bulk is taken
into account by τb as Sn = ∆n/τb, where ∆n is the excess charge carrier injected
under illumination. The electron current is, in this simple case, just diffusion cur-
rent (without electric field which produces drift currents). This current is obtained
as a result of a gradient in the carrier concentration due to the exponential gener-
ation profile: jn(x) = −D ∂

∂x
∆n(x), with D as the diffusion constant of electrons.

Introducing all the described terms the steady state continuity equation of electrons
is given by:

−D
∂2

∂x2
∆n(x) + α(1−R)φi exp(−α(d− x))− ∆n(x)

τb

= 0 (3.17)

The illumination falls into the surface at x = d and the PL detection is also done
from the same side. For solving this differential equation two boundary conditions
are needed, which state that the minority carriers that reach the surface recombine
there. These conditions can be described by the surface recombination velocities at
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each boundary (S0 and Sd) because the carrier distribution is strongly influenced
by the non-radiative recombination at the surfaces:

D
∂

∂x
∆n(0) = S0∆n(0)

(3.18)

D
∂

∂x
∆n(d) = −Sd∆n(d)

The solution of the differential equation is [19, 34]:

∆n(x) = A exp(x/L) + B exp(−x/L) + C exp(−α(d− x)) (3.19)

being L =
√

τbD the diffusion length and the constants A, B, C:

A = C
(SdL

D
+ αL)(1 + S0L

D
) + (S0L

D
− αL)(1− SdL

D
) exp(d(−α− 1/L))

(1− S0L
D

)(1− SdL
D

) exp(−d/L)− (1 + S0L
D

)(1 + SdL
D

) exp(d/L)

B = C
(SdL

D
+ αL)(1− S0L

D
) + (S0L

D
− αL)(1 + SdL

D
) exp(d(−α− 1/L))

(1− S0L
D

)(1− SdL
D

) exp(−d/L)− (1 + S0L
D

)(1 + SdL
D

) exp(d/L)
(3.20)

C =
ταΦi(1−R)

1− α2L2



Chapter 4

Non-radiative recombination

The total recombination rate of the excess of minority charge carriers is strongly
influenced by non-radiative processes (in c-Si at moderate temperatures). The
latter are mainly due to Auger recombination, recombination via impurities and
surface recombination. Auger recombination occurs when free energy obtained
during recombination is transferred to an electron or a hole as kinetic energy which
is subsequently dissipated by emission of multiple phonon till the charge carrier
reach the band edge. These processes always imply three particles, i.e, two electrons
and one hole or two holes and one electron [35]. The Auger recombination is defined
as following:

Reeh = Cnn
2p Rehh = Cpnp2

RA = Reeh + Rehh (4.1)

where Cn and Cp are the Auger capture coefficients of electrons and holes, and
they have values around 10−31 cm6s−1 [36]. Due to the quadratic dependance,
Auger recombination is the determining recombination mechanism for high charge
carrier concentrations, as under high excitation intensity. So far, Auger recombi-
nation is an unavoidable loss and thus an upper limit for the efficiency of solar cells.

Deep impurities are usually situated in the middle of the forbidden gap between
valence and conduction band. Recombination via these defects is described by the
Shockley-Read-Hall (SRH) theory [37, 19] and its rate is given by:

RSRH =
np− n2

i

τc,p

[
n + ni exp

(
Et−Ei

kT

)]
+ τc,n

[
p + ni exp

(
Ei−Et

kT

)]
(4.2)

where

τc,p =
1

σpvthNi

τc,n =
1

σnvthNi

(4.3)
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being σn and σp the capture cross-section of electrons and holes in the material
(typical values around 10−15cm2 [19]), vth is their thermal velocity (∼ 10 7 cm s−1

in Si at 300K) , Ni is the concentration of impurities and Ei their energy level. τc,n

and τc,p are the capture time constants of electrons and holes. ni is the density of
impurities.

The existence of a high number of non-saturated Si-bonds, energetically distrib-
uted within the band gap is responsible for the recombination at the surface. These
defects can also be described using the SRH theory, taking the total recombina-
tion rate as the sum of the contributions from each energy interval, which can be
determined if the concentration of surface states and its capture cross-sections are
known. This recombinetion is characterized by a surface recombination velocity, S:

Rs,n = σs,nvthpsns = Snns (4.4)

where Rs,n is the recombination rate of electrons per area, ns and ps are the concen-
tration of electrons and holes at the surface. The surface recombination velocity of
electrons, Sn is characteristic of the surface quality, but it is not a material quality
as it is dependent on the excitation conditions by the occupation of the surface
states. For bulk impurities, surface states situated energetically at mid-gap are
most effective for recombination.

Recombination via impurities or surface defects can be reduced or eliminated by
material treatment. In the case of silicon, surfaces just exposed to air evolve an
amorphous SiOx layer that produces a high density of states in the band gap, and
therefore a larger surface recombination velocity (S ≥ 103 cm/s). Recombination
at the silicon surface can be reduced using different passivation techniques as ther-
mally grown SiO2, remote plasma silicon nitride or deposition of amorphous silicon.
All these passivation methods reduce the surface recombination velocities at silicon
surfaces to values of ca.10 cm/s or less [38, 39, 27]. Besides, wafer pretreatments
before deposition of the passivation layer influence the density of surface defects
and therefore play an important role in the recombination [40]. For example, it has
been found that HF-dip decreases surface defect densities in comparison to a RCA
wafer pretreatment [41]. In our case, dealing with a-Si:H/c-Si heterostructures,
the interface defect density plays a very important role in the performance of the
solar cells [11, 24, 42].



Chapter 5

Experimental setup

The experimental setup for photoluminescence measurements is shown in Fig. 5.1.

Figure 5.1: Sketch of photoluminescence setup. The filter wheel can be used to get
different excitation intensities.

Samples were illuminated with a laser diode at a wavelength of 782 nm. A filter
wheel is placed between the laser and the sample holder to get different excitation
intensities. The laser beam is focused on a spot (radius around 1 mm) on the sam-
ple surface. Photoluminescence is collected by a system of lenses and focused to the
entrance of a monochromator, which separates photons at different wavelengths.
Photons coming trough the monochromator are collected by a mirror and focused
to the detection area of an InGaAs detector. This mirror and the detector are
placed inside a metal box to avoid noisy photons. Photons coming from the laser
are absorbed by a cut-filter at 830 nm just at the entrance of the monochromator.
The signal produced by photons in the detector is measured by lock-in technique.
The filter wheel rotation and the monochromator are automatized by a computer
as well as the data reading.
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Calibration of the setup in order to get absolute measurements was done using
a tungsten lamp, which emits the already well known black body radiation at a
determined temperature of T = 2500 ± 50K. The lamp was situated in the same
position as the samples and a 1 mm diameter pinhole was used at the entrance of
the monochromator in order to have the same collected solid angle in both mea-
surements, calibration and photoluminescence.

When working with solar cells, photoluminescence was measured at different oper-
ating points. In this case a voltage source was connected to the samples.



Chapter 6

Quantitative measurements of
photoluminescence of absorbers
with passivation layers

Luminescence measurements were calibrated as described in Appendix D in order
to get quantitative photoluminescence. The calibration of a photoluminescence
setup allows the access to quantities as the splitting of quasi-Fermi levels or effec-
tive lifetimes of the materials investigated.

Passivation of interface defects is a very determinant step in the improvement
of the performance of a-Si:H/c-Si solar cells. In this chapter I analyze the influence
of different passivation layers deposited on a standard (p)c-Si substrate via the
EFn −EFp obtained from quantitative PL. From these measurements, the effective
lifetime has been derived. Furthermore the non-linearity of PL versus excitation
intensities has been studied.

6.1 Determination of quasi-Fermi level splitting

Determination of the splitting of quasi- Fermi levels is only achieved when the
photoluminescence measurements are absolutely calibrated, so that the spectrum
obtained can be quantitatively described in equation (3.15) from chapter 3. In the
samples examined, passivation at the front and back of the silicon wafer was the
same so that optical reflection at both sides has been considered identical. Fur-
thermore, as the passivation is done with SiN and a-Si:H, being both excellent
for defect passivation at silicon surfaces, a nearly constant distribution of carriers
at the bulk has been assumed. This implies that the spatial dependence of the
splitting of quasi-Fermi levels can be neglected and the photoluminescence of the
studied wafer is approximately described by the following formula
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dnγ(h̄ω) =
α(h̄ω)(h̄ω)2

4π3c2
oh̄

3 × [1−R(h̄ω)] exp[−α(h̄ω)d]

1− exp[−2α(h̄ω)d]R(h̄ω)2)
d(h̄ω)

×
∫ d

0

exp[α(h̄ω)x] + R(h̄ω) exp[−α(h̄ω)x]

exp
[

h̄ω−(EFn−EFp )

kT

]
− 1

dx

=
(h̄ω)2

4π3c2
oh̄

3 ×
[1−R(h̄ω)][1− exp(−α(h̄ω)d)]

1−R(h̄ω) exp(−α(h̄ω)d)
× d(h̄ω)

exp
[

h̄ω−(EFn−EFp )

kT

]
− 1

= A(h̄ω)× (h̄ω)2

4π3c2
oh̄

3 ×
d(h̄ω)

exp
[

h̄ω−(EFn−EFp )

kT

]
− 1

(6.1)

where RF (h̄ω) = RB(h̄ω) = R(h̄ω) and A(h̄ω) is the absorbance of the sample
calculated considering multi-reflection at both surfaces of the sample as indicated
in section 3 of chapter 3.

The splitting of quasi-Fermi levels is obtained by fitting an analytical curve ob-
tained from the previous equation (6.1) to the measured and calibrated photolu-
minescence curve. The parameter d is already known, R is obtained as indicated
in the formula (3.1) from chapter 3 for the a-Si:H passivation and from reflection
measurements for the SiN layer. α for (p)c-Si is obtained from literature [8], so
that the only adjustable variable is EFn − EFp .

The error in EFn −EFp calculated from the calibration is ± 4 meV (≈ 1%). More
details about the error calculation can be found in Appendix A.

6.1.1 Results

The splitting of quasi-Fermi levels was calculated as described for 7 different pas-
sivation layers. The substrate was the same for all the samples: a (p)c-Si mono-
crystalline substrate with low resistivity (∼ 1Ωcm) which is a typical standard
material for the manufacturing of solar cells. One sample, with a thickness of 273
µm, was passivated with SiN deposited by the remote plasma technique at the In-
stitut für Solarenergieforschung in Hameln (Germany). The other 6 samples were
passivated with differently doped a-Si:H layers and have a thickness of 250 µm.
Three of the samples with amorphous silicon layers had an HF-dip wafer pretreat-
ment before deposition (at the Hahn Meitner Institut in Berlin) . The other three
wafers were passivated using a standard RCA pretreatment (at the Fern Univer-
sität Hagen).

In the calculation of the analytical curves of photoluminescence spectra, given
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in equation (6.1), no wavelength dependence was considered in the reflection coef-
ficient, i.e. in the refraction indices. Instead of that an average value centered at
the maximum of the PL-yield was used. This assumption can evolve in variations
of the calculations from the experimental spectra. In order to solve this problem,
the influence of this averaged refraction index in the PL-spectra has been studied.
In Figure 6.1 the calculated absorptivity for the SiN-passivation is depicted. The
three curves were obtained as following. It was considered a measured reflexion
of R = 0.23, which implies a refraction index of n = 2.84 of the silicon wafer.
With a reasonable error of 5% in the determination of n, I calculated the values
n = 2.7 (R = 0.21) and n = 3 (R = 0.25). Figure (6.1) shows the variation of
the absorptivity A(h̄ω) for the calculated values of n and R. These differences are
translated in a variation at the maximum of the spectrum, when fitting the ana-
lytically calculated curve from equation (6.1) to the measured ones. These fittings
can be detected in Figure 6.2. The best fit is obtained for a refraction index of
n = 3 and R = 0.25, giving a splitting of quasi-Fermi levels of 723 meV.

Figure 6.1: Absorptivity A calculated for a (p)c-Si wafer passivated with silicon
nitride. The different curves were obtained considering refraction indexes n =
2.7, 2.84, 3.

Figure 6.3 shows the quantitative photoluminescence measurements. The spec-
tra were obtained at room temperature and at an excitation intensity of about
4 × AM1.5 using a laser diode with a wavelength of 782 nm. The result from
Figure 6.1 was used to match the experimental to the calculated curve for silicon
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Figure 6.2: Measured photoluminescence (red dots) and analytical PL-yield calcu-
lated for a (p)c-Si wafer passivated with silicon nitride. The three different fitting
curves were obtained with the absorbance from figure (6.1).

nitride passivation. There is a good match for the a-Si:H layers for an average
refraction index of silicon n = 3.5 and R = 0.309. Therefore, this 3 layer system
a-Si:H/ c-Si/a-Si:H can be approximately treated as a 1 layer system air/c-Si/air,
neglecting the effect of the amorphous silicon films, in the calculation of the reflec-
tion.

The silicon nitride passivation shows the highest PL yield of the series with a
value of 723 meV in the splitting of quasi-Fermi levels. It is followed by the in-
trinsic amorphous silicon layers with a difference of ca. 30 meV in the EFn − EFp ,
for both wafer pretreatments, with the SiN passivation. 695 and 653 meV are the
splittings in the quasi-Fermi energies for the deposited (n)a-Si:H with HF-dip wafer
pretreatment. The RCA process for the (p)a-Si:H and (n)a-Si:H passivation layers
results in EFn − EFp of 650 and 581 meV, respectively.
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Figure 6.3: Quantitative photoluminescence spectra of a monocrystalline (p)c-Si
wafer with different passivation layers. Splitting of quasi-Fermi levels has been
derived from each of the curves. The best passivation was found for SiNX , followed
by (i)a-Si. HF-dip as a cleaning pretreatment shows in general better results than
the RCA-process. The dotted curves show the modelled functions.

6.2 Calculation of effective lifetime

6.2.1 Definition: bulk lifetime and effective lifetime

All recombination mechanisms described in chapters 3 and 4 determine the lifetime
of the excess carriers ∆n generated in the semiconductor. Total recombination rate
(Rb) in the bulk is calculated as the sum of rates from band-band (Rbb), defect and
impurity transitions (RSRH) and Auger processes (RA):

Rb = Rbb + RSRH + RA (6.2)

For each recombination process a lifetime can be defined. For a p-doped material
under low injection conditions:

τbb =
∆n

Rbb

τSRH =
∆n

RSRH

τA =
∆n

RA

(6.3)
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and the total recombination lifetime is given by

1

τb

=
1

τbb

+
1

τSRH

+
1

τA

(6.4)

If there is recombination at the surface it is necessary to define an effective lifetime
which takes into account all the recombination processes Rtot in the volume and at
the surface of the sample. It is defined as:

τeff =
∆ntot

Rtot

(6.5)

where ∆ntot is the excess of minority carriers recombined in the bulk and at the
surface of the wafer. If there is no surface recombination, τeff = τb.

6.2.2 Effective lifetime from photoluminescence

Taking into account equation (3.4) in chapter 3 and with the definition of the
intrinsic carrier density ni =

√
NCNV exp(−Eg/2kT ), Eg = EC −EV , the splitting

of quasi-Fermi levels for non-degenerated semiconductors, i.e., EFn + 3kT < EC

and EFp − 3kT > EV , which is verified in our case, can be expressed by:

EFn − EFp = kT ln

(
np

n2
i

)
(6.6)

Assuming that in our samples of high quality crystalline silicon the density of bulk
deep impurities (i.e. metal introduced in the crystallization process) is very low in
comparison to the doping and valence band and conduction band density of states,
Ni can be neglected in the ’balance charge neutrality’ equation:

n + N−
A = p (6.7)

being N−
A the density of ionized acceptor atoms. Substituting the following expres-

sions in (6.7),

n = n0 + ∆n p = p0 + ∆p N−
A = N−

A,0 −∆NA (6.8)

where n0, p0 and N−
A,0 are the electron, hole and ionized acceptor densities without

illumination and ∆n, ∆p and ∆NA, the variation in the latter quantities introduced
by light; it can be obtained:

n0 + ∆n + N−
A,0 −∆NA = p0 + ∆p (6.9)

For a p-doped semiconductor and the conditions of the experiment here: n0 �
∆n, N−

A,0, p0 and thus n0 can be neglected. ∆NA can also be neglected for no high
injection N−

A = N−
A,0. At room temperature, all the acceptors are ionized, thus

N−
A,0 = NA:
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∆n + NA = p0 + ∆p (6.10)

Knowing the splitting of quasi-Fermi levels from photoluminescence measurements
and expanding the product of n and p:

np = (n0 + ∆n)(p0 + ∆p) = n0p0 + ∆np0 + ∆n∆p + n0∆p (6.11)

with n2
i = n0p0, p0 ≈ NA and ∆n ≈ ∆p.

np ≈ n2
i + ∆nNA + ∆n2 + n0∆n = n2

i + (NA + n0)∆n + ∆n2 (6.12)

using the approximation: n0 � NA ⇒ NA + n0 ≈ NA:

np ≈ n2
i + NA∆n + ∆n2 = n2

i + ∆n(NA + ∆n) (6.13)

Introducing (6.13) in (6.6):

EFn − EFp = kT ln

[
1 +

∆n

n2
i

(∆n + NA)

]
(6.14)

Transforming the previous expression (6.14) in a quadratic equation, ∆n can be
solved:

∆n2 + ∆nNA − n2
i

[
exp

(
EFn − EFp

kT

)
− 1

]
= 0

⇒ ∆n =
−NA ±

√
N2

A + 4n2
i

[
exp

(
EFn−EFp

kT

)
− 1

]
2

(6.15)

where only the positive result should be considered.

An effective lifetime from PL can be defined as:

τeff,PL =
∆n

R
(6.16)

with ∆n accounted for the previous expression (6.15) and R is the total recombina-
tion rate, averaged over the whole structure taking into account the recombination
in the bulk and at the surface as we are calculating an effective lifetime.

And in steady state, generation equals recombination: R = G:

τeff,PL =
∆n

G
(6.17)
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The value of the generation rate is:

G =

∫ d
0 −

∂Φ(x)
∂x

dx∫ d
0 dx

=
Φi(1−R)[1− exp(−αd)]

d
(6.18)

being φ(x) given by (3.3) in chapter 3.

Introducing the positive value of (6.15) and (6.18) in (6.17):

τeff,PL =
d
(
−NA +

√
N2

A + 4n2
i

[
exp

(
EFn−EFp

kT

)
− 1

])
2Φi(1−R)[1− exp(αd)]

(6.19)

I have found an expression of the effective lifetime τeff as a function of the splitting
of quasi-Fermi levels which can be calculated from PL.

6.2.3 Results

With the splitting of quasi-Fermi levels obtained in section 1.1.1, the effective life-
time τeff,PL has been calculated using the formula (6.19). The results are collected
in Table 6.1.

EFn − EFp (eV) ∆n(cm−3) τeff,PL(µs)

SiN 0.723 ± 4 (9.1 ± 1) × 1015 227 ± 23
(i)a-Si (180nm) HF 0.697 ± 0.004 (4.3 ± 0.5) × 1015 108 ± 12

(i)a-Si (100nm) RCA 0.695 ± 0.004 (4 ± 0.5) × 1015 100 ± 12
(n)a-Si (180nm) HF 0.69 ± 0.004 (3.4 ± 0.4) × 1015 86 ± 10
(n)a-Si (40nm) HF 0.653 ± 0.004 (1 ± 0.1) × 1015 25 ± 4

(p)a-Si (100nm) RCA 0.65 ± 0.004 (9 ± 1) × 1014 22 ± 3
(n)a-Si (100nm) RCA 0.581 ± 0.004 (6.5 ± 1) × 1013 2

Table 6.1: Splitting of quasi-Fermi levels, electron excess density and effective
lifetime for the various passivated samples.

For the calculation of ∆n with the equation (6.15) the values of the intrinsic
carrier concentration (ni) and doping concentration (NA) are also needed. ni =
1.213×1010cm−3 was determined using kT = 0.0259 eV and the values NC = 2.86×
1019cm−3, NV = 3.1 × 1019cm−3, Eg = 1.12eV from reference [43]. NA = 1.25 ×
1016cm−3 was estimated assuming a specific resistivity of ρ = 1Ωcm and a hole mo-
bility of µp = 500cm2V −1s−1. The generation rate G ≈ 4×1019cm−3s−1 was derived
from the photon flux used in the measurements, i.e., Φi = 1.6× 1018cm−2s−1, and
a value of 1010 cm−1 for the absorption coefficient was taken for the excitation
wavelength λ = 782nm. Reflection of 23% was taken into account for the SiN pas-
sivation. For the samples with the different amorphous silicon layers, a reflection
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coefficient R=0.306 was used. In Table 6.1 there is an error for the excess electron
density and effective lifetime. An error bar of ± 4 meV for the determination of
the splitting of quasi-Fermi levels has been derived. The calculation of the error is
described in Appendix A. This error derives from the inaccuracy in the determina-
tion of EFn −EFp (see Appendix A) and involves an uncertainty of around 10% in
the effective lifetime determined from the PL-yield.

Figure 6.4: Excess carrier densities from the simulation of continuity equation
(equation 3.17) for a silicon wafer with an effective lifetime of 250 µs and different
surface recombination velocities (same values S for front and rear side). The higher
the surface recombination, the more spatially inhomogeneous is ∆n(x). The same
excitation intensity as in the experiments has been taken.

Figure 6.4 shows the electron excess density over the thickness of the wafer. ∆n
has been calculated solving the continuity equation according to section 5 of chap-
ter 3. I have considered a diffusion length of L = 930µm, which corresponds to a
lifetime of 250 µs. L is larger than the thickness of the wafer, so that carriers that
diffuse can reach the surface and suffer recombination. This is the largest diffusion
length obtained in our calculation and therefore, a very illustrative case for the
evaluation of the influence of the surface recombination in the homogeneity of the
spatial distribution of the carrier densities and thus the splitting of quasi-Fermi
levels. Introducing the bulk lifetime in the continuity equation, different surface
recombination velocities, from 0 to 8000 cms−1 have been applied, obtaining the
spatial dependence of the excess electron density.
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When the carrier densities are not spatially constant, τeff,PL is averaged. From
the previous simulation, the local variation of carrier densities shows a local ef-
fective lifetime. In Table 6.2, the maximum and minimum values of ∆n and the
difference in percentage to the averaged value are shown. For values up to 451
cms−1, this percentage difference reaches the value of 15%. For S = 8000cms−1,
which is a non-realistic value for well passivated wafers, local variations around 60
% can be reached. Furthermore, in this case, local deviations for well passivated
wafers (S < 100cms−1) have local differences up to 5% and the calculation of the
splitting of quasi-Fermi levels implies an inaccuracy 10%.

S(cms−1) ∆nmax(cm
−3) ∆nmin(cm−3) ∆neff,PL(cm−3)

0 1.144 × 1016(4%) 1.099 × 1016 (1%) 1.11 × 1016

55 5.52 × 1015 (4%) 5.15 × 1015 (3%) 5.32 × 1015

61 5.23 × 1015 (4%) 4.86 × 1015 (3%) 5.03 × 1015

97 4.49 × 1015 (5%) 4.12 × 1015 (4%) 4.29 × 1015

397 1.41 × 1015 (13%) 1.078 × 1015 (14%) 1.25 × 1015

451 1.276 × 1015 (14%) 9.47 × 1014 (15%) 1.11 × 1015

8000 1.34 × 1014 (61%) 2.11 × 1013 (25%) 8.33 × 1013

Table 6.2: Local maximum, minimum and average (integrated) excess of electron
density calculated for a wafer with a bulk lifetime of 250 µs for different surface
recombination velocities.

6.3 Dependence on intensity

As the spectral distribution of PL does not change with the excitation intensity,
the photoluminescence dependence on intensity has been evaluated just at the
wavelength for the maximum emission (λ ≈ 1130 nm). Figure 6.5 shows the mea-
sured photoluminescence at different generation rates over one order of magnitude
(G = 7× 1019...7× 1020cm−3s−1) for the sample passivated with silicon nitride and
for one of the samples passivated with (i)a-Si:H. The measured values have been
calibrated as explained in chapter 3. The slope of the curves are 1.26 and 1.38,
showing a non-linear behaviour of the emission of photons versus the excitation
intensity. As it has been explained, PL is proportional to the effective lifetime,
therefore, this non-linearity is also detected in τeff,PL. At first view, this effect can
be explained via three different ways:

1. The surface recombination velocity is constant and the bulk lifetime increases
with Φ,
2. Bulk lifetime is constant over the considered G range, but surface recombination
velocity decreases for higher generation rates.
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3. the non-linearity is due to variation in the bulk lifetime together with changes
in the surface recombination velocities for different excitation intensities.

Figure 6.5: Intensity dependence of photoluminescence measured at maximum
emission wavelength for the (p)c-Si wafer with silicon nitride passivation and for
one of the samples passivated with intrinsic amorphous silicon.

6.3.1 Dependence of bulk lifetime on intensity

In order to study the intensity dependence of the bulk lifetime I will simulate the
recombination of a four energy level system [44]. The energy levels are the con-
duction band, the valence band and two defect levels (one deep impurity level and
one doping level) in between as shown in Figure 6.6.

The Shockley-Read-Hall model [37, 45] was applied, characterized by having two
recombination centers with capture coefficients βij = σijvth (σij is the capture cross
section of level j for the free carriers from level i and vth ≈ 107cms−1 is the average
thermal velocity of the free carrier) and with thermal excitation between the levels
and both the conduction and the valence bands. In this case it is possible to write
4 rate equations:

dn

dt
= G−RCi −RCA −RCV + GiC + GAC + GV C (6.20)

dni

dt
= RCi −RiA −RiV −GiC + GAi + GV i (6.21)
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Figure 6.6: Sketch of the recombination model considered in the simulation of the
bulk lifetime. A four energy level system has been chosen: the valence and con-
duction band, an energy level in the middle of the gap to represent deep impurities
in silicon and the doping acceptor level EA, which in this case has been drawn too
far away from the valence band in order to facilitate the view of the recombination
rates. All possible recombination channels between the four levels are shown in the
figure. Thermal generation rates, which are not shown, would be the same ones
but changing the direction of the arrows.

dnA

dt
= RCA + RiA −RAV −GAC −GAi + GV A (6.22)

dp

dt
= G + GV C + GV i + GV A −RCV −RiV −RAV (6.23)

where n, ni, nA are the electron densities at the conduction band, at the defect
level and at the doping (acceptor in this case) level and p is the hole density at
the valence band. G is the applied generation rate and the terms Rjk are the
recombination rates between level j and k and Gkj are the thermal generation rates
in the opposite direction. The indices C, V, i and A correspond to the conduction
band, valence band, intrinsic impurity and acceptor level, respectively. The next
step is the calculation of the recombination and thermal excitation rates. Kinetic
arguments are considered for the determination of the recombination rate. When
an electron (hole) moving through the lattice reaches the capture cross section σ of
an atom with a hole (electron), it will recombine there. In this model, we consider
that no electron capture takes place if the atom is already occupied by an electron
because the energy of this second electron may be very high and in the range of
the conduction band (Pauli Principle). The possible rates for our 4-level system
are the following:

RCi = βCin(Ni − ni)

RCA = βCAn(NA − nA)
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RCV = βCV np

RiA = 0 (6.24)

RiV = βiV nip

RAV = βAV nAp

Thermal generation rates can be calculated using the Principle of Detailed Balance
in the dark and considering that, due to the rapid thermalization, electrons and
holes have the same energy and velocity distribution under illumination and in
the dark. Therefore, equaling recombination and emission rates in a steady state
(G=0) for each recombination channel and knowing the density of electrons in the
dark described by the Fermi distribution, the emission coefficient can be found and
therefore generation rates are given by:

GiC = βCi exp((Ei − EC)/kT )ni(NC − n)

GAC = βCA exp((EA − EC)/kT )nA(NC − n)

GV C = βCV exp(−EC/kT )(NV − p)(NC − n)

GAi = 0 (6.25)

GV i = βiV exp(−Ei/kT )(NV − p)(Ni − ni)

GV A = βAV exp(−EA/kT )(NV − p)(NA − nA)

where it has been assumed that there is neither recombination nor thermal gen-
eration between the defect level and the doping level. In our case it has been
considered the valence band EV = 0 eV, thus, for crystalline silicon, conduction
band is at EC = 1.12 eV. The doping level is located at EA = 0.045 eV (boron
doped) and the intrinsic defect level is placed in the middle of the gap, i.e., Ei =
0.55 eV. The density of states are: NC = 2.9 × 1019 cm−3, NV = 3.1 × 1019 cm−3

[43], NA = 1.2 × 1016 cm−3 (ρ ≈ 1Ω cm) and Ni = 6.5 × 1010 cm−3.

In order to simulate the non-linearities from the PL measurements, two criteria
were followed: 1) the 4 capture coefficients: βCi, βCA, βiV and βAV were varied
over a reasonable range of values and 2) the electron density n in the conduction
band should have values within the densities obtained for the SiN passivation from
the quantitative photoluminescence (∆n ∈ (8 × 1015, 1016cm−3)) (see Table 6.1).
The recombination coefficient between the conduction and the valence band for
the sample was measured from quantitative photoluminescence elsewhere [46] and
has the value βCV = 5 × 10−15cm3s−1. Figures 6.7 and 6.8 show the band band
recombination rate and the carrier densities versus generation rate when varying the
recombination coefficient between the intrinsic defect level and the valence band
βiV within the range (5 × 10−10...10−8cm3s−1). The other coefficients have the
following values: βCi = 10−7cm3s−1, βCA = 10−10cm3s−1, and βAV = 10−9cm3s−1

in order to maintain ∆n within the mentioned limits. In Figure 6.7 the curves show
non-linearities in the same excitation range (G ∈ (∼ 7×1018... ∼ 7×1019)cm−3s−1)
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Figure 6.7: Band-band recombination (Rbb = RCV ) versus the generation rate
resulted from the simulation of the 4-level model and SRH- recombination in the
log-log scale. The different curves have been obtained varying the recombination
coefficient between the intrinsic defect level and the valence band. Non-linearities
appear in the curves in the same excitation range as in the PL measurements.

as in the PL measurements. Two dashed lines mark this range in both figures. The
slopes vary from 1 to 1.3 when the coefficient βiV is increased. The evolution of the
carrier densities within G of the measurements show in Figure 6.8 that nearly all
the doping atoms are ionized (≈ 99.7 %). The maximum of n ≈ ∆n is one order of
magnitude smaller than po and therefore low injection conditions (∆n � po) can
not be assumed. ∆n is just around half an order of magnitude larger than po, thus
not following either high injection conditions (n, p � no, po). The measurements
are done in a range in between. The non-linearities in the PL in the range of G
studied are not only determined by the excess of the electron density but also by
the hole density p because it is not any more constant. Finally, there are more
neutral defects than positively charged ones.

6.3.2 Intensity dependance of the surface recombination
velocity

Assumed the lifetime in the bulk to be constant.
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Figure 6.8: Carrier densities versus the generation rate as result of the simulation
of the 4-level model and SRH-recombination. The different curves have been ob-
tained varying the recombination coefficient between the intrinsic defect level an
the valence band: βiV = 10−8...5× 10−10cm3s−1.

Radiative recombination, i.e. the photoluminescence yield, is proportional to the
product of electron and hole densities Ypl ∝ np. Under the definition of effective
lifetime as ∆n/G, for a p-doped semiconductor and under low injection conditions
(∆n, ∆p� po):

Ypl ∝ ∆n =⇒ Ypl ∝ τeff,PL(G) ·G (6.26)

In the measurements, PL shows non-linearities versus excitation intensity. It has
been assumed that they are proportional to Gm in the excitation range taken:

Ypl ∝ Gm =⇒ τeff,PL(G) ∝ Gm−1 (6.27)

so that τeff,PL(G) is also a monotone function if the PL increases monotonously.
Effective lifetime is constant just only when the slope of Ypl equals unity.

For the well passivated wafers, at G ∈ (∼ 7 × 1018,∼ 7 × 1019cm−3s−1, low in-
jection conditions are not satisfied (∆n, ∆p are not � po). In this case:

Ypl ∝ n · p ≈ ∆n · (po + ∆p) = ∆n · (NA + ∆n) = (∆n)2 + NA ·∆n

= (τeff,PL(G) ·G)2 + NA ·G · τeff,PL(G) (6.28)

where we have used again po + ∆p = NA + ∆n from the neutrality equation as in
section 6.2.2. Taking into account as above that Ypl ∝ Gm, the effective lifetime
can be obtained solving the following quadratic equation:

(G · τeff,PL(G))2 + NA ·G · τeff,PL(G)− C ·Gm = 0
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=⇒ τeff,PL(G) =
−NA

2G
+

√
N2

A + 4C ·Gm

2G
(6.29)

being C a constant. In this case the effective lifetime has a more complicated de-
pendence on the excitation intensity than for low injection conditions.

Considering that photoluminescence does not change its spectral distribution when
the excitation intensity is changed, the calibrated measurements of PL from Figure
6.5 can be used to obtain the splitting of quasi-Fermi levels for the different gen-
eration rates measured. First of all, the measured points in Figure 6.5 are fitted
linearly in a double logarithmic scala and the fitted curve is used as extrapolated
data. Afterwards, the maxima of the spectra from Figure 6.3 are compared with
the PL maxima measured and the extrapolated data and differences are translated
into differences of quasi-Fermi levels using

∆(EFn − EFp) = kT ln

(
Ypl,max

Ymax,s

)
(6.30)

where Ypl,max is the photoluminescence yield at wavelength of maximum emission
from the measurement at different G and Ymax,s is the value of quantitative PL
(dnγ/d(h̄ω)dΩ) at the same wavelength from the whole spectra measurements done
for the determination of (EFn − EFp)s of this sample (see Figure 6.3). Once this
value is obtained, the splitting of quasi-Fermi levels at each G is determined as
(EFn − EFp)G = (EFn − EFp)s + ∆(EFn − EFp), the excess of electron density and
thus, the effective lifetime are calculated just following the same steps as in section
6.2.2.

The results obtained from the explained calculations are depicted in Figure 6.9.
The measured data are shown with open circles for the SiN passivation and with
open squares for the (i)a-Si:H passivation. The extrapolated data is drawn with a
dashed curve. The dotted curves mark the error obtained from the calculation of
the splitting of quasi-Fermi levels (± 4 meV). Adding this error to the EFn − EFp

of the extrapolated data, an inaccuracy of ∆n and τeff,PL using equations 6.15
and 6.17, respectively, was derived. The solid line was obtained using the formula
(6.29) with the parameters of the sample: NA = 1.2 × 1016 cm−3 and m = 1.26
for the sample with the SiN layer and m = 1.38 for the (i)a-Si:H passivation. The
constant C was varied till the curve fit the dashed curves.

At this point it should be noted that in the previous measurements and in the
calculations of this section, lateral variations of the effective lifetimes and surface
recombination velocity have not been taken into account. In the last section of this
chapter a short evaluation of these variations is described.
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Figure 6.9: Effective lifetime versus generation intensity for the SiN (m = 1.26)and
one of the (i)a-Si:H (m = 1.38) passivated samples obtained from PL measurements
at wavelength of maximum emission (open circles and open squares, respectively).
The dashed line shows the τeff,PL obtained for the extrapolated data from the
measured points in Figure 6.5. Dotted curves show the uncertainty derived from
the calculation in the splitting of quasi-Fermi levels. The solid lines show the
calculations of the effective lifetimes using formula 6.29.

Determination of surface recombination velocity

Assuming that the bulk lifetime is constant versus G, the solution ∆n(x) of the
continuity equation at steady-state conditions (equations (3.18) and (3.19)) has
been used for the determination of the surface recombination velocity. As the
passivation at both sides of the samples is the same, wafers are symmetrical, and
surface recombination velocities at back and front are identical S0 = Sd = S. The
absorption coefficient is α = 1010cm−1 for the incident wavelength.

From the measurements of PL yield, I derived the total ∆n (see equation 6.15)
generated via illumination. If the bulk lifetime is known and the surface recombi-
nation velocity is varied, the profile of the electron excess carrier densities changes
and thus the integral

∫ d
0 ∆n(x)dx too. By comparison of experimental and simu-

lated ∆n, the value of S0 = Sd was obtained.

I calculated ∆n and τeff,PL from experimental luminescence in the previous sec-
tion. The bulk lifetime of a wafer can only be determined with certain deviations.
In our case, the lower limit is given by the very good silicon nitride passivation,
where I will consider that the surface recombination velocity is Smin = 0 cm s−1 for
the highest τeff,PL calculated. In this case the effective lifetime measured equals
the bulk lifetime: τeff,PL = τb,min. The calculated maximal effective lifetime (Fig-
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ure 6.9) is 320 µs at G = 1.3 × 1019 cm−3 s−1. Figure 6.10 shows the result
of these calculations. The open circles and open squares correspond to the sur-
face recombination velocity obtained from the measurements and the closed circles
and squares were obtained from the extrapolated data. The dashed lines show
the error corresponding to the inaccuracy in the determination of the splitting of
quasi-Fermi levels. For the SiN passivation, the measured point gives values for
S ∈ (4, 15)cms−1 and the calculated velocities oscillate between 0 and 20 cm s−1.
For the (i)a-Si:H passivation, measured values vary in the range (21 - 39) cm s−1

and the calculated ones, in the range (15 - 51) cm s−1.

Figure 6.10: Surface recombination velocity versus generation intensity for the
SiN (open circles) and a-Si:H passivated (open squares) samples obtained from PL
measurements at wavelength of maximum emission and for the extrapolated data
(closed symbols). The error bars show the uncertainty derived from the calculation
in the splitting of quasi-Fermi levels. For the calculation of Smin, the bulk lifetime
assumed is τb,min = 320µs.

As the upper limit, I took the intrinsic bulk lifetime of crystalline silicon, de-
termined by enhanced Auger recombination and radiative recombination [47]:
τb,max = τb,i, where τb,i is given by:

1

τb,i

=
1

τA

+
1

τbb

(6.31)

For the determination of the upper limit using (6.31), I used the parametriza-
tion developed by Altermatt [48] based in the results from [35] for the enhanced
Auger recombination lifetime, so that for the doping concentration of the samples,
NA = 1.2 × 1016cm−3, a τAe ≈ 1100µs has been assumed also for a generation
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Figure 6.11: Surface recombination velocity versus generation intensity for the SiN
(open circles) and one of the (i)a-Si:H (open squares) passivated samples obtained
from PL measurements at wavelength of maximum emission for the extrapolated
data (closed symbols). Dashed curves show the uncertainty derived from the cal-
culation in the splitting of quasi-Fermi levels. For the calculation of Smax it has
been considered a bulk lifetime of τb,max = 1100µs calculated from Auger enhanced
recombination.

rate of G = 1.3 × 1019cm−3s−1. The radiative recombination lifetime is given by
τbb = (Bnp)−1, where B = 5 × 10−15 cm3s−1has been determined experimentally
[46]. An intrinsic bulk lifetime of τb,i = τb,max = 1100µs is obtained. Figure 6.11
shows the same calculations as in Figure 6.10 but using the bulk lifetime obtained
from enhanced Auger recombination. The surface recombination velocity increases
for the same effective lifetimes. For the sample passivated with SiN, Smax varies
from 32 to 43 cm s−1 for the measured points and from 29 to 49 cm s−1 for the
calculated curves. For the (i)a-Si:H passivation, surface recombination velocity is
between 50 and 67 cm s−1 for the measured values and between 45 and 85 for the
extrapolated data with the inaccuracy included.

In Figure 6.12 the continuity equation at a steady state has been solved for a
bulk lifetime of 227 µs and different surface recombination velocities from 0 to 200
cm s−1. Considering a minimum value of S = 5...10 cm s−1 for the SiN passivation
[47], we find that a difference of 30 % (as in the PL) in the excess carrier density is
found for S values around 20-30 cm s−1. This confirms the values obtained in the
previous calculations, so that it can be that a variation in the surface recombina-
tion velocity as described (from around 5 to 20 cm s−1) for the lifetime taken, do
produce the measured variation in PL.
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Figure 6.12: Profile of the excess electron density obtained from solving the con-
tinuity equation for a fixed volume lifetime (τb = 227 µs) and various surface
recombination velocities S.

6.4 Discussion of results

In this chapter, splitting of quasi-Fermi levels is derived from quantitative pho-
toluminescence. In the calculations it has been considered that the reflection co-
efficient is constant for all emission wavelengths. This can evolve in differences
around the maximum emission wavelength between generated photoluminescence
from Planck’s Generalized Law curve and the measured spectra. The best fitted
curve was obtained for a reflection of 25 % (n = 3) for the silicon nitride passivation
and 31 % (n = 3.5) for the wafers passivated with amorphous silicon.

EFn − EFp was calculated for c-Si with different passivation layers. The best
quality was obtained with silicon nitride passivation deposited by remote plasma
technique, verifying the already investigated good passivation properties of this
material [36, 39, 49, 50, 51, 52, 53, 54, 55, 56]. Silicon nitride films may contain a
high density of fixed positive charges which induce an inversion layer at the silicon
surface producing a field-effect passivation and reducing the surface recombination
velocity S. Amorphous silicon can also form very good passivation layers with
the advantage of having no parasitic shunting and lower deposition temperatures.
In the developed work, (i)a-Si:H passivated wafers show photoluminescence yields
very similar to the SiN layers and doped a-Si:H have less splitting of quasi-Fermi
levels. Similar results have also been previously reported [57, 26, 55].

Passivation using doped a-Si:H films is noticeable improved when an intrinsic amor-
phous layer is introduced between them and the silicon substrate [24, 57, 11]. In
the samples analyzed, it can also be observed that for the same type of a-Si:H pas-
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sivation layer, the HF-dip wafer pretreatment improves the splitting of quasi-Fermi
levels in comparison to the RCA process. This result has been extensively proved
too [57, 40, 41]. Defects at the interface Nif , which increase the surface recom-
bination velocity, can be enormously reduced by means of hydrogen passivation of
silicon dangling bonds. Interface defect densities up to 7x1011cm−2eV −1 have been
found for wafers precleaned with HF [41].

Once the splitting of quasi-Fermi levels has been determined, the excess electron
density and the effective lifetime can be easily calculated for a doped semiconduc-
tor under non high injection conditions if the doping density is known. For the SiN
passivated sample a value of τeff,PL = 227±23µs is obtained, the a-Si:H passivated
effective lifetimes have values between (108 ± 12) µs and 2 µs.

For all the previous calculations a constant distribution of carriers over the wafer
under illumination has been assumed. In order to confirm the validity of this sim-
plification, profiles of excess electron density have been simulated using the con-
tinuity equation of carriers and splitting of quasi-Fermi levels have been derived
from them. For a bulk lifetime of 250 µs, the variation of ∆n from the constant
value obtained from the PL measurements can be translated in local variations (in
the thickness) of effective lifetime. Variances of up to 5% and 15% have been found
for S < 100cms−1 and S ≈ 500cms−1 respectively, which are not very high. Only
for S ≈ 8000cms−1, the variation can get values of 60%.

In order to analyze the effective lifetime when the generation rate is varied, an
expression (6.29) relating the effective lifetime and the slope m of the PL was ob-
tained. Under low injection τeff,PL follows the behavior of the PL with a slope m-1.
Between low and high injection conditions, the relation is more complicated, being
the solution of a quadratic equation. The excitation intensity considered in this
work falls in the latter case and therefore the calculated effective lifetime does not
follow the monotone tendency obtained in the PL measurements, but increasing
up to G ≈ 3× 1019cm−3s−1 and then decreasing progressively (see Figure 6.9).

From the PL measurements non-linearities versus G are clearly observed. Two pos-
sible explanations have been investigated in order to explain these non-linearities:
intensity dependance of bulk lifetime and of surface recombination velocity.

Bulk lifetime, simulated by a 4-level system, shows variation up to 30 % in the
slope of log-log plot of the band-band recombination rate versus G. The critical
point in this simulation is the choice of the recombination coefficients. For the
capture of holes, increasing βiV , or what is the same, the capture cross section
σiV = βiV /vth, lower slopes are obtained for Rbb. Values around 10−15cm2 are typ-
ical values for neutral defects [29, 58, 59]. In the simulation, some of the intrinsic
defects are positively charged; therefore, even lower values, accounting for Coulomb
repulsive forces, may also be reasonable. In that case, slopes around 1.2-1.3 are ob-
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tained (see Figure 6.7). A recombination coefficient of βCA = 10−10cm3s−1, which
accounts for a capture cross section for electrons of σCA = 10−17cm2 at the acceptor
level was taken. Such a small value is only possible for negative charged atoms in
the case of capture of electrons due to repulsive coulomb forces [29]. As nearly all
acceptor atoms are ionized, this value is quite reasonable for the studied case. For
the same reasons, capture coefficient of holes by the acceptor level should be larger
due to attractive coulomb forces. In the simulation a value of βAV = 10−9cm3s−1,
i.e. σAV = 10−16cm2 has been assumed. If this value is large enough for that kind
of attractive forces or corresponds to neutral recombination centers remains as an
open question. Also, a value of βCi = 10−7cm3s−1, which means a σCi = 10−14cm2

may be too high for the capture of electrons by neutral defects. Therefore more
detailed studies are needed in order to confirm the validity of the capture cross
sections taken for the simulation and furthermore, an intensity dependance of the
bulk lifetime. That the intensity dependance of PL derives only from bulk lifetime
is questioned by the fact that different slopes in the log-log plot of Ypl,max(G) are
obtained for different passivated samples (see Figure 6.5), even when the substrate
is the same. This suggests that surface recombination is also changed when the
sample is illuminated with different excitation intensities.

The calculation of the surface recombination velocity and its intensity dependance
have been done by solving the continuity equation for known constant τb and com-
paring the total electron excess densities obtained from PL and from the simulation.
The limitation of the possible values for τb is done considering a minimum value of
320 µs for S = 0 cm s−1 obtained for the silicon nitride passivation via the effective
lifetime calculations and a maximum value of 1100 µs given by the intrinsic bulk
lifetime. These two quantities seem to be reasonable values for a crystalline silicon
wafer with a resistivity of 1 Ω cm [19].

S decreases till a minimum around G = 3× 1019cm−3s−1 for the silicon nitride
passivation and at ∼ 1019cm−3s−1 for the wafer passivated with (i)a-Si:H when the
generation rate is increased, and increases again slowly for both samples. Similar
results have been found in previous investigations [50, 51, 55, 27]. These results are
in favor of the hypothesis that considers non-linearities in PL due to variations in
the recombination rates at the surface when the generation rate is changed. How-
ever, the changes in the surface recombination velocities for the SiN passivation
in the range of G considered are not confirmed by photoconductive decay (PCD)
measurements of similar deposited films [27, 55], which show much smaller varia-
tions in S (from 2 to 8 cm s−1).

As none of the two proposed explanations for the non-linearities in the PL de-
scribe completely this behavior, the third possible proposal is a combination of
both, i.e. that not only the bulk lifetime but also the surface recombination veloc-
ity are not constant and vary when changing the excitation intensity. In this case,
the calculation τb and S is much more complicated.
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Finally, it should be mentioned that the definition of the effective lifetime τeff

as ∆n/G has been derived from its general description from exponential decay of
excess carrier densities when the generation is turned off. In that case the recombi-
nation rate is assumed to be proportional to ∆n: R = G = ∆n/τ and not injection
dependent. The PL measurements of our samples show an intensity dependance in
the form YPL ∝ Gm and then it is questionable if the previous definition is a good
approximation. The justification for this extrapolation is the comparison of life-
times from PL with lifetimes obtained with other measurement techniques which
are also defined by the previous equation.

6.5 Comparison of lifetimes from photolumines-

cence and photoconductive measurements

τeff,PL(µs) τeff,PCD(µs)

SiN 227 ± 23 448
(i)a-Si (180nm) HF 108 ± 12 227

(i)a-Si (100nm) RCA 100 ± 12 297
(n)a-Si (180nm) HF 86 ± 10 245
(n)a-Si (40nm) HF 25 ± 4 160

(p)a-Si (100nm) RCA 22 ± 3 13
(n)a-Si (100nm) RCA 2 4

Table 6.3: Excess of electron density and effective lifetime for the different passi-
vated samples. The error given for the PL measurements comes from the inaccuracy
in the determination of quasi-Fermi levels.

The effective lifetimes of the SiN and a-Si:H passivated samples where also mea-
sured at ISFH via the photoconductive decay technique (PCD) [60]. Results are
condensed in Table 6.3 together with the calculated τeff,PL. The values measured
from PL tend to be lower than the measured from PCD. However, the excitation
intensity employed is ca. 8 times lower than the one used in the PL experiments,
and this can evolve in variances in the effective lifetime. Values of τeff,PL calculated
from the PL intensity dependence measurements are between 250 and 320 µs for
a generation rate G = 1.5 × 1019cm−3s−1 (AM1.5), which is closer to the PCD
lifetime value, but still smaller.

Another explanation for the difference between both measurements could be inho-
mogeneities found in the samples. In Figure 6.13 an effective lifetime scan of the
silicon nitride passivated wafer is shown. An illumination around 0.3-0.5 AM1.5
equivalent photon fluxes at a wavelength of 904 nm was used. At the first view
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Figure 6.13: Scan of effective lifetime measured by the PCD technique for the SiN
passivated sample. Large inhomogeneities can be detected in the wafer [60]. The
scala of colors is linear.

Figure 6.14: PL scan measured from one of the samples passivated with amorphous
silicon. Inhomogeneities can be easily detected in the wafer.

it can be observed that in the examined sample large inhomogeneities are de-
tected. Due to this, lateral variations up to 70 % in the lifetime are obtained:
τeff,PCD = 448 ± 211µs. PL scans at wavelength of maximum emission were also
done for the samples passivated with amorphous silicon. One of the scans is shown
in Figure 6.14. As for SiN inhomogeneities are easily observable.



Chapter 7

Temperature dependence of
photoluminescence

In the following chapter I will discuss the photoluminescence spectra at different
temperatures. At low temperatures it is possible to distinguish the indirect transi-
tions in crystalline silicon from transition peaks in PL measurements. Splitting of
quasi-Fermi levels and the effective lifetime for a series of temperatures (from 77
K to 393 K) have been derived.

7.1 Indirect transitions in crystalline silicon

In silicon, as the maximum of the valence band and the minimum of the conduction
band are not situated at the same k-value, direct transitions between the valence
and the conduction band are not allowed for photon energies lower than 3.5 eV due
to momentum-conservation. Indirect transitions can only take place if a phonon,
with a wave vector which accounts for the difference in momentum between the
initial and final states, is absorbed or emitted. The energy and momentum conser-
vation for indirect transitions (with photon absorption) are the following [29]:

Absorption of a phonon:

h̄ω + h̄Ω = Ef − Ei; p = h̄kf − h̄ki (7.1)

Emission of a phonon:

h̄ω − h̄Ω = Ef − Ei; − p = h̄kf − h̄ki (7.2)

where the indices i and f mean the initial and final states of the electron implied in
the transition, h̄Ω and p are the energy and momentum of a phonon, respectively.
The momentum of photons involved is much smaller than p and therefore it can
be neglected.

49
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The transition probability Pac for an indirect transition between a state a in the
valence band to a state c in the conduction band over an intermediate state b equals
the product of two probabilities: 1) direct transition between the state a to the
state b, P d

ab, with the absorption of a photon, and 2) emission or absorption of a
phonon, P i

bc. For different possible intermediate states, the transition probability
is proportional to the sum over all intermediate states [61]:

Pac = ΣbP
d
abP

i
bc (7.3)

These simple transitions involving a single momentum-conserving phonon described
by equations (7.1) and (7.2) could be, in principle, extended to more complex ones
where more phonons are included but these kind of multiphonon processes are
much less probable.

For each allowed phonon (or set of phonons) and for each emission and absorption
of those phonons, a contribution to the absorption constant with identical shape is
expected [61]. The identification of each of the corresponding phonon branches can
be done via its characteristic transition matrix element (Pac) and its threshold en-
ergy, which indicates at which initial energy the transition with the implied phonon
is possible. So far, it would be expected to find an absorption spectrum with well
defined edges indicating the contribution of particular phonon branches. Experi-
mental results [62] showed these clearly distinguished absorption contributions for
low temperatures (∼5 K). At higher temperatures these structures are smoothed by
thermic influences, what is known as relaxation broadening. This smoothing was
suggested to be due to exciton scattering by phonon absorption which produces a
phonon lifetime broadening or due to deviations from parabolicity [63].

7.2 Detailed analysis of PL-spectra at T=17K

Silicon has a diamond crystal structure, which can be considered as two penetrating
face-centered cubic lattices. For the acoustic modes these two sublattices move in
the same direction, whereas for the optical mode they move in opposite directions.
For a three-dimensional lattice with two atoms per unit cubic cell, as Si, three
acoustic modes and three optical modes exist. Longitudinally polarized modes are
modes with the displacement vectors of each atom along the direction of the wave
vector; thus there is one longitudinal acoustic mode (LA) and one longitudinal
optical mode (LO). Modes with atoms moving in the planes normal to the wave
vector are called transversely polarized modes. There are two transverse acoustic
(TA) and two transverse optical (TO) modes [19].

In this section I am going to analyze the PL spectra at 17 K of one of the samples
of the previous Chapter in order to identify the radiative processes involved in the
(p)c-Si substrate. At this temperature, the broadening effect is not very strong and
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Figure 7.1: Quantitative photoluminescence spectra measured at 17 K from one of
the (p)c-Si samples passivated with intrinsic amorphous silicon. Identification of
peaks according to [64]

the different transitions can be easily detected. The sample was passivated with
amorphous silicon (100 nm) and had an RCA cleaning pretreatment. The sam-
ple was placed in a cryostat (Cryo Vac) cooled with liquid helium. Quantitative
photoluminescence was measured by comparing the calibrated PL spectra at room
temperature with and without cryostat and obtaining a transfer function between
both cases.

Figure 7.1 shows the measured photoluminescence and the transition components
identified following the notation used by Dean et al. [64]. It can be seen that the
spectrum is dominated by the BTO component, which corresponds to transverse
optical momentum conserving (MC) phonons. The B0 transition is related to no-
phonon assisted decay of excitons bound (BE) to neutral acceptor centers. The
second highest components are B0

2 and BTO
5 which are phonon replicas of bound

exciton transitions, both situated at lower energies than the BE no-phonon line and
the TO(MC) phonon replica respectively. According to Dean, the energy differ-
ences are related to transverse acoustical momentum conserving (TA(MC)) phonon
and multiphonon transitions involving the zone-center optical phonon together with
the TO(MC). A process in which a bound electron and hole recombine a releasing
part of the energy to raise a second hole to an excited bound state is accounted by
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the component BTO
4 . BTO

3 involves recombination of free electrons with one hole
in an H−-like acceptor complex; part of the energy is used to raise a second hole
to an excited bound state. Finally, the intrinsic component ITA accounts for the
spectral component associated with the recombination of free excitons assisted by
transverse phonons.

Table 7.1 compares the lines associated with each of the mentioned transitions
in the study developed by Dean and this work. It can be seen that there is a very
good accordance between both results.

component EP (eV) [64] EP (eV) at 17 K

B0 1.1503 1.151
ITA 1.1365 1.137
B0

2 1.1319 1.131
BTO 1.0924 1.098
BTO

3 1.067 1.069
BTO

4 1.058 1.059
ITO+0Γ 1.0315 1.033

Table 7.1: Comparison of the different components of the 17 K PL spectra obtained
from own measurements and the ones derived from Dean et al. [64]

7.3 Calculation of the absorption coefficient at

different temperatures

Photoluminescence from the sample described in the previous section was further
measured at different temperatures: T = 77, 112, 195, 296, 333, 363 and 393 K.
The same procedure as for the 17 K measurement was used to calibrate the PL-
yield.

Figures 7.2 and 7.3 show the obtained curves for temperatures lower than room
temperature and higher than room temperature, respectively. It can be observed
that for lower temperatures there is a finer structure from the transitions. The
higher the temperature is, this fine structure is smoothed, due to the effect of re-
laxation broadening of excitons mentioned in section 7.1. Another effect that can
be noted is that the maximum of the photoluminescence spectrum shifts to lower
energies for higher temperatures. The reasons for this effect are changes in bond
lengths and electron-phonon interactions which dominate for high temperatures,
with the consequence of a reduction of the band gap [65, 66].
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In order to obtain the absorption coefficient, the following steps have been applied.
Once the experimental curves are calibrated, an analytical photoluminescence spec-
trum given by the formula:

dnγ = A(h̄ω)× (h̄ω)2

4π3c2
oh̄

3 ×
exp

(
EFn−EFp

kT

)
d(h̄ω)

exp
(

(h̄ω)
kT

) (7.4)

A(h̄ω) =
[1−R(h̄ω)][1− exp(−α(h̄ω)d)]

1−R(h̄ω) exp(−α(h̄ω)d)
(7.5)

was calculated in order to estimate the splitting of quasi-Fermi levels. The 1
in the denominator of formula (6.1) was eliminated to simplify the calculations.
However, this produces deviations from the real spectrum for energies lower than
h̄ω < 1.09eV and h̄ω < 1.05eV at T = 77 K and 112 K respectively and the fitting
was restricted to higher energies than the described for these temperatures. For
the calculation of the absorbance, the formula (7.5) was applied. The data for
the absorption coefficient α(h̄ω) was obtained from literature: [62] and [31] for
temperatures T = 77, 195 K and T = 112, 296 K respectively, and the reflection
coefficient at the interface was Ri = 0.31. The excitation intensity has been as-
sumed to be the same for all the temperatures.

T(k) EFn − EFp (eV)

77 1.067
112 1.015
195 0.887
296 0.703
333 0.632
363 0.572
393 0.512

Table 7.2: Splitting of quasi-Fermi levels calculated from the PL curves shown in
Figures 7.2 and 7.3.

As no literature data was found for the absorption coefficient at higher tempera-
tures, another method was used to find EFn − EFp for the samples in Figure 7.3.
For E > 1.25 eV, the absorptivity of silicon is determined only by the reflection
coefficient: A(h̄ω) = (1−R(h̄ω)). Therefore, we only used the high energetic range
of the PL spectra to find the splitting of quasi-Fermi levels. In Figures 7.4 and
7.5 one example of each of the used methods is shown. The dashed lines show
the analytic curves used for the estimation of EFn −EFp . The resulting calculated
values are shown in Table 7.2. The splitting of quasi-Fermi levels decrease with
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Figure 7.2: Calibrated photoluminescence of p-type crystalline silicon measured at
different temperatures (T ≤ 296K) .

increasing temperature.

Both methods for the calculation of the splitting of quasi-Fermi levels are depicted
in Figure 7.6: 1. known the absorptivity and using the analytical expression of
photoluminescence (dashed line) and 2. when the A(h̄ω) is not known, the absorp-
tivity can be assumed to be (1− R(h̄ω)) for h̄ω ≥ 1.25eV , and the fitting is done
for high energies. It can be seen how both methods converge at h̄ω ≥ 1.25eV .

The next step is the calculation of the absorbance. With the values of EFn − EFp

known, A(h̄ω) can be easily derived from the measured PL-yield using the following
expression derived from Planck’s Generalized Law:

A(h̄ω) = dnγ(h̄ω)
4π3h̄3c2

0

(h̄ω)2

[
exp

(
h̄ω − (EFn − EFp)

kT

)
− 1

]
(7.6)

The resulting absorbance curves are pictured in Figure 7.7. For getting the values
of the absorption coefficient, α(h̄ω) was calculated from the absorbance formula
used in (6.1):

α(h̄ω) =
1

d
ln

(
A(h̄ω)Ri(h̄ω)− 1 + Ri(h̄ω)

A(h̄ω)− 1 + Ri(h̄ω)

)
(7.7)
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Figure 7.3: Calibrated photoluminescence of p-type crystalline silicon measured at
different temperatures (T ≥ 296K).

being d the thickness of the wafer and Ri the reflection at the interface. In Fig-
ure 7.8 the calculated absorption coefficient and literature data ( [62, 31, 67]) are
shown for the temperatures T = 77, 112, 195 and 296 K. The literature values of α
at room temperature is a tabulation from Green and Keevers based in previously
measured data. The other data were direct measurements. It can be seen that the
obtained values match very well with the literature data for higher energies. For
low energies, there is a deviation with the data obtained from MacFarlane et al..
This is probably due to inaccuracy in the digitalization of linear graphical data
which was done from the literature data. For the other two temperatures T = 112
K and T = 296 K, the accordance is found in the whole energy spectrum.

7.4 Effective lifetime at different temperatures

From the measured quantitative photoluminescence for different temperatures, it is
possible to obtain the effective lifetime following the same procedure as described in
Chapter 6. However, like some material parameters, as the intrinsic carrier density
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Figure 7.4: Photoluminescence spectra from the (p)c-Si wafer measured at 112 K
and analytically calculated PL-yield (dashed line)

Figure 7.5: Photoluminescence spectra from the (p)c-Si wafer measured at 333 K
and analytically calculated PL-yield (dashed line).

and the absorption are temperature dependent, this should be taken into account
in the calculations.

For the calculation of the lifetime τeff,PL using the formula (6.19) obtained in
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Figure 7.6: Photoluminescence spectra from the (p)c-Si wafer measured at 296 K.
Both methods to determine the splitting of quasi-Fermi levels are shown in the
graph: 1. known the absorptivity (dashed line) and 2. A(h̄ω) ≈ (1 − R(h̄ω)) for
h̄ω ≥ 1.25eV . Both methods converge at h̄ω ≥ 1.25eV .

Chapter 6,

τeff,PL =
d
(
−NA +

√
N2

A + 4n2
i

[
exp

(
EFn−EFp

kT

)
− 1

])
2Φi(1−R)[1− exp(αd)]

(7.8)

it is necessary to know the density of the doping level NA and the intrinsic carrier
density ni in addition to the splitting of quasi-Fermi levels, which are temperature
dependent.

I have considered N−
A,0 ≈ po and I have solved the particle conservation in the

dark in order to know the value of the Fermi level EF , p0 and thus NA:

n0 + N−
A,0 = p0 (7.9)

NC exp
(
−EC − EF

kT

)
+ NA

1

1 + exp
(

EA−EF

kT

) = NV exp
(

EV − EF

kT

)
(7.10)
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Figure 7.7: Absorbance curves at different temperatures derived from quantitative
measurements for a (p)c-Si wafer.

where I have also assumed that the occupation of the doping center NA is given
by Fermi statistics N−

A,0 = 1/(1 + exp((EA − EF )/kT ), as it is very close to the
valence band (EA−EV ≈ 0.045eV ). The variation of the effective density of states
NC and NV , in the conduction and valence band respectively, the band gap energy
EG and the intrinsic carrier density which are also temperature dependence have
been extrapolated from [43].

Using the formula (7.8) the effective lifetime τeff,pl was calculated and the results
are showed in Figure 7.9. The effective lifetime and thus ∆n increase with the
temperature. Similar results of lifetime enhancement with increasing temperature
have also been reported in the literature [68, 69]. On the contrary, the splitting of
quasi-Fermi levels goes up with decreasing T and the measured photoluminescence
signal too (see Figure 7.10).

In order to verify the assumptions previously taken, the simulation of the four level
recombination system using the Shockley-Read-Hall model as in Chapter 6 has been
applied. It has been assumed NA = 1.2×1016cm−3 and the same values for NV , NC

and EG as above to solve 7.10. The result of the variation of the carrier densities
with temperature for the generation rate of the experiments (G = 4 × 1015cm−3)
is shown in Figure 7.11. The hypotheses p0 = N−

A and n ≈ ∆n = ∆p are verified
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Figure 7.8: Absorption coefficient at different temperatures derived from quantita-
tive PL measurements for a (p)c-Si wafer. Values from literature are also included
for comparison: thick solid line from [67], small open squares from [31] and small
solid circles from [62].

in the whole range of temperatures considered.

With τeff,pl = ∆n/G and low injection conditions n ≈ ∆n, the enhancement of
the effective lifetime with the temperature is derived from the increase of excess
electron density. The latter is described analytically by n =

∫∞
EC

Dn(E)fn(E)dE =
NC exp(−(EC −EFn)/kT ). If we assume that the term EC −EFn does not change,
an increase in the temperature will produce a higher carrier density. That is due
to the occupation probability of the electrons fn(E) = 1/(1+ exp((E−EFn)/kT )),
which increase with temperature as electrons have a higher thermal energy and
therefore a larger probability to reach the conduction band. Furthermore the den-
sity of states D(E) = 4π(2m∗

n/h
2)3/2(E−EC)1/2 [29] is incremented also at higher

temperatures due to the reduction of the energy gap. These modifications in EG

are due to a change in the shape of the energy-momentum curves with tempera-
ture as the lattice expands [43]. As the splitting of quasi-Fermi levels gets smaller
with increasing temperature, it would be expected that EFn moves away from the
conduction band and the density of electrons should decrease. As the band gap
also decreases and the thermal energy of the electron increases n is enhanced.
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Figure 7.9: Effective lifetimes τeff,pl calculated from photoluminescence measure-
ments for different temperatures from 77 K to 393 K. τeff,pl clearly increases with
temperature.

Figure 7.10: Integrated photoluminescence yield and calculated excess carrier den-
sities ∆n for different temperatures from 77 K to 393 K. While the photolumines-
cence decreases ∆n increases for higher temperatures.

The emitted photon flux Nγ from an illuminated semiconductor is determined from
one side by its absorption and from the other side by the splitting of quasi-Fermi
levels. Departing by the formula 6.1 from chapter 6, the 1 in the denominator can
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Figure 7.11: Carrier densities obtained from the simulation of a Shockley-Read-
Hall recombination model in a 4 level system for different temperatures from 77 K
to 393 K and a generation rate of G = 4× 1015cm−3.

be neglected in comparison to the exponential factor for the emission energies of
silicon and the splitting of quasi-Fermi levels obtained for a temperature higher
than 112 K. For T = 77 and 112 K, the assumption is incorrect for energies lower
than h̄ω = 1.09 and 1.05 eV respectively, so that the integral is overestimated.
Due to the inaccuracy in the determination of the splitting of quasi-Fermi levels, a
detailed analysis for these low temperatures is not necessary. Integrating Nγ over
the whole spectrum:

Nγ =
∫ ∞

0

A(h̄ω)(h̄ω)2

4π3c2
oh̄

3 exp

(
−h̄ω + (EFn − EFp)

kT

)
d(h̄ω) (7.11)

In this expression, the factor which is diminishing when the temperature increases is
the exponential term exp((h̄ω+(EFn−EFp))/kT ) due to the decrease in the splitting
of quasi-Fermi energies. Calculating the derivative of EFn − EFp = kT ln(np/n2

i )
one gets:

d(EFn − EFp)

dT
=

(EFn − EFp)− EG

T
+ kT

(
1

n

dn

dT
+

1

p

dp

dT

)
(7.12)

≈
(EFn − EFp)− EG

T
+ kT

1

n

dn

dT
(7.13)

where the term 1/p(dp/dT ) has been neglected because for an p-doped semicon-
ductor the hole density does not change noticeably with temperature. The factor
1/n(dn/dT ) can also be ignored in comparison to the first term of the sum as it is
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much smaller in our case. Therefore, it can be affirmed that the temperature depen-
dance of the splitting of the quasi-Fermi levels is caused by ((EFn −EFp)−EG)/T .

The photoluminescence yield can also be expressed as a function of the product of
the carrier densities:

Nγ =
∫ −∞

∞

A(h̄ω)(h̄ω)2

n2
i 4π

3c2
oh̄

3 exp

(
− h̄ω

kT

)
d(h̄ω)× np

= X(T )np (7.14)

being:

X(T ) =
∫ −∞

∞

A(h̄ω)(h̄ω)2

n2
i 4π

3c2
oh̄

3 exp

(
− h̄ω

kT

)
d(h̄ω) (7.15)

a factor which depends on the material properties as absorbance A(h̄ω) and in-
trinsic carrier density ni and on the geometry of the sample. X(T ) is temperature
dependent through A(h̄ω) and ni. This factor has units of cm4s−1 and it can be
interpreted as a recombination coefficient per volume.

In order to understand the tendency of the photoluminescence yield when vary-
ing the temperature I have depicted X(T) and np versus temperature in Figure
7.12. The product np was calculated from the splitting of quasi-Fermi levels ob-
tained in the previous section and increase with the temperature. The factor X(T),
on the contrary decreases noticeably, and it was calculated taking the A(h̄ω) ob-
tained from PL measurements and ni by extrapolating data from reference [43].
So far, the diminution of the photoluminescence yield results from the factor X(T).
Analytically, all the terms A(h̄ω), ni and exp(−h̄ω/kT ) enhance when T increases.
As the intrinsic carrier density is placed in the denominator of X(T), it forces the
whole factor to diminish. Physically, it has been suggested [70] that the decrease
of the coefficient of radiative recombination with T is due to Coulomb interaction
between electron and holes, so that they attract each other. Therefore there is a
higher density of electrons in the vicinity of a hole. In order to account for this
Coulomb enhancement a correlation factor geh should be included in the recom-
bination coefficient, where geh increases with decreasing temperature. Talking in
terms of capture cross sections, this would imply that the latter should increase for
higher temperatures.

Finally, It should be noted that lifetime measurements can not always be a good
reference to evaluate the photovoltaic function of a material. In this section we
have seen how PL and the splitting of quasi-Fermi levels, and therefore the open
circuit voltage diminish with increasing temperature, as it is expected in a solar
cell. The effective lifetime, on the contrary, is enhanced.
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Figure 7.12: Factor X(T) and the product of electron and hole densities np versus
T. X(T) decreases while np decrease for higher temperatures



Chapter 8

a-Si:H/c-Si solar cell processing:
step by step via PL

In this chapter I analyze the different steps followed in a standard deposition of a-
Si:H/c-Si solar cells. Via absolute photoluminescence the splitting of quasi-Fermi
energies in the bulk can be evaluated and therefore it can be estimated if the
structure is improved or degraded. In contrast to other experimental measurement
techniques, photoluminescence has the advantage of being a contact-less analysis
method. Therefore it is not needed to complete the whole structure of the solar
cell to analyze it. The study of each of the consecutive structures that are made
by processing a-Si:H/c-Si heterojunctions helps to isolate and evaluate different
parameters which play a crucial role in the improvement of the technology and
understanding the physics underlying the performance of the solar cells, such as
cleaning pretreatment, i.e. passivation of defects at the interface, or deposition
of amorphous silicon, which changes the band bending of the heterostructure and
therefore decrease or improve recombination at the a-Si:H/c-Si interface.

After the experimental determination of the splitting of quasi-Fermi levels, com-
puter simulation using the program SC-Simul [18] has been done in order to obtain
the same EFn−EFp values as from the PL measurements, getting access to internal
variables of the heterojunction like density and energetic position of interface de-
fects. These calculations have been developed using typical physical parameters for
crystalline and amorphous silicon under the assumption of a reasonable structural
model for interface defects in the a-Si:H/c-Si heterostructure.

8.1 Sample description

The samples were prepared at the Institut für Physikalische Elektronik in Stuttgart.
The substrate used was the same as the one studied in the previous chapters, that
means, a p-typed doped silicon wafer, 250 µm thick and a specific resistivity of
0.8-1 Ω cm. The steps processing the solar cell include:

64



a-Si:H/c-Si SOLAR CELL PROCESSING: STEP BY STEP VIA PL 65

Figure 8.1: Structure (geometry and electronic design) of the samples analyzed. A
FZ p-type wafer with a 0.8-1 Ω cm resistance and 250 µm thickness was used for
all samples.

1. a) Cleaning of samples: ultrasonic Aceton(10’)/ Iso-Propanol (10’) b) Remove
SiO2: HF-Dip 5% (10”) c) Defect passivation: (i)a-Si deposition (6-8 nm) at
both sides of the wafer

2. Deposition of (n)a-Si (6-8 nm) at front side in order to form a pn-junction

3. (p)a-Si (20nm) deposition at the back side as back surface field to avoid
recombination in the contact

4. Deposition of (i)ZnO (5nm)/ ZnO:Al (80nm) at the front side as conductive
transparent layer

5. Evaporation of aluminum back contact (1.5 µm)

6. Front contact fingers: Ag (800 nm)/ Al (200 nm)

Figure 8.1 shows the complete cell with the different layers that were deposited
consecutively on the same silicon wafer. After each of the above steps a piece of
the wafer was cut for experiments and processing was continued with the remaining
piece of the wafer. In our series, after the deposition of the (i)a-Si:H layer (process
step 1), (n)a-Si:H was also deposited on both sides of the wafer (process step 2).
With such a symmetrical structure the analytical evaluation of photoluminescence
results becomes easier.

8.2 Experimental results and simulation

Splitting of quasi-Fermi levels was calculated from photoluminescence measure-
ments at each of the described samples. These were excited with 1.6×1018 photons
cm−2 s−1 (∼ 4 × AM1.5) by a laser diode with a wavelength λ = 782nm. Figure
8.2 shows the measured photoluminescence curves of the whole series in absolute
units. For the calculation of the splitting of quasi-Fermi levels, the same procedure
as in Chapter 6 was used for the symmetric structures. For the non-symmetric
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Figure 8.2: Calibrated photoluminescence after each step of a-Si:H/c-Si solar cell
processing and calculated splitting of quasi-Fermi levels. EFn −EFp were obtained
by fitting the spectrum to the analytical calculated curves (dashed line).

Figure 8.3: Reflection coefficient for the studied (p)c-Si substrate with a-Si:H pas-
sivation and after deposition of TCO. R is reduced for shorter wavelengths due to
the TCO layer.
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Figure 8.4: Calculated absorbance of the (p)a-Si wafer examined for different re-
flection coefficients at the front and back in logarithmic (a) and linear (b) scale.
For the symmetric samples the same reflectivity at the front and back of the wafer
has been assumed (RF = RB = 0.308), the addition of a ZnO layer reduces the
reflection at the front (RF = 0.2) which results in an increase of A at high energies.
The addition of a back contact produces a reflector (RB = 1) and A increases for
energies (h̄ω) < 1.25 eV.
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structures, the absorbance has been calculated assuming a different reflection at
the back and front of the wafer. Solving the formula (3.15) for constant splitting
of quasi-Fermi levels, A(h̄ω) is given by:

A(h̄ω) =
(1−Rf (h̄ω))(1 + RB(h̄ω) exp(−α(h̄ω)d))(1− exp(−α(h̄ω)d))

1−RF (h̄ω)RB(h̄ω) exp(−2α(h̄ω)d
(8.1)

Figure 8.2 also shows the curves generated from the Planck’s Generalized Law
(dashed) which fit the PL spectrum used for the derivation of the quasi-Fermi lev-
els in logarithmic. For the samples from the process step 1 to 3 with the thin
amorphous layer only, identical reflection coefficients RF = RB ≈ 0.3 were taken
for the evaluation. EFn − EFp increases after each processing step, starting from
600 ± 4 meV for the wafer with symmetrical (i)a-Si:H passivation till 653± 4 meV
with (p)a-Si:H back layer.
For the samples obtained after step 4 and 5 the PL yield increases further. The
results for EFn − EFp are influenced by the reflection properties which change the
absorbance. Figure 8.3 shows the reflection of the silicon wafer passivated with an
amorphous silicon layer and of the sample corresponding to the 4th step, i.e., after
the deposition of the TCO layer. The reflection is strongly reduced by the TCO,
from around 0.33 for the a-Si:H passivation to a range between 0.1 and 0.25. This
causes a higher coupling of photons into the wafer. The increment in the reflection
for large wavelengths is due to the reflection at the back side of the wafer.

Figures 8.4 (a) and (b) show the calculated absorbance (A(h̄ω)) from quantita-
tive photoluminescence measurements as explained in Chapter 6, in logarithmic
and linear scale respectively. It can be seen that changes in the reflection due to
the ZnO and aluminum layers in our series varies the absorptivity of the wafer.
The dashed line corresponds to the addition of ZnO, i.e., increase of the photons
coupled into the (p)c-Si. The addition of an aluminum layer which acts as a mirror
(reflectivity RB = 1) does not have any effect at high energies but increases A for
h̄ω < 1.3 eV. This nominally enhances the photoluminescence output even if the
splitting of quasi-Fermi levels would be unchanged.

R ≈ 0.1 for the ZnO layer (see Figure 8.3) at wavelength λ =782 nm. In com-
parison to the reflection without ZnO (R ≈ 0.3), a gain of approximately 22%
is obtained. Translating this increment into a hypothetic increase in splitting of
quasi-Fermi levels assuming that each absorbed photon generates one electron-hole
pair, yields:

∆(EFn − EFp) = kT ln

(
Φγ,ZnO

Φγ

)
= kT ln

(
0.9Φi

0.7Φi

)
= 7meV (8.2)

where Φγ,ZnO, Φγ are the photon fluxes absorbed by the silicon substrate with the
ZnO layer and without the layer, respectively, and Φi is the photon flux incident
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into the wafer.

For the calculation of EFn − EFp when the ZnO layer is deposited on the wafer,
a higher transmission from the wafer in the direction of the detector has been as-
sumed, due to the lower reflection of the conductive layer. A value of RF = 0.2
was taken for the calculation of the absorptivity given by equation (8.1) and shown
in Figure 8.4. In the experimental results in Figure 8.2 we find a difference of 8
meV between the structure with the ZnO and without it. Recalculating the ab-
sorbance for the sample with the Al back contact (see Figure 8.4), the splitting of
quasi-Fermi levels increases by 6 meV.

Recombination at the interface influences strongly the splitting of quasi-Fermi lev-
els in terms of excess carrier concentration in the volume and due to this, a correct
representation of interface defects is needed. It has been assumed that there is a
very good surface passivation of defects via HF-dip etching and an introduction
of defects by the deposition of a-Si:H so that defects at the interface may have
the same structural behavior as dangling bonds in the amorphous layer. There-
fore the distribution taken for the defects at the interface was a Gaussian profile.
These induced defects have amphoteric character, i.e., they could be positively, or
negatively charged. Band tails were not included in the interface defect layer. In
the simulation, the a-Si:H/c-Si interface was considered as a 2 nm interface layer
with a defect density which is interpreted as an interface defect density (Nif ). The
Gaussian energetic distribution of the defects is described by:

Nif (E) =
Nif

σ
√

2π
exp

[
−1

2

(
E − EP

σ

)2
]

(8.3)

where EP is the peak energy and σ is the width of the distribution. Thus, pa-
rameters that describe the interface defect distribution are the correlation energy
Ucorr = 0.25 eV (see Appendix B), similar to the a-Si:H structure, σ and EP , both
of them were varied in the simulation.

In order to evaluate qualitatively recombination rates at the interface, a defect dis-
tribution width of σ = 0.2 eV and the following capture coefficient values, within
values found in literature [19, 71]: cD+

n = 10−7 cm3s−1, cD0
n = 10−8 cm3s−1, cD−

p =
10−7 cm3s−1 and cD0

p = 10−8 cm3s−1, were used.

The first problem that needed to be solved was finding the energetic position of
the defects at the interface. In order to get an answer to this problem, the first
two analyzed samples (passivation of c-Si with (i)a-Si:H and addition of (n)a-Si:H
to both sides of the wafer) had to be simulated. The energy position of the in-
terface defect distribution was shifted along the bandgap from EP − EV = 0.2 to
0.9 eV. Good agreement between simulation and experiment for the symmetrical
(i)a-Si:H/(p)c-Si/(i)a-Si:H structure was found for a defect density of 3.2 × 1018

cm−3, which can be interpreted in a superficial defect density, Nif , of 6.4 × 1011
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cm−2. Similar values were found via dynamic surface photovoltage measurements
for wafers precleaned with HF-dip prior to a-Si:H deposition [41].

Figure 8.5: Band diagram in thermodynamic equilibrium of a p-type wafer both
sides passivated with (a) (i)a-Si:H and (b)(n)a-Si:H/(i)a-Si:H. In the diagram the
energetic distribution of defects at the interface is schematically shown.

Band diagrams in thermodynamic equilibrium of both passivation structures are
outlined in Figures 8.5(a) and (b). The band bending of (n)a-Si:H/(i)a-Si:H pas-
sivation is stronger than for the passivation with (i)a-Si:H. As the minority carrier
density is given by n = NC exp(−(EC − EFn)/kT ), there is an increase in the
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Figure 8.6: Calculated band diagram under illumination (φ = 1.6 × 1018cm−2s−1

and λ = 782 nm) of a p-type wafer both sides passivated with (a) (i)a-Si:H and
(b)(n)a-Si:H/(i)a-Si:H. On the upper right corner the change of the quasi-Fermi
levels for the electrons for different interface defect energetic positions is shown(T
= 300 K).

dn/dx, so that the diffusion current is increased at the interface and thus also re-
combination. Due to this, it should be expected intuitively to get less splitting
of quasi-Fermi levels when an (n)a-Si:H layer is added to the initial passivation
with (i)a-Si:H. This first vision about recombination in the heterostructures can-
not be easily extended when they are illuminated because band bending changes
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Figure 8.7: (a)Splitting of quasi-Fermi levels for different energetic positions of
the peaks defect distribution at the interface for (i)a-Si:H and (n)a-Si:H/(i)a-Si:H
passivated wafers. The simulation was done for two different parameter inputs:
σ = 0.2 eV (open squares and circles) and σ = 0.1 eV (crossed squares and circles).
The capture and coefficients were also different (see text). The experimental results
can be reproduced in the numerical calculation by an energy peak around EP −EV

= 0.7 eV for interface defects.(b) Total recombination rate at the interface for
the same structures as in (a) versus energetic position of the defect peak between
valence and conduction band.

and carriers are defined through quasi-Fermi energies. In that case, it is necessary
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to solve continuity, Poisson and transport equations by e.g. numerical simulation.
The resulting band diagrams under illumination are shown in Figures 8.6(a) and
(b). The photon flux and wavelength used for the simulation were φ = 1.6 × 1018

photons cm−2 s−1 and λ = 782 nm, in the experiment band diagrams under illumi-
nation change when shifting the energetic position of defects. Both structures show
a different splitting of quasi-Fermi levels. In order to understand and clarify these
differences, recombination and the influence of defect densities at the interface will
be discussed in the following section.

Figure 8.8: Splitting of quasi-Fermi levels of the symmetrical structures passivated
with (i)a-Si:H and (n)a-Si:H/(i)a-Si:H versus width of the Gaussian distribution
of defects at the interface. A continuous distribution of defects along the band
gap does not reproduce the experimental results as the splitting of quasi-Fermi
levels decreases from the first ((i)a-Si:H passivation) to the second step ((n)a-Si:H
deposition) in the processing of the solar cell.

In the simulation I integrated the product of carrier densities over the crystalline
wafer and obtained the averaged value of np. This integral equals the photolumi-
nescence yield, which was considered spatially constant distributed for a very well
passivated c-Si substrate. The average splitting of quasi Fermi levels was obtained
from this np:

EFn − EFp = kT ln

(
np

n0p0

)
(8.4)

Figure 8.7(a) shows the comparison of the splitting of quasi-Fermi levels obtained
for both structures when varying the energy position of defects. The passivation
with (i)a-Si:H reaches a minimum at midgap while adding (n)a-Si:H has a com-
pletely different behaviour, in that case EFn−EFp increases when defects are moved
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towards the conduction band. From the experimental results a difference of (25 ±
8) meV between the splitting of quasi-Fermi levels of both samples was found: it
was calculated to be (600 ± 4) meV when the wafer was passivated with (i)a-Si:H
and EFn − EFp increases up to (625 ± 4) meV with the addition of an (n)a-Si:H
layer. This result is marked with horizontal boxes in Figure 8.7(a) for the para-
meters mentioned above. The vertical box (solid line) includes the range of the
position of defects which agrees with the experimental results for the parameters
mentioned above. Changes in width (σ) and capture coefficients imply a modi-
fication of defect occupation and therefore variation of the recombination at the
interface. This results in a wide parameter space for the simulation. For this
reason I also show results when these parameters are varied. The crossed circles
and squares in Figure (8.7(a)) represent the splitting of quasi-Fermi levels for the
values: σ = 0.1 eV, cD+

n = 8 × 10−8 cm3s−1, cD0
n = 4 × 10−8 cm3s−1, cD−

p = 4 ×
10−8 cm3s−1 and cD0

p = 8 ×10−9 cm3s−1. The same tendency can be observed when
shifting the energy peak of defects to the conduction band for both structures for
these chosen parameters. The box with a dashed line indicates again the range of
possible positions for the energy peak of the interface defect distribution. From the
addition of the possible ranges of EP − EV within the boxes, it is obtained that
the energy peak of the interface defect distribution should be around 0.7 eV.

Figure 8.9: Splitting of quasi-Fermi levels from simulation and quantita-
tive photoluminescence measurements for the first three process steps (1:(i)a-
Si:H/(p)c-Si/(i)a-Si:H, 2:(n)a-Si:H/(i)a-Si:H/(p)c-Si/(i)a-Si:H/(n)a-Si:H, 3:(n)a-
Si:H/(i)a-Si:H/(p)c-Si/(i)a-Si:H/(p)a-Si:H) shows good correlation with EFn−EFp

increasing progressively with the structures.

Among other studies [72, 51] a continuous interface defect distribution through
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the band gap of c-Si has been derived. I also simulated the structure passivated
with (i)a-Si:H (first step in the series) and with (n)a-Si:H/(i)a-Si:H (second step in
the series) varying the width σ of the Gaussian distribution. Figure 8.8 shows the
splitting of quasi-Fermi levels for both structures when there is a continuous defect
distribution in the gap (σ = 1 eV). It does not increase following the processing
steps but decreases, on the contrary to the experimental results. However, the
mentioned studies [72, 51], show an increment of the density of states for energies
close to the band edges and the energy peak of the distribution tend also to be
closer to the conduction band.

Total recombination rate (parameters with σ = 0.2 eV) at the interface is shown
in Figure 8.7(b). As expected, there is a clear anticorrelation between the splitting
of quasi-Fermi levels and total recombination rate. A high interface recombination
results in a decrease in minority carrier density and thus reduction of EFn − EFp

in the volume of the wafer.
The next step of the series of heterodiode deposition was the formation of a ”back

surface field” by adding a (p)a-Si:H in order to reduce recombination at the back
contact. The heterostructure with a 20 nm (p)a-Si:H layer has a splitting of quasi-
Fermi levels of 653 ± 4 meV. Figure 8.9 shows both the splitting of quasi-Fermi
levels obtained from experiments and from simulation with σ = 0.1 eV. The scatter
in the experimental data results from PL-measurements at different positions on
the sample. There is a clear progressive increment of EFn − EFp for both experi-
mental and simulation results.

The effect of the (p)a-Si:H layer is depicted in Figure 8.10(a) in terms of the
spatial variation of EFn and EFp of the three structures in Figure 8.9. In addition
to the previous structures, simulation without any kind of ”back surface field” has
been done in order to get a better understanding of this effect. The splitting of
quasi-Fermi levels for the latter was 522 meV. A detailed band diagram of all the
structures at the back of the wafer is shown in Figure 8.10(b). Inspection of EFn

for wafer structures 2 and 3 shows that the (p)a-Si:H layer leads to an increase in
EFn − EFp mainly at the (right) back side of the wafer while a direct contact of
the (p)c-Si wafer with metal decreases considerably this splitting. This variation
in EFn is maintained to a smaller degree in the whole device.

In order to compare the experimental with the simulated results the open-circuit
voltage of the analysed solar cell under AM1.5 illumination was electrically mea-
sured [73] obtaining a value of 590 mV. The simulation yields VOC = 591 mV with
the fitted parameters from the wafer modelling under the same AM1.5 illumination
conditions.
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Figure 8.10: Band diagram and splitting of quasi-Fermi levels versus depth in the
wafer (a) and at the back side (b)for the three different structures: passivation
of p-type crystalline silicon at both sides with (i)a-Si:H, addition of (n)a-Si:H to
form a pn-junction and formation of back surface field with (p)a-Si:H to reduce
recombination.

8.3 Interpretation and discussion

After each of the processing steps of the a-Si:H/c-Si solar cell, quantitative PL
yields increase progressively as it can be seen in Figure (8.2). The variation in the
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occupation of interface defects which implies a reduction of recombination due to
the Fermi level of the doped layer is suggested to be responsible for the increase
in photoluminescence of the symmetric structures (i)a-Si:H/(p)c-Si/(i)a-Si:H and
(n)a-Si:H/(i)a-Si:H/(p)c-Si/(i)a-Si:H/(n)a-Si:H. This diminished recombination at
the interface increases the minority carrier density in the volume. This is con-
firmed in Figures 8.7(a) and (b), where an anticorrelation between the interface
recombination and the splitting of the quasi-Fermi levels occurs. From comparison
between the experimental and simulated splitting of quasi-Fermi levels for different
parameters, it is suggested that the interface defect distribution is about 0.7 eV
above EV .

In order to understand the variation in the splitting of quasi-Fermi energies when
defects are shifted through the band gap from the valence to the conduction band,
the recombination at the interface has been studied.

I examined the occupation of defects and changes in the splitting of quasi-Fermi
levels at the interface. In Figure (8.11) I plotted the densities of neutral, positively
and negatively charged defects for both types of passivation in the dark (ther-
mal and chemical equilibrium) and under illumination. The total interface defect
density is given by the gaussian profile Nif from equation (8.3). The occupation
probabilities in the dark are described by dangling bond statistics specified by for-
mulas (B.3), (B.4) and (B.5) in Appendix B and by formulas (C.5) in Appendix C
under illumination. Figures (8.12(a),(b) and 8.13(a), (b)) show numerical results
of energetic defect distributions D−, D0, D+ as product of the total defect density
Nif and the occupation probabilities. In equilibrium, the occupation of defects is
determined by the position of the Fermi energy. For energies lower than EF the
levels are filled with electrons and due to this the density of negatively charged
defects is larger than that of the positively charged ones. Energy levels above EF

are ’empty’ and therefore positively charged defects govern these regions. At room
temperature, neutral defects can capture or emit an electron, thus, they can be
below or above the Fermi level. Differences of the EF in both structures derive
from different doping in a-Si:H. The (n)a-Si:H/(i)a-Si:H passivation is equivalent
to a (n)a-Si:H passivation, as the (i)a-Si:H layer is very thin and does not change
the position of EF in comparison to the structure with a (n)a-Si:H film. The Fermi
level is also shifted, when the defects are moved from the valence band to the con-
duction band, because due to its high density (6.4×1018 cm−3) in comparison to the
density of phosphorous atoms (9.24×1015 cm−3) in the (p)c-Si substrate, doping
at the interface is modified. For illuminated samples, the occupation of interface
defects is determined by the quasi-Fermi energies.

Passivation with (i)a-Si:H is dominated by neutral and positively charged defects
while passivation with (n)a-Si:H/(i)a-Si:H is governed by neutral and negatively
charged defects. Therefore when studying the recombination at the (i)a-Si:H pas-
sivation I concentrate on the rates which give the capture of free electrons into
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Figure 8.11: Densities of neutral, positively and negatively charged defects for the
(a)(i)a-Si:H and (b)(n)a-Si:H/(i)a-Si:H passivation when the interface defect energy
distribution peak is shifted along the bandgap from the valence to the conduction
band.

positively charged defects (RD+
n ), emission of electrons from neutral defects into

the conduction band (GD0
n ), capture of free holes into neutral defects (RD0

p ) and
emission of holes from positive charged defects into the valence band (GD+

p ) for
being all these rates determined by the densities of neutral an positively charged
defects. For the same reason, I analyzed the rates for the capture of free electrons
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Figure 8.12: Densities of neutral, positively and negatively charged defects versus
energy for the (i)a-Si:H (a) and (n)a-Si:H/(i)a-Si:H (b) passivation when the inter-
face defect energy distribution peak for different energetic positions of the defect
peak in the gap (T = 300 K, no illumination).

into neutral defects (RD0
n ), emission of electrons from negatively charged defects

into conduction band (GD−
n ), capture of free holes into negatively charged defects

(RD−
p ) and emission of holes from neutral defects into the valence band (GD0

p ),
which are the ones depending on densities of neutral and negatively charged de-
fects, when analyzing the (n)a-Si:H/(i)a-Si:H passivation.
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Figure 8.13: Densities of neutral, positively and negatively charged defects versus
energy for the (i)a-Si:H (a) and (n)a-Si:H/(i)a-Si:H (b) passivation when the inter-
face defect energy distribution peak for different energetic positions of the defect
peak in the gap under illumination (T = 300 K, Φ = 1.6 × 1018 cm−2s−1).

A sketch of the predominant recombination rates is shown in figure (8.14). For
the (i)a-Si:H passivation the recombination centers or defects are more effective
when they are situated in the midgap. This agrees with the Shockley-Read-Hall
recombination theory [19]. Due to this, the recombination at the interface is the
largest for EP−EV = 0.6 eV. When defects are close to valence band or conduction
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Figure 8.14: Predominant transition rates of electrons and holes in the a-Si:H/c-
Si interface from numerical simulation for (a)(i)a-Si:H and (b)(n)a-Si:H/(i)a-Si:H
passivation on c-Si wafers; peak of interface defect distribution at different positions
EP − EV = 0.2 eV, 0.6 eV and 0.9 eV.

band recombination is reduced. As it can be seen in figure (8.14(b)), for EP−EV =
0.2 eV, the emission and capture rates between defects and the valence band are
very high, but they compensate each other, do not control the total recombination.
The mean recombination occurs via capture of free electrons by positively charged
defects. When interface defects are situated in the middle of the gap, all recombina-
tion rates are similarly determining and therefore recombination is most effective.
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For EP−EV =0.9 eV, there is a similar situation as the first case discussed: the
emission and capture rates between defects and conduction band are high but they
compensate each other; the recombination is dominated by the capture of free holes
into neutral defects. This rate is less for EP−EV =0.9 eV than in EP−EV =0.2 eV
as neutral defect density is lower.

Equivalent arguments can be applied for the (n)a-Si:H/(i)a-Si:H passivation, but it
should be noticed that in this structure the recombination is meanly governed by
neutral and negatively charged defects. With the correlation energy between neg-
atively charged defects and positive and neutral defects of 0.25 eV, when positive
and neutral defects are situated at 0.2, 0.6 and 0.9 eV , negatively charged defects
are centered at 0.45, 0.85 and 1.15 eV.

The diagrams (8.14(a)) show that recombination is most effective for EP−EV = 0.2
eV, and the negative defects near midgap. In the other two cases (EP−EV = 0.6
eV and EP−EV = 0.9 eV) the negative defects are closer to the conduction band
and emission and capture rates of free electrons by defects are high but compensate
each other and recombination is dominated by capture of free holes by negatively
charged defects.

The effect of a ”back surface field” has been illustrated in Figures 8.10(a) and
(b). The addition of a (p)a-Si:H layer enhances considerably the splitting of quasi-
Fermi levels from 522 meV without any a-Si:H layer at the back of the wafer) to
653 meV ((i)a-Si:H/(p)a-Si:H passivation. The diffusion of electrons to the contact
and corresponding increase in recombination at the back interface is avoided by
the deposition of a (p)a-Si:H as ”back surface field”. Due to band matching the
(p)a-Si:H is the best passivation layer for a reduction of electron density at the
interface and therefore less recombination over defects.

For the non-symmetrical samples after ZnO and Al deposition, changes in PL yield
are mainly due to variations in the coupling of light into and also PL out of the
wafer. The increase in EFn−EFp when the ZnO layer is added can be explained by
a higher excitation and larger emission flux due to variations in the reflection and
absorptivity of the wafer which lead to an increase of the quasi-Fermi level splitting.
Similarly, reflection of PL radiation at the Al back contact increases the PL yield,
which is taken into account for the determination of EFn − EFp so that no further
increase in comparison with the ZnO structure is expected. In our experiments the
structure with Al shows a still higher EFn −EFp . Thus, the deposition of Al at the
back side of the wafer do improve the open circuit voltage of solar cell. Diffusion
of Al into the (p)a-Si:H layer may enhance the passivation properties of the back
interface, reducing recombination and explaining this increase of the splitting of
quasi-Fermi levels.



Chapter 9

Photoluminescence at different
operating modes of an illuminated
heterodiode

9.1 Photoluminescence of solar cells at open cir-

cuit and short circuit

Photoluminescence is analyzed for two modes of operation of heterodiodes. At
open circuit voltage (Voc) there is no current extracted from the cell and thus, all
carriers generated should recombine to establish the steady-state. At short circuit
current (Jsc), a strong extraction of carriers occurs. Therefore a high non-radiative
recombination takes place at the contacts and the radiative recombination rate is
reduced.

Photoluminescence, local profiles of carrier concentrations and splitting of quasi-
Fermi levels of a-Si:H/c-Si heterojunctions at both operation modes have been
numerically modelled. Interface defect densities have been varied in order to study
the variation in PL yields. The simulations were done for a temperature of 300
K and a photon flux of Φ = 1018cm−2s−1 with a monochromatic irradiation at a
wavelength of λ = 782 nm. The structure simulated was a p-type crystalline silicon
substrate with a doping density of 9.24 ×1015cm−3 and a thickness of 250 µm; for
the window layer a 30 nm thick (n)a-Si:H was used. The interface defects have
been introduced by a thin (p)c-Si layer with the same parameters as the substrate,
containing a higher concentration of defect states with Nif = (0, 2×1011, 6×1011, 2×
1012, 2×1013, 2×1014cm−2). Nif = 0 cm−2 means that minority carriers in the defect
regime have lifetimes like in the bulk. The defects have a very narrow Gaussian
distribution (σ = 0.001eV ) positioned in the middle of the gap (Ep = EV +0.55eV )
with capture cross sections 2.2× 10−15cm2 and 2.2× 10−16cm2 for the capture by
positive and neutral defects and 1.8×10−15cm2 and 1.8×10−16cm2 for the capture
of holes

83
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Figure 9.1: Simulated local carrier densities n(x), p(x) and its product(n(x)p(x))
of a (n)a-Si:H/(p)c-Si solar cell in open circuit voltage for different interface defect
densities Nif = 0, 2×1011, 2×1012, 2×1013, 2×1014 cm−2.

Figure 9.2: Simulated splitting of quasi-Fermi levels (EFn − EFp) of a (n)a-
Si:H/(p)c-Si solar cell in open circuit for different interface defect densities Nif .
For very low interface defect densities EFn − EFp in the bulk does not vary spa-
tially.
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by negative and neutral defects respectively. The thickness of the interface defect
layer is 5 nm. The boundary conditions at the front and back of the solar cell in the
simulation are given by an ohmic contact between the metal and the semiconductor.

Figure 9.3: Comparison of the simulated photoluminescence yield in open circuit
Ypl,OC and electrical open circuit voltage VOC for an (n)a-Si:H/solar cell for different
interface defect densities Nif .

Figure 9.1 shows the local charge carrier densities under illumination in open cir-
cuit for various interface defect densities Nif . With increasing Nif , the density of
minority carriers is considerably reduced in the bulk. This is also reflected in the
product n·p, whose logarithm is proportional to the splitting of quasi-Fermi levels in
the device. Figure 9.2 shows the corresponding EFn−EFp . At high interface defect
densities (ca. Nif > 1013cm2) the splitting in the bulk saturates. However, such
large Nif are not realistic for good quality solar cells, which have interface defect
densities Nifε(1011...1012cm−2s−1). For the selected set of geometrical parameters
of the hetero-junction the splitting of quasi-Fermi levels and photoluminescence
yield are very sensitive against the density of defects at the interface when the
device is in Voc modus.

In Figure 9.3 the numerically calculated open circuit voltages Voc and the lumi-
nescence yield Ypl,Voc from spatial integration of the products of carrier densities
n(x)p(x) over the absorber thickness d are displayed, both versus interface defect
density Nif , demonstrating the different regimes of sensitivity of these magnitudes.
Voc feels interface defect densities from some 2 × 1011cm−2 and varies by a factor
of 2 when Nif reaches 1014cm−2. The luminescence Ypl,VOC

is extremely sensitive
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Figure 9.4: Simulated local carrier densities n(x), p(x) and its product(n(x)p(x)) of
an (n)a-Si:H/(p)c-Si solar cell in short circuit for different interface defect densities
Nif .

Figure 9.5: Simulated splitting of quasi-Fermi levels (EFn − EFp) of an (n)a-
Si:H/(p)c-Si solar cell in short circuit for different interface defect densities Nif .
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(factor 30) against a variation of Nif in 5× 1010cm−2 < Nif < 2× 1012cm−2.

Figures 9.4 and 9.5 show also the local carrier densities and its product in log-
arithmic scale and the splitting of quasi-Fermi levels under illumination but in
short circuit. Variations in the interface defect densities do not affect the distribu-
tion of carriers nor the EFn−EFp in the c-Si bulk. Close to the interface, minority
and majority densities are governed also by the continuity equation and they are
noticeably different than in open circuit conditions due to the extraction of carriers
towards contacts.

9.1.1 Simulation of Ypl,Voc
/Ypl,Isc

and estimation of interface
defect densities

As the PL yields at short circuit conditions, Ypl,Isc are very insensitive to the in-
terface quality and whereas in the open circuit, the luminescence is substantially
affected by the interface defect density, the ratio Ypl,Voc/Ypl,Isc has been used to
estimate the interface Nif .

Figure 9.6: Variation of the ratio Ypl,Voc/Ypl,Isc with increasing defect density,
determined from simulated PL yields at short circuit and open circuit (Φ =
1018cm−2s−1). The horizontal lines show the values obtained from experimental
measurements of solar cells. A range for the interface defect densities can be esti-
mated for the different diffusion lengths simulated.

In order to estimate the defect density at the interface, an a-Si:H/c-Si solar cell was
simulated with variation of the defect density in the bulk (different bulk lifetimes,
i.e, different diffusion
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Figure 9.7: PL yield in short-circuit and open-circuit for an (n)a-Si:H/(p)c-Si solar
cell. The ratio Ypl,Voc/Ypl,Isc is 3.4.

Figure 9.8: PL yield in short-circuit and open-circuit for an (n)a-Si:H/(p)c-Si solar
cell. The ratio Ypl,Voc/Ypl,Isc is 23.
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lengths (Ln = 36, 82, 180, 400 and 635 µm)). In addition, the interface defect den-
sity was varied independently. The photoluminescence yield was calculated as the
integral

∫
B(T )n(x)p(x)dx, where B(T) is the radiative recombination coefficient.

The simulation was performed at open circuit and short circuit conditions and the
ratio between both modes of operation is shown in Figure 9.6 versus Nif . PL ratios
are smaller at lower diffusion lengths up to Nif = 5×1012cm−1. For interface defect
concentrations larger than the latter, the ratio saturates for all Ln due to the high
recombination rate at the interface. In this case, for large diffusion lengths, high
carrier densities reach the interface and they recombine at the interface defects.
The higher the diffusion length, the smaller the Nif at which the ratio starts to
decrease. This happens because for higher diffusion lengths, the carrier density
can diffuse over larger distances and therefore reach the interface and recombine.
Another effect to be noticed is, that the ratio Ypl,Voc/Ypl,Isc does not increase for
large Ln for high interface defect densities. If the diffusion length is larger than
the thickness of the wafer, the same number of electrons (as for Ln = d) reach the
surface and recombine there.

The photoluminescence yield was measured at open circuit and short circuit con-
ditions and the ratio Ypl,Voc/Ypl,Isc was calculated for 4 different a-Si:H/c-Si solar
cells. All these cells have similar substrates but were processed with different pro-
cedures. Figures 9.7 and 9.8 show the experimental photoluminescence spectra of
two a-Si:H/c-Si solar cells in linear and logarithmic scala respectively. Both PL
curves at Isc and Voc have the same spectral distribution but at short circuit condi-
tion PL is reduced due to the substantial extraction of carriers to the contacts. The
ratio of Ypl,Voc/Ypl,Isc amounts to 23 and 3.4, so that the interface defect density is
larger for the lower value 3.4.
The values of the experimental PL ratios are those introduced in Figure 9.6. The
interface defect density can be estimated if the diffusion length is known. For
unknown Ln it is only possible to determine a range for Nif . High values of
Ypl,Voc/Ypl,Isc account for larger diffusion lengths and smaller interface defect densi-
ties, as expected. For example, for a ratio of 30 and 4, Nif ∈ (2×1011...3×1011cm−2)
and Nif ∈ (8× 1011...1.4× 1012cm−2). In the Figure Ypl,Voc/Ypl,Isc the open circuit
voltages are also shown. The higher the photoluminescence ratio, the larger is the
open circuit voltage, as it is predicted by the Planck’s generalized Law.

9.2 I-V-characteristics from photoluminescence

From the splitting of quasi-Fermi levels estimated from PL it is possible to calculate
a potential drop V = (EFn−EFp)/q. In this section, I compare it with the potential
difference between the contacts measured electrically at the same extracted current.
From this comparison, it is possible to identify where the losses in the splitting of
quasi-Fermi levels in the solar cell take place.
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Figure 9.9: I-V-curve of a high efficiency (16.5%) a-Si:H/c-Si solar cell measured
under 1.5 AM equivalent photon-flux and processed at the Hahn Meitner Institute
(Berlin).

The examined solar cell was completely processed at the Hahn Meitner Institute
(HMI) in Berlin using a 220 µm float zone wafer, 0.5-2 Ωcm and texturized with
non regular pyramides at front and back side. The (n)a-Si:H layer has a thickness
of 8 nm. At the back a 30 nm (p)a-Si:H wafer for a back surface field was de-
posited. ZnO (80nm) was used as conductive antireflection layer. The contacts at
both sides are evaporated Aluminum. The I-V-characteristics measured under 1.5
AM equivalent excitation at the HMI is shown in Figure 9.9. The solar cell has an
efficiency of 16.5 %.

For the photoluminescence measurements, the front side of the solar cell was illu-
minated by a laser beam with a wavelength of 514 nm and an AM1.5 equivalent
photon flux (Φ ≈ 2.5×1017cm−2s−1). The optics of the setup was modified in order
to focus the illuminated area over the sample as homogeneous as possible, getting
variations of around 15%. Figure 9.10 shows the quantitatively measured PL of the
solar cell in open circuit conditions. The absorptivity of this heterostructure can
not be properly described by non wavelength dependent reflection coefficients. The
texturized surface builds a much complex optical system, which would need energy
dependent reflection coefficients at the front (RF (h̄ω)) and at the back (RB(h̄ω))
of the wafer. Therefore, for the calculation of the splitting of the quasi-Fermi levels
I used the same procedure described in chapter 7 where the absorption coefficient
and thus A(h̄ω) were not known. For photon energies h̄ω ≥ 1.25 eV, the absorp-
tivity of the silicon wafers is given by A(h̄ω) ≈ (1−RF ), being RF the reflection at
the front of the wafer. In Figure 9.11 the reflection measured from the solar cell is
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Figure 9.10: Quantitative photoluminescence from an a-Si:H/c-Si solar cell in open
circuit voltage (OC) and derived splitting of quasi-Fermi levels.

Figure 9.11: Reflection measured from the a-Si:H/c-Si solar cell. For h̄ω > 1.25 eV
(λ < 992nm), R(h̄ω) ≈ RF (h̄ω) ≈ 11% has been assumed.
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shown. For high photon energies (h̄ω ≥ 1.25 eV), it has been considered that the
measured R(h̄ω) is meanly due to the reflection at the front of the wafer. A value
of R = RF = 0.11 was measured. The splitting of quasi-Fermi levels EFn − EFp

= 0.600 ± 0.004 eV was obtained adjusting the curve generated from the Planck’s
generalized Law for high photon energies (at h̄ω ≈ 1.25 eV), which is shown in
Figure 9.10 with a black dashed line.

The measurement of the I-V-characteristics with a digital multimeter and the lu-
minescence at the wavelength of maximum emission (λ ≈ 1140 nm, h̄ω = 1.08 eV)
was done consecutively from V = VOC till V = 0V . Assuming V = (EFn − EFp)/q
(q is the electron charge) and as the splitting of quasi-Fermi levels is proportional
to the logarithm of the PL yield, the voltage of the PL-IV curve has been computed
as:

Vi = VOC −
kT

q
ln

(
dnγ,VOC

(1.08eV )

dnγ,Vi
(1.08eV )

)
(9.1)

This calculation implies that the minority carrier distribution and thus the splitting
of quasi-Fermi levels are spatially constant independent of the extracted current.
Furthermore, in the measured wafers, PL has the same spectral distribution at each
operation point, so that the difference between PL-yields at maximum is the same
as the difference for higher photon energies, where EFn−EFp is derived. Therefore,
once the splitting of quasi-Fermi levels and its derived potential drop is calculated
for open circuit conditions, EFn − EFp and V can be easily derived by comparison
of PL-yields at maximum using 9.1.

In order to identify if series resistance losses are included in the PL-I-V curve, I
have extracted the Rs value of the electrically measured curve and compared it
with the I-V-curve obtained from PL. The calculation of Rs was made according to
the method explained in [74], were the lumped series resistance is computed for an
illuminated and dark I-V-curve which are shown in Figure 9.12. In our case, there
is no variation of the series resistance with and without illumination and it has a
value of 3.16Ω. For the calculation of the I-V–curve without the effects of Rs, it
has been assumed that the parallel resistance is very high (Rp = ∞), as the solar
cell has a very high efficiency, and thus it can be neglected. The equivalent circuit
of the solar cell without and with a series resistance is given by Figure 9.13(a)
and 9.13(b) respectively. Solving the equations of the circuit (b), from which we
have the current and voltage values from the measurement it is possible to get the
reverse current Jo and the current generated by illumination JL:

J = Jo

{
exp

[
q(V − JRs)

kT

]
− 1

}
− JL (9.2)

JL = Jo

{
exp

[
q(Voc)

kT

]
− 1

}
(9.3)
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Figure 9.12: Measured illuminated and dark I-V-characteristics. The series re-
sistance has been calculated shifting the illuminated I-V–characteristics by the
photocurrent Jsc according to the method explained in [74].

Jo =
Jsc[

exp
(
−qJscRs

kT

)
− exp

(
qVoc

kT

)] (9.4)

The I-V-curve of the circuit (a) without series resistance is given by:

J = Jo

[
exp

(
qVD

kT

)
− 1

]
− JL (9.5)

with JL = 35.9mAcm−2 and Jo = 2.46× 10−9mAcm−2.

The PL-I-V curve and the I-V-characteristics without Rs are shown in Figure
9.14. The error from the inaccuracy in the determination of the splitting of quasi-

Figure 9.13: Equivalent circuit of a solar cell (a)without and (b) with series resis-
tance Rs.
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Figure 9.14: I-V-curve without Rs and photoluminescence at different operation
points of the solar cell as in Figure 9.9.

Figure 9.15: Simulated I-V-curve of a high efficiency a-Si:H/c-Si solar cell and
calculated solar cell characteristic without series resistance with the same open
circuit voltage (Voc = 0.605 V) and short circuit current (Jsc = 35.9 mAcm−2) as
the electrically measured I-V-curve.

Fermi levels is also included in the graph. The difference between both curves
can be explained introducing a small series resistance Rs = 0.3Ω to simulate the
IV-characteristics derived from photoluminescence using the circuit from Figure
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9.13(b). At open circuit voltage, as there is no current flowing through the cell,
and therefore there is also no voltage drop at Rs, both measured VOC should be
equal. In our case, the electrically measured and from photoluminescence derived
open circuit voltage have the values VOC,el = 0.605 V and VOC,pl = 0.600 ± 0.004
V, being ± 0.004 V the inaccuracy implied by PL measurements (see Appendix
A). For short circuit conditions, it is expected that photoluminescence is reduced
because carriers which are extracted do not contribute to PL. In opposite to open
circuit conditions, at Jsc there is a large difference between both measured voltages:
Vsc,el = 0 V and Vsc,pl = 0.48 V.

With the goal to understand the previous results I have simulated the I-V- and
PL-I-V-curve of an a-Si:H/c-Si solar cell with the SC-Simul program. The input
parameters have been selected so that this heterostructure has the same open cir-
cuit voltage and short circuit current as the measured one and the effective lifetime
is around 350 µs. The simulated solar cell has a 10 nm n-doped amorphous silicon
film and a 2 nm defect layer with a Nif = 1012cm−2 in the front and back side of
the silicon wafer. The defects were simulated by a very thin Gauss distribution (σ
= 0.001 eV) in the middle of the gap and same parameters as the c-Si substrate.
The back side was simulated as a (p)a-Si:H layer (30 nm thickness). Contacts are
simulated by an ideal ohmic contact so that no voltage drop through a contact
series resistance is expected.

Figure 9.16: Simulated EFp for different applied voltages: Voc, V = 0.54 V and V =
0 V (Jsc). It can be noted a voltage drop at the back of the wafer for high currents.

Figure 9.15 shows the measured IV-characteristic without series resistance (contin-
uous line) together with the simulated IV-curve (circles). The simulated curve does
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not follow the curve without series resistance in Figure 9.15. The applied voltage is
given by V = (EFp(0)−EFn(d))/q, being EFn(0) the quasi-Fermi level of electrons
at the front of the wafer and EFp(d) the quasi-Fermi level of holes at the back of the
wafer. In Figure 9.16, EFp is shown for three different operation points: Voc, V =
0.54 V and Jsc. There is a voltage drop at the back contact for high current, which
can be modelled by a series resistance Rs = 0.3Ω. As this voltage drop occurs just
in a very small region close to the back contact, the integral in the volume of the
charge carriers np as well as PL are not affected.

Figure 9.17: Simulated spatial distributions of electron and hole densities of a a-
Si:H/c-Si solar cell for different operation points between open circuit voltage and
short circuit conditions.

Figures 9.17 and 9.18 show the simulated local distribution of electrons (n) and
holes (p) and their product, and the band diagram, respectively, of the a-Si:H/c-Si
structure for different operating points from open circuit voltage to short circuit
conditions. From PL, the difference between the quasi-Fermi levels of electrons
obtained, is the averaged over the volume. At open circuit conditions, the splitting
of quasi-Fermi levels of electrons and holes are constant in Figure 9.18 and therefore
EFn(x) = EFn and EFp(x) = EFp . Thus, V = (EFp(0) − EFn(d))/q = (EFp −
EFn)/q, where EFp−EFn is the difference of the chemical potential calculated from
photoluminescence. Due to the extraction of carriers by the contacts, n and p are
not constant. This spatial variation is also reflected in the quasi-Fermi levels as
the gradient of EFn and EFp describes the current densities of electrons and holes
respectively [29]: jn = σngrad(EFn)/q and jp = σpgrad(EFp)/q being σn and σp

the conductivities of electrons and holes. For a p-type semiconductor the gradient
is mainly in EFn and the current is produced by the electrons. Due to the spatial
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Figure 9.18: Simulated spatial distribution of EC , EV , EFn and EFp of a a-Si:H/c-
Si solar cell for different operation points between open circuit voltage and short
circuit conditions.

deviation of EFn , the averaged EFp − EFn is not the same as (EFp(0) − EFn(d)).
Thus V = ((EFp(0) − EFn(d))/q 6= (EFp − EFn)/q for voltages larger than 0.5 V
in Figure 9.18. This can be easily detected at short circuit conditions, where the
current is as large as a consequence of a huge gradient in the quasi-Fermi levels of
electrons between the bulk and the contacts. With this gradient, in order to get
all carriers extracted to the contacts, they should have an infinite mobility. As an
infinite mobility is not realistic, some electron-hole pairs recombine in the volume
and PL is detected.

In Figure 9.19 the I-V-characteristic curve obtained from the voltages calculated
from the simulated PL of the studied structure is shown. The calculation has been
developed integrating the product of carrier densities n(x)p(x):

V =
kT

q
ln

(
1
d

∫ d
0 n(x)p(x)dx

n0p0

)
(9.6)

where d is the thickness of the wafer. In the simulation the voltage is obtained
considering the spatial distribution of carriers. In Figure 9.19, it is also shown
the ideal curve which was already depicted in Figure 9.15. The simulated PL-I-V-
characteristic fits this curve in the range VMPP ≤ V ≤ VOC (VMPP = 0.51 V, JMPP

= -33.67 mA cm−2). In the Figure it is also shown the PL-IV-characteristic ob-
tained from luminescence measurements (closed triangles). The PL-I-V-characteristics
do not fit the I-V-curve without series resistance, showing less potential drop as the
ideal characteristics when the same current is extracted. It is suggested that this
effect is due to a voltage drop due to transport resistance of the holes in the bulk.
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Figure 9.19: Simulated (open diamonds) and measured (closed triangles) PL-I-V-
curve for a high efficiency (a)-Si:H/c-Si solar cell. The corrected IV-curve without
series resistance for the same open circuit voltage and short circuit current is shown
with a continuous line. The simulated I-V-curved is marked with closed circles. The
PL-I-V-curve contains also the error bars derived from the error in the calculation
of the splitting of quasi-Fermi levels.

This voltage difference is given by: 4V = grad(EFp)/q = jpd/σp. This fact has
also been also detected by Ferraioli et al. [75]. Another reason could be that the
profiles of the carrier densities in the measured solar cells are not as homogeneous
as in the simulation and these inhomogeneities are reflected in the voltages derived
from PL.

In Figure 9.19, all curves derived from photoluminescence show a large error for
currents > IMPP due to the difference in the voltage between front and back con-
tacts and the voltage derived from PL. This produces the differences in V between
the open diamonds and the filled circles at the same current extraction for voltages
V < 0.5 V in Figure 9.20. As photocurrent results in a p-type semiconductor from
a gradient in the quasi-Fermi level of electrons, the higher the current the more
inhomogeneous EFn is. This is depicted more in detail in Figure 9.20. For large
currents EFn is much higher in the volume as at the contacts and therefore

EFn(0)− EFp(d)� kT ln
1
d

∫ d
0 n(x)p(x)dx

nopo

(9.7)

The quasi-Fermi levels of electrons and holes for Voc, Isc and an intermediate ex-
ternal voltage V = 0.4 V are shown. The splitting of quasi-Fermi levels obtained
from the integration of the product np and derived voltages drops are displayed
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Figure 9.20: Simulated spatial distribution of EFn for open circuit (V = VOC , short
circuit (V = 0 V) and an intermediate voltage V = 0.4 V. The voltages derived
from the integral of the product of carrier densities are shown with dashed lines,
so that the differences between the electrically measured voltages and the voltages
derived from PL can be easily distinguished.

with dashed lines. They differ strongly from the electrically measured values for
currents close to Jsc.

9.3 Error estimation between voltages derived

from PL and electrically measured voltages

In this section I analyze the error in the voltage drop derived from photolumi-
nescence measurements. The error obtained from the high efficiency solar cell
simulated in the previous section is examined. Figure 9.21 shows the difference
between the external voltage and the voltage derived from PL and the average
value of np for the (n)a-Si:H/(p)c-Si simulated solar cell. There are two regions
in both curves. For 0 ≤ V ≤ 0.4V , the integral of np, i.e. the emitted PL, does
not vary because the current extracted is approximately constant. Therefore, the
error in the calculated voltage decreases when the external voltage increases from
0 to 0.4 V, getting closer to the value of the voltage drop derived from the splitting
of quasi-Fermi levels in the volume. The error between the electrically measured
external voltage drop and the voltage difference derived from PL decreases till it
diminishes completely at Voc conditions where there are not voltage drops at series
resistance as no current flows through the cell. These differences account for ca.
0.5 × kT at MPP to 0 at OC. In this second region (V > 0.4 V), in the simula-
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Figure 9.21: Difference between the electrically measured voltage and the voltage
drop derived from PL simulation versus the external voltage (crosses). The stars
show the integral of the simulated np also versus the applied voltage.

Figure 9.22: Difference between the I-V-curve without series resistance and the
voltage derived from PL measurements versus the external voltage (crosses). The
stars show the integral of the np derived from the measured PL yield also versus
the applied voltage.

tion the difference between both voltages could be seen; which is mainly due to
a local diminution of the quasi-Fermi levels of holes in a region very close to the
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contacts which is not accounted by the PL. For V < 0.4 V the of error derives
from the inhomogeneity of the profile of electrons when high currents close to Jsc

are extracted from the cell, and therefore the splitting of quasi-Fermi levels in the
volume is different than at the contacts.

Figure 9.23: Product of carriers in the c-Si bulk for the previously simulated struc-
ture and for a not high efficiency a-Si:H/c-Si solar cell with the same Voc = 0.605
V. An important decrement in the minorities for the solar cell without (p)a-Si:H
due to a higher recombination at the back contact occurs.

In the simulated high efficiency (a)-Si/c-Si solar cell, the open circuit voltage calcu-
lated from PL and the electrically measured are equal. This solar cell is optimized
to avoid recombination at the back and front of the solar cell, so that the splitting
of quasi-Fermi levels is nearly constant in the bulk and does not diminish at the
contacts. For non-optimized solar cells, high recombination via defects could take
place in the bulk and at the surfaces of the wafer so that carrier densities diminish
and therefore the splitting of quasi-Fermi levels in the volume divided by the elec-
tron charge does not equal the external measured voltage. This case is illustrated
in Figure 9.23. I have simulated a solar cell under 1.5 AM equivalent photon-flux
with a higher defect density in the bulk and without the (p)a-Si:H layer at the back
of the wafer, so that more recombination takes place in the volume and at the back
contact. The effect is a remarkable decrease of the minorities in the volume and
thus, reduction of PL. The open circuit voltage calculated from luminescence (us-
ing Formula (9.6)) is reduced from 0.605 V for the heterostructure with (p)a-Si:H
to 0.587 V for the lower quality solar cell without back surface field.

Figure 9.22 shows the same magnitudes as in Figure 9.21 using the I-V-curve with-
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out series resistance from the solar cell. Both intervals can also be identified in the
graph. The error between the voltage derived from PL and the voltage from the
IV-characteristics without Rs is reduced from 0.37× kT to 0.15× kT at OC.

9.4 Conclusions

Simulation of photoluminescence of an a-Si:H/c-Si solar cell at open circuit and
short circuit conditions has been performed. The photoluminescence yield and the
splitting of quasi-Fermi levels are very sensitive against interface defect densities at
open circuit conditions for the typical Nif range. On the contrary, at short circuit,
the variation of the density of interface defects is not reflected in the integral of
the product of carrier densities in the bulk. Thus, the photoluminescence yield at
SC is not strongly affected by recombination at the interface.

The ratio of Ypl,oc/Ypl,sc can be used to estimate the interface defect density from
relative measurements of PL, when the diffusion length of the heterostructure is
known. In the analyzed solar cells, the defect density is in the range 2×1011cm−2 <
Nif < 2× 1012cm−2.

From the comparison between the measured PL-I-V-curve with the curve with-
out series resistance, it can be seen that the voltage derived from luminescence
differs from the voltage from the IV-characteristics without Rs for 0.4 < V < VOC .
At Jsc and for large currents close to Jsc (from 0 V to ca. 0.4 V), there is a large
difference between the voltages measured electrically and the ones obtained from
PL. The reason for this difference is inhomogeneity of the carrier densities when
current is extracted from the device. At short circuit conditions a high lumines-
cence yield can still be detected from the volume as it is not possible to extract
immediately all carriers before they recombine. Similar results are obtained from
the simulated solar cell. In the simulation, for voltages between Voc and maximum
power point, the difference is due to voltage drops at contacts and at regions close
to the contact which do not contribute appreciably to the integral of the product
np and, thus, are not detected by PL.

In general, the inhomogeneity in the distribution of carriers over the wafer, which
produces the departure in the calculation of EFn −EFp , can be caused by: 1. high
recombination in the front and back of the wafer; 2. extraction of carriers through
the contacts. In the first case, even the calculation of the open circuit voltage from
PL includes an error. The second reason predominates for good quality solar cells.
In the simulation, the luminescence yield in the range 0 ≤ V ≤ 0.4 V is constant
because the extracted current is also almost constant and the profile of the carriers
n(x) and p(x) is does not vary significantly with the applied voltage. In that range
the error diminishes because the applied voltage gets closer to the voltage derived
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from the PL. For higher voltages, these differences diminish from ca. 0.5 × kT at
MPP to 0 at OC, as the current extracted decreases and the profiles of the carriers
in the bulk are more homogeneous. Similar tendencies can be observed for the ex-
perimental results. Therefore, PL measurements could be used to separate internal
losses due to recombination in the bulk, as the bulk resistance, from voltage drops
at the contact or at small close regions next to the contact, in the range VMPP ≤
V ≤ VOC for high efficiency solar cells.



Chapter 10

Summary / Zusammenfassung

This thesis focusses on the analysis and characterization of hydrogenated amor-
phous silicon/crystalline silicon (a-Si:H/c-Si) solar cells and wafers by simulated
and quantitatively measured photoluminescence (PL).

Different passivation layers (a-Si:H and SiNx) on nominally identical (p)c-Si sub-
strates were compared in terms of splitting of quasi-Fermi levels (EFn−EFp) derived
from PL, which gives the maximum achievable open circuit voltage. The results
show that the wafer pretreatment and doping of the amorphous silicon film influ-
ence the EFn−EFp , likely due to variation in the interface defect density (Nif ) and
consequently modifications in the recombination at the interface. Different deposi-
tion parameters and wafer pretreatment executed by various institutes complicate
the identification of the critical variables which influence Nif . However, a tendency
could be observed: wafers with HF-dip pretreatment and an (i)a-Si:H passivation
show, in general, a higher splitting of quasi-Fermi levels and therefore a higher open
circuit voltage should be expected from solar cells with these passivation layers.

Effective lifetime τeff,pl was also calculated from luminescence. Furthermore, the
excitation intensity dependence of the photoluminescence yield has been exam-
ined. Non-linearities have been detected and two possible explanations have been
studied: bulk lifetime intensity dependence and surface recombination intensity de-
pendance. Simulation of the bulk lifetime intensity dependence show non-linearities
for recombination and capture coefficients which could be non-realistic. Variations
of the slope in the curves of PL yield versus excitation intensity for different passi-
vation layers on the same substrate suggest that surface recombination could also
play an important role in the explanation of the non-linearities. Surface recombi-
nation also varies when the excitation intensity is increased, but it shows a higher
variation than previous studies resulted from PCD measurements. A combination
of both illumination dependencies, from the bulk and from the surface, is a possible
explanation for the non-linearities.

Experimentally derived absorption coefficients (α) for c-Si at different tempera-
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tures have been calculated from the quantitative measurements of PL. The curves
of α(h̄ω) have been compared with previous experimental measurements of α, find-
ing a very good agreement. The dependence of the lifetime on temperature has also
been studied. It is found that it increases with T. This result is in contradiction
with the observed reduction of the PL yield. This effect is explained by the tem-
perature dependence of the band-band recombination coefficient, which decreases
for higher T.

Using the advantage of PL as a contactless measurements, consecutively processed
layers during device deposition and evaluation of each of the process steps has been
analyzed. Simulation of PL has shown, as expected, that the interface defect den-
sity in a-Si:H/c-Si heterojunctions influences the splitting of quasi-Fermi levels in
the whole structure very strongly. The comparison of the splitting of quasi-Fermi
levels from quantitative photoluminescence experiments with simulation allowed
the extraction of parameters for the interface defects and their recombination dy-
namics in the a-Si:H/c-Si heterojunction. Interface defects are estimated to be
energetically situated at around 0.72 eV above the valence band for a Gauss dis-
tribution. Furthermore, detailed studies about recombination have shown that
defects situated at midgap are most effective.

Simulation of the carrier densities and splitting of quasi-Fermi levels at open cir-
cuit voltage has shown the high sensitivity of these variables for different interface
defect densities. Contrarily, PL at short circuit conditions are not affected by vari-
ations at the interface. Finally, a PL-I-V-curve from a high efficiency a-Si:H/c-Si
solar cell has been derived from quantitative photoluminescence measurements and
it has been compared with the electrically measured I-V-characteristics. The dif-
ferences between both curves are due to the assumption of a constant distribution
of carriers in the bulk for currents close to the short circuit current and to the
voltage drop at contact and at areas close to the contact for voltages different than
the Voc. Simulation shows that, the splitting of quasi-Fermi levels is not constant
when carriers are extracted and it decreases at sites near contacts. It has also
been observed that also at short circuit, still it is possible to measure luminescence
because not all carriers can be extracted and they recombine in the volume. For
non-high efficiency solar cells, surface recombination increases the inhomogeneity
of the carriers densities and the error in the estimation of the voltage between
contacts increases, even for open circuit conditions.
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Zusammenfassung

Diese Doktorarbeit fokussiert sich auf die Analyse und Characterisierung von a-
Si:H/c-Si Solarzellen und Wafern durch Messungen und Simulation von quantita-
tiver Photolumineszenz (PL).

Verschiedene Passivierungsschichten (a-Si:H und SiNx) auf gleichem (p)c-Si Sub-
strat wurden bezüglich der Aufspaltung von quasi-Fermi Niveaus (EFn − EFp)
verglichen. Diese wurde aus PL-Messungen ermittelt und geben die maximale
Leerlaufspannung der Heterostruktur für Solarzellen mit hoher Effizienz an. Die
Ergebnisse zeigen, dass die Vorbehandlung des Wafers und Dotierung des amorphen
Siliziumfilms EFn−EFp beeinflussen, höchstwahrscheinlich wegen der Variation der
Interfacedefektdichte (Nif ) und folglich Rekombination am Interface. Verschiedene
Depositionsparameter und die Vorbehandlung des Wafers von unterschiedlichen
Instituten erschweren die Identifikation der kritischen Variablen, die Nif beein-
flussen. Allerdings, konnte man eine Tendenz beobachten: Wafer mit HF-Dip
Vorbehandlung und (i)a-Si:H Passivierung zeigen allgemein eine höhere Aufspal-
tung der Quasi-Fermi Niveaus und deswegen sollte man aus Solarzellen mit dieser
Art Passivierungsschicht eine höhere Leerlaufspannung erwarten.

Dazu wurde aus dem erhaltenen EFn − EFp auch die effektive Lebensdauer τeff,pl

ausgerechnet. Außerdem ist die Abhängigkeit der Photolumineszenzausbeute von
der Anregungsintensität geprüft worden. Nicht-Linearitäten sind detektiert und
2 mögliche Erklärungen sind analysiert worden: die Abhängigkeit der Volumen-
lebensdauer von der Intensität und Intensitätsabhängigkeit der Rekombination
an der Oberfläche. Die Simulation der die Intensitätsabhängigkeit der Volumen-
lebensdauer zeigt Nicht-Linearitäten fr Rekombinations- und Einfangskoeffizienten,
die nicht realistisch sein können. Variation der Steigung bei verschiedenen Pas-
sivierungsschichten auf gleichem Substrat deuten an, dass die Oberflächerekombi-
nation eine große Rolle in der Erklärung der Nicht-Linearitäten spielen könnten.
Die Oberflächenrekombination ändert sich auch mit der Anregungsintensität, aber
zeigt eine größere Variation als vorherige Studien, die auf PCD (photoconductive
decay) Messungen basieren. Eine Kombination von Volumen- und Oberflächeinten-
sitätsabhängigkeit wird als mögliche Erklärung der Nicht-Linearitäten vorgeschla-
gen.

Experimentelle Absorptionskoeffizienten (α) für c-Si wurden aus quantitativen Pho-
tolumineszenzmessungen bei verschiedenen Temperaturen abgeleitet. Die resul-
tierenden Werte werden mit vorherigen experimentellen Ergebnissen von α ver-
glichen und man hat eine sehr gute Übereinstimmung gefunden. Die Temperat-
urabhängigkeit der Lebensdauer ist auch berechnet worden. Man hat gefunden,
dass sie mit T zunimmt. Dieses Ergebnis scheint der Abnahme der beobachteten
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Photolumineszenzausbeute zu widersprechen. Die Temperaturabhängigkeit des
Band-Band Rekombinationskoeffizienten, die mit der Temperatur abnimmt, kann
diesen Effekt erklären.

Durch den Vorteil der kontaktlosen PL Messungen wurde eine Analysemethode der
fortlaufend prozessierten Schichten während der Herstellung der Solarzelle entwick-
elt und jeder Prozessschritt evaluiert. PL-Simulationen haben für verschiedene c-Si
Waferstrukturen eine direkte Anti-Korrelation zwischen der Rekombinationsrate
am Interface und der Aufspaltung der Quasi-Fermi Niveaus im Volumen gezeigt.
Demnach beeinflusst die Interfacedefektdichte in a-Si:H/c-Si Heteroübergängen die
Aufspaltung der Quasi-Fermi Niveaus in der ganzen Struktur sehr stark. Ergeb-
nisse für die Strukturen mit unterschiedlichen a-Si:H Schichten weisen darauf hin,
dass eine Optimierung des vorderen und hinteren Interfaces für das Erreichen von
hohen Voc in diesen Heterodioden entscheidend ist. Der Vergleich der Aufspaltung
des Quasi-Fermi Niveaus aus quantitativen Photolumineszenzmessungen mit Sim-
ulationsergebnissen erlaubt die Parameterextraktion für Interfacedefekte und die
Rekombinationsdynamik am a-Si:H/c-Si Heteroübergang. Die Interfacedefekte in
den analysierten Strukturen befinden sich schätzungsweise energetisch etwa 0.72
eV oberhalb des Valenzbands und haben eine Gaussverteilung. Weitere detal-
ierte Studien über Rekombination haben gezeigt, dass Defekte die in der Mitte der
Bandlücke liegen am effektivsten sind.

Die Simulation von Ladunsträgerdichten und der Aufspaltung der Quasi-Fermi
Niveaus bei Leerlaufspannung hat gezeigt, dass diese Variablen eine sehr hohe
Sensibilität gegenüber der Interfacedefektdichte haben. Entgegengesetzt, bei Kurz-
schluss sind die vorherigen Variablen durch Variationen am Interface nicht beein-
flusst. Als letzter Teil wurde eine PL-I-V-Kurve einer hocheffizienten a-Si:H/c-
Si Solarzelle aus quantitativen Photolumineszenzmessungen bei verschiedenen Be-
triebspunkten gemessen und mit elektrisch gemessenen I-V-Kurven verglichen wor-
den. Die Unterschiede zwischen beider Kurven sind begründet durch die Annahme
einer konstanter Ladungsträgerverteilung im Volumen bei Strömem dicht beim
Kurszschlussstrom und vom Spannungsabfall am Serienwiderstand vom Kontakt
und am Flächen nah zum Kontakt für Spannungen unterschiedlich als Voc. Mit Hilfe
der Simulation hat man gesehen, dass die Aufspaltung der Quasi-Fermi Niveaus
aufgrund von Ladungsträgerextraktion nicht mehr konstant ist und in der Nähe
von Kontakten abnimmt. Man hat auch beobachtet, dass es möglich ist Lumi-
neszenz bei Kurzschluss zu messen, da die Ladungsträger eine endliche Mobilität
haben, so dass nicht alle extrahiert werden und somit einige im Volumen rekom-
binieren. Die Oberflächenrekombination nimmt für Solarzellen mit wenig Effizienz
zu und daher wird die Ladunsträgerverteilung inhomogener, so dass der Fehler in
der Abschätzung der Spannung sogar bei Leerlaufspannung größer wird.
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Appendix A

Error calculation in the splitting
of quasi-Fermi levels

The error in the splitting of quasi-Fermi levels has been calculated as an error
propagation derived from the calibration of the setup. Therefore, first of all I will
start evaluating the error obtained from the photoluminescence signal. Once the
transfer function is known, the measured PL can be easily quantified by:

QPL(λ) = T (λ)MPL(λ) (A.1)

being QPL(λ) the quantified PL measured signal, T (λ) the transfer function and
MPL(λ) the directly measured signal in volts.

The transfer function has been obtained in equation (D.5) (chapter 5). The relative
error of T (λ) is given as

∆T (λ)

T (λ)
=

√√√√(∆B(λ)

B(λ)

)2

+

(
∆ε(λ)

ε(λ)

)2

+

(
∆TNG(λ)

TNG(λ)

)2

+

(
∆Mt(λ)

Mt(λ)

)2

(A.2)

where B(λ) = dnbb,2500K(λ)/dλ and Mt(λ) = dVt(λ)/dλ have been taken in order
to work with simplified expressions.

Using (A.2) it is possible to get the propagated error in the calibrated function
QPL(λ):

∆QPL(λ)

QPL(λ)
=

√√√√(∆T (λ)

T (λ)

)2

+

(
∆MPL(λ)

MPL(λ)

)2

=

√√√√(∆B(λ)

B(λ)

)2

+

(
∆ε(λ)

ε(λ)

)2

+

(
∆TNG(λ)

TNG(λ)

)2

+

(
∆Mt(λ)

Mt(λ)

)2

+

(
∆MPL(λ)

MPL(λ)

)2

(A.3)
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Now I will calculate each of the relative errors in equation (A.3). The error in the
’black body’ function is due to the inaccuracy in the determination of the tungsten
lamp temperature (Tt ≈ 2500± 50K). This temperature of the tungsten lamp was
determined using a bolometer from one side and the slope of a spectral measure-
ment from the other side. The error was determined statistically. This error in the
temperature, introduced in the expression (D.6) from Appendix D, implies an error
of ∆B(λ)/B(λ) = 0.15. ∆ε(λ)/ε(λ) = 0.015 is obtained from literature data [76].
The error of the neutral glass filter TNG(λ) derives from transmission measure-
ments: ∆TNG(λ)/TNG(λ) = 0.01. Talking about the measured signal, two factors
should be taken into account in order to determine the error: 1. the resolution of
the monochromator, and 2. error in the wavelength calibration. The inaccuracy
in the monochromator wavelength derives from the reciprocal linear dispersion in
the grating, which is 3nm mm−1 for a grating of 1200 g mm−1 (ref. manual) in
our case. This can be translated, using the Bragg condition in a maximal error
of ∆λ/λ = 0.004. Wavelength calibration was obtained using different well deter-
mined wavelengths and calculating the transfer curve between the real wavelength
and the one given by the counter of the monocrohmator:

λreal = −53(±5) + 2.10(±0.01)λcounter (A.4)

∆λreal =
√

52 + 0.012 ≈ 5nm

⇒ ∆λreal

λreal

= 0.006 (A.5)

in the worst case for λreal = 800nm. Therefore,

∆Mt(λ)

Mt(λ)
=

∆MPL(λ)

MPL(λ)
=

√√√√(∆λ

λ

)2

+

(
∆λreal

λreal

)2

= 0.007 (A.6)

Adding all the errors as in formula (A.3):

∆QPL(λ)

QPL(λ)
= 0.15 (A.7)

As we can see, the main error comes from the inaccuracy in the determination of
the tungsten lamp temperature.

As the photon flux per wavelength interval is related to the photon flux per energy
interval by (D.8), the error expressed as a function of energy has the same value
as in (A.7):

∆QPL(h̄ω)

QPL(h̄ω)
= 0.15 (A.8)



ERROR CALCULATION IN THE SPLITTING OF QUASI-FERMI LEVELS111

In our case the calibrated function is given by equation (6.1), where considering
the Boltzmann approximation we get:

QPL(h̄ω) =
dnγ(h̄ω)

d(h̄ω)
= C(h̄ω) exp

(
EFn − EFp

kT

)
(A.9)

being C(h̄ω) = (h̄ω)2 exp(−h̄ω/kT )

4π2c2oh̄3
(1−R)(1−exp(−αd))

1−R exp(−αd)
.

The splitting of quasi-Fermi energies and its error is obtained as following:

EFn − EFp = kT ln

(
QPL(h̄ω)

C(h̄ω)

)
(A.10)

∆EFn − EFp =

√√√√(∂EFn − EFp

∂QPL(h̄ω)

)2

(∆QPL(h̄ω))2 = kT
∆QPL(h̄ω)

QPL(h̄ω)
≈ 4meV(A.11)

Considering the values of EFn−EFp measured in this work, we find that the relative
error is less than 1%.



Appendix B

Defects in a-Si:H

Defects in amorphous silicon have amphoteric character, i.e., they could be posi-
tively, or negatively charged. A defect is positive when the defect state is unoccu-
pied and neutral when it is occupied by one electron. The third possible state is
that an extra electron can be attached in a neutral defect state, forming a nega-
tive charged defect. This state is energetically unfavorable increasing its energy in
comparison to the neutral or positive charge defects. The additional energy related
to negative charged defects E−

d is known as correlation energy Ucorr and denotes
the energy difference to neutral or positive charged defects E0,+

d :

E−
d = E0,+

d + Ucorr (B.1)

Due to this correlation energy, the probability functions of these defects are ob-
tained solving the Hamiltonian H = E0

∑
i,S niS−U

∑
i ni↑ni↓, being niS the number

operator for electrons with spin S localized on the defect at site i. E0 and U are
the energy of the positive or neutral defects and the correlation energy for the
negative defects at site i respectively. The eigenvalues of this Hamiltonian are:
Ej = NE0 − jU , where N is the total number of electrons associated with the de-
fect states and j is the number of doubly occupied states. For one defect which can
be completely unoccupied, singly occupied or doubly occupied, applying statistics
of the partition function [77] and the occupation probabilities for positive, neutral
and negative charged defects are respectively given by:

Z = 1 + 2 exp
(

EF − Ed

kT

)
+ exp

(
2EF − 2Ed − Ucorr

kT

)
(B.2)

P+ =
1

Z
(B.3)

P0 =
2

Z
exp

(
EF − Ed

kT

)
(B.4)

P− =
1

Z
exp

(
2EF − 2Ed − Ucorr

kT

)
(B.5)

with EF defined as Fermi energy. This model of defects was already integrated in
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the simulation program SC-Simul [18] and it has been used to built a 2 nm defect
layer with parameters from crystalline silicon (bandgap, mobility, doping...) with
the additional described gaussian distribution of defects. The interface defect den-
sity has been considered to be fixed after the deposition of the (i)a-Si:H passivation
layer at both sides of the (p)c-Si wafer, and consecutive changes in the splitting of
quasi-Fermi levels should be caused of variations in the band bending produced by
the addition of different layers in the a-Si:H/c-Si solar cell processing.



Appendix C

Recombination through interface
defects

In this section I will describe the recombination in interface defects following the
Shockley-Read-Hall formalism and apply an appropriate statistic for correlated de-
fects. As interface defects are given in the form of dangling bonds, they can be
neutral, negatively or positively charged.

In this model only recombination between the defects and the conduction or va-
lence band has been considered. Recombination between defect levels in the band
gap is neglected.

Figure C.1: Sketch of the recombination model considered for interface defects.
Dangling bonds can be neutral or negatively or positively charged. In the figure all
possible recombination rates between the defects and the conduction and valence
band are shown. Transitions between defects are neglected.

Figure C.1 shows the different carrier transitions and the corresponding emission
and generation rates. The different flows are linked to the concentration of carriers
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and recombination centers by the Shockley-Read expressions

RD0
n = cD0

n nNiff
D0

GD0
n = cD0

n nD0
1 Niff

D−

RD+
n = cD+

n nNiff
D+

GD+
n = cD+

n nD+
1 Niff

D0 (C.1)

RD−
p = cD−

p pNiff
D−

GD−
p = cD−

p pD−
1 Niff

D0

RD0
p = cD0

p pNiff
D0

GD0
p = cD0

p pD0
1 Niff

D+

The energy dependent terms nD0
1 , nD+

1 , pD0
1 and pD−

1 are given using the principle
of the detailed balance [30], which implies that the rate of capture and the rate of
emission of electrons (and holes) must be equal:

nD+
1 (EDif

) =
1

2
NC exp

(
−

EC − EDif

kT

)

nD0
1 (EDif

) = 2NC exp

(
−

EC − EDif
− Ucorr

kT

)
(C.2)

pD0
1 (EDif

) = 2NV exp

(
−

EDif
− EV

kT

)

pD−
1 (EDif

) =
1

2
NV exp

(
−

EDif
+ Ucorr − EV

kT

)

Considering the system under illumination (GL) and steady state, three indepen-
dent equations characterize the system shown in Figure C.1 [78]:

dn

dt
= GD0

n −RD0
n + GD+

n −RD+
n + GL = 0

dp

dt
= GD−

p −RD−
p + GD0

p −RD0
p + GL = 0 (C.3)

dnD+

dt
= −GD0

p −RD+
n + GD+

n + RD0
p = 0

In addition,

fD+ + fD− + fD0 = 1 (C.4)
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as the sum of all occupation probabilities should equal the unity.

Solving the system we find the occupation probabilities for neutral fD0, positive
fD+ and negative charged fD− defects:

fD− =
2cD+

n cD0
p np− 2cD+

n cD0
p nD+

1 pD0
1 + cD0

n n(cD+
n n + cD0

p pD0
1 )

g0−

+
−cD+

n cD−
p npD−

1 − cD0
p cD−

p pD0
1 pD−

1

g0−
(C.5)

fD+ =
(cD+

n nD+
1 + cD0

p p)(cD0
n nD0

1 − cD−
p p)

g+

fD0 =
(cD0

n nD0
1 − cD−

p p)(cD+
n n + cD0

p pD0
1 )

g0−

where the denominators g0− and g+ are given by:

g0− = cD0
n (cD+

n (n2 + nnD0
1 + nD0

1 nD+
1 ) + cD0

p (npD0
1 + nD0

1 (p + pD0
1 ))

−cD0
p cD−

p (p2 + ppD0
1 + pD0

1 pD−
1 ) + cD+

n (2cD0
p (np− nD+

1 pD0
1 ))

−cD−
p (nD+

1 p + n(p + pD−
1 )))

(C.6)

g+ = (cD+
n nD+

1 + cD0
p p)(cD+

n n + cD0
n nD0

1 − cD−
p p− cD0

p pD0
1 )

− (cD+
n n + cD0

p pD0
1 )(−cD0

n (n + nD0
1 ) + cD+

n nD+
1 − cD0

p p + cD−
p p + cD−

p pD−
1 )



Appendix D

Calibration of photoluminescence
setup

In order to quantify photoluminescence it is necessary to calculate a calibration
curve which translates the voltage per wavelength given as an output signal from
the detector to the photon flux per stereo radian in the energy interval d(h̄ω)
emitted by the sample. Therefore, it is required to have a calibrated source as
a reference. In our case, a tungsten lamp was used. Radiation from this lamp
is treated as black body radiation following Planck’s law for a temperature of
T = 2500K multiplied by the emissivity of tungsten at same temperature. This
can be written as

dnγ(λ)/dλ
∫ Ω

0
cos θdΩ = T (λ, Ω)dV (λ)/dλ (D.1)

where nγ(λ) is the photon flux emitted by the sample, θ is the angle of the emitted
photons with normal to the surface, dΩ is the differential solid angle of the radia-
tion, T (λ, Ω) is the transfer function (from the measured to the calibrated curve)
and V (λ) is the measured curve. The term cos θ is due to the Lambert’s cosine law
[33]

We are looking for the transfer function T (λ). It will be obtained by compari-
son of a theoretical curve obtained from Planck’s Law and a measured curve of a
’black body’ radiation (in this case, the tungsten lamp)

ATopt(λ)
dnγ(λ)

dλ

∫ Ω

0
cos θdΩ = B(λ)

dV (λ)

dλ
(D.2)

AtTNG(λ)Topt(λ)ε(λ)
dnbb,2500K(λ)

dλ

∫ Ωt

0
cos θtdΩt = B(λ)

dVt(λ)

dλ
(D.3)

where A and dΩ are respectively the emitting area and solid angle interval in
photoluminescence measurements, Topt(λ) is the transmission of the whole optical
system, Vt(λ) is the measured signal from the tungsten lamp, ε(λ) is the emissivity
of the tungsten lamp at 2500 K, At and dΩt are respectively the emitting area and
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solid angle interval for the calibration measurements, TNG(λ) is the transmission of
the neutral glass filters used for the calibration measurements to avoid damaging
of the detector due to high intensity radiation coming from the tungsten lamp and
B(λ) is the calibration curve of the photoluminescence setup.

Rearranging Eqs. (D.2) and (D.3) to get the same expression as Eq. (D.1), it
is possible to get the desired transfer function T(λ, Ω)

T (λ, Ω) =
dnbb,2500K(λ)

dλ
ε(λ)TNG(λ)At

∫ Ω
0 cos θdΩt

dVt(λ)
dλ

A
∫ Ωt
0 cos θtdΩ

(D.4)

In order to account for the same emitting areas and solid angles for photolumi-
nescence and tungsten lamp measurements and thus simplify the transfer function,
a pinhole has been introduced in the entrance to the monochromator. Another re-
quirement is to set both the sample and the calibration lamp at the same position
in order to get the same emitting area and solid angle. This procedure simplifies
notably the calculation to get quantitative photoluminescence, because it is not
necessary anymore to measure the areas or solid angles implied and angular de-
pendencies are neglected.

Thus, using the pinhole: A = At, θ = θt and dΩ = dΩt and the transfer func-
tion is given by

T (λ) =
dnbb,2500K(λ)

dλ
ε(λ)TNG(λ)

dVt(λ)
dλ

(D.5)

From Planck’s law [32, 29] the function dnbb,2500K(λ)/dλ is derived:

dnbb,2500K(λ)

dλ
=

2co

λ4

1

exp hc
λk2500K

− 1
(D.6)

as the photon flux emitted by a ’black body area’ per wavelength for T = 2500K.
ε(λ) is obtained from the literature [76] and TNG(λ) and dVt(λ)/dλ are measured.

Once we have multiplied the output data by the transfer function, the photon flux
per wavelength interval is obtained. We are interested in calculating the photon
flux per energy interval, thus it is necessary to do the following transformation

d(h̄ω) =
hc

λ2
dλ (D.7)

dnγ(h̄ω)

d(h̄ω)
=

(
dnγ(λ)

dλ

λ2

2πh̄c

)
λ=h̄ω

(D.8)
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