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Zusammenfassung

Zusammenfassung

Die meisten Entscheidungen und Handlungen werden durch unsere Umgebung beeinflusst. Informa-
tionen aus unserer Umgebung müssen zuerst festgestellt und bearbeitet werden bevor sie für weitere
Handlungen auf Abruf zur Verfügung stehen können. Informationsverarbeitung (information pro-
cessing) und Informationsabruf (information retrieval) finden in spezifischen sensorischen Arealen
des Gehirns statt. Da sie dort dieselben neuronalen Strukturen und Mechanismen des zentralen Ner-
vensystems nutzen, müssen sie jeweils mit spezifischen Herausforderungen zurechtkommen. Auf der
einen Seite müssen Informationsverarbeitung und Informationsabruf flexibel auf ihre Umgebung hin
reagieren. Auf der anderen Seite müssen sie grundlegende Informationen robust weitergeben. Wie
können Robustheit und Flexibilität gleichzeitig innerhalb desselben Systems umgesetzt werden? Die
vorliegende Thesis umfasst zwei Studien, die jeweils innerhalb der Informationsverarbeitung bzw.
des Informationsabrufs untersucht, wie die zwei gegensätzlichen Funktionen der Robustheit und Flex-
ibilät realisiert werden. Hierfür wurden neuronale Daten aus dem auditorischen Zentrum von Mäusen
durch extrazelluläre Ableitungen erhoben.

Die erste Studie untersucht die Rolle der parvalbumin-positiven Interneurone (größte Klasse kor-
tikaler inhibitorischer Interneurone) während der auditorischen Informationsverarbeitung. Hierfür
wurden diese Neurone auf einer verhaltens-relvanten Zeitspanne nachhaltig und netzwerkweit opto-
genetisch manipuliert und die neuronale Aktivität von kortikalen Neuronen auf auditorische Signale
hin abgeleitet. Die Ergebnisse aus Einzelzellantworten zeigen, dass die spektralen und temporalen
Eigenschaften (Tuning) der kortikalen auditorischen Neurone konserviert bleiben, obwohl die allge-
meine neuronale Netzwerkaktivität wesentlich reduziert ist. Diese hauptsächlich dividierende Re-
duktion der Aktivität konnte sowohl für einfache, als auch für komplexe und naturalistische Stimuli
dargestellt werden. Die Ergebnisse weisen darauf hin, dass parvalbumin-positive Interneurone einen
Mechanimus für neuronale dividierende Verstärkungsregelung (input-output mapping, gain control)
besitzen, der die Eigenschaften d es Stimulus selbst robust erhält.

Die zweite Studie behandelt den kortikalen Informationsabruf verschiedener Aspekte auditorischer
Stimuli. Den Mäusen wurden während der extrazellulären Ableitung verschiedene Tiervokalisationen
akustisch präsentiert, die entweder verhallt oder unverhallt waren. Mithilfe der Populationsantworten
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Zusammenfassung

konnte sowohl die Vokalisationsidentität (welche Tiervokalisation) als auch der Kontext (verhallt
oder nicht) erfolgreich klassifiziert werden. Zusätzlich konnten Mäuse in Verhaltensexperimenten
mit einem ’Go/No-go’ Paradgima erfolgreich verhallte Stimuli detektieren. Diese Ergebnisse führen
zur Annahme, dass die Informationen für die Vokalisationsidentität und für den Kontext vollständig
und robust vorhanden sind und diese jeweils abgerufen werden können, wenn diese Informationen
benötigt werden.

Obwohl beide neuronalen Prozesse (Informationsverarbeitung und Informationsabruf) verschiedene
Aufgaben erfüllen, ist ihre Struktur die gleiche. Auf der einen Seite müssen sie ein robustes Fun-
dament schaffen, das bei der Informationsverarbeitung und auch beim Informationsabruf gegenüber
ungewollten Einflüssen widerstandsfähig ist. Auf der anderen Seite benötigen die beiden Prozesse
die Möglichkeit Einfluss auf die Informationsverarbeitung zu erlauben oder flexibel gezielt auf Infor-
mationen zugreifen zu können.
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Abstract

Abstract

Most decisions and behavior depend on our surrounding. These environmental information have to be
transduced, processed first and then can be retrieved for further reactions. Information processing and
retrieval take place in specific sensory areas of the brain. Since both are sharing the same neuronal
structures and mechanism of the central nervous system, they have to cope with particular challenges.
On the one hand, information processing and retrieval have to adapt flexibly due to their environment.
On the other hand they have to provide basic information robustly. How can robustness and flexibility
co-exist within the same system? The present thesis contains two studies, observing how these two
contradictory dimensions flexibility and robustness can be realized in information processing and
retrieval, respectively. Therefore, neuronal data were collected from the core auditory cortex of mice
using extracellular recordings.

The first study investigates the information processing role of parvalbumin-positive interneurons (the
largest class of cortical inhibitory interneurons) within auditory cortical computation. Using sus-
tained, network-wide optogenetic manipulation to modulate these interneurons on behaviorally rele-
vant timescales the neuronal activity of cortical neurons due to auditory signals was recorded. Single-
unit analysis showed highly conserved spectral and temporal tuning in auditory cortical neurons,
despite a profound reduction in overall network activity. The profound reduction was predominantly
divisive, and consistent across simple, complex, and naturalistic stimuli. These results suggest that
parvalbumin-positive interneurons may provide a means for divisive gain control (input-output map-
ping), which enables flexible adaption while conserving stimulus characteristics robustly.

The second study obtains the cortical information retrieval of different aspects of auditory stimuli.
During extracellular recordings of mice, different animal vocalization, which were reverberated or
not, were acoustically presented. Here, the vocalization identity (which animal vocalization) and
context (reverberated or not) were successfully classified using population responses. Additionally,
mice successfully detected reverberated stimuli in behavioral ’Go/No-go’ experiments. These results
lead to the assumption that information for both vocalization identity and context entirely robustly
exist and can be flexibly retrieved if required.

Although both computational procedures (information processing and information retrieval) fulfill
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Abstract

different tasks, they are structured the same way. On the one hand, they need to create a robust
fundament which maintains basic features (information processing) or information (information re-
trieval) and resists unwanted influences and disturbances. On the other hand, both processes have to
allow essential influences (information processing) or have to precisely extract required information
(information retrieval) for a particular behavior.
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1. Introduction

Hearing, sight, touch, smell and taste are the five basic senses of human. With the help of these senses
we can perceive our environment. This is important because most of our decisions and behavior like
action or reaction depend on our surrounding.

The information from the surrounding therefore have to be transduced, processed and then provided
for further reactions. The first step is to transduce the information from the environment to neuronal
signals. Depending on the kind of information, a highly specialized sensory organ is in charge of the
transduction. For instance, ears are capable of transducing sounds. The second step is to process these
transduced information. At this stage, information processing enables to combine various informa-
tion. For instance, in order to locate the source of a sound it is necessary to process the information
transduced by both ears. The third step is to provide these processed information in order to retrieve
them for a behavior. For instance, after information processing it is possible to turn the head towards
the source of the sound. All three steps (information transduction, processing and retrieval) are nec-
essary to interact with and react to the environment and forms the fundament of any behavior. This is
the task of which the sensory nervous system is capable of.

Where do information transduction, processing and retrieval take place within the sensory nervous
system? Information transduction arises by a highly specialized sensory organ. This has the ad-
vantage, that the organ is particularly designed for its functional task and thus is able to manage
challenges quite well. In contrast to information transduction, information processing and retrieval
take place at specific areas of the brain. On the one hand, this is a logistical advantage for both in-
formation processing and retrieval. For processing, necessary information from different brain areas
can easily be provided and sent to one site in the brain. Furthermore, processed information can be
supplied fast for information retrieval. On the other hand, processing and retrieval have to share the
same neuronal mechanisms (like neuronal connections) in the brain, although processing and retrieval
aim different goals. As information processing and retrieval share the same neuronal structures, they
have to use different strategies in order to fulfill their particular tasks. Hence, the context of this thesis
is to observe possible strategies for both information processing and retrieval while they are sharing

17



Chapter 1. Introduction

the same neuronal structures. In the following, information processing and retrieval deserve more
detailed explanation.

The task of information processing is to integrate various information. Hereby the kind of information
does not matter. On the one hand, information that have to be processed can be arose by the same
sensory organ. For example, the ability to identify different musical instruments within one musical
piece: the ear arises all acoustic sounds of the musical piece but information processing makes it pos-
sible to distinguish between different musical instruments. On the other hand, processing information
from different sensory organs can enlarge the perceived environment and can help to detect any pos-
sible danger. For example, to hear an approaching car and to see an icy road can convince somebody
to stay on the pavement and not to cross the road. All in all, information processing combines various
information and brings them into the right context.

After information have been processed they can be retrieved and hence used for further actions. In-
formation retrieval is the ability to extract required information which have been processed before.
The function and task of information retrieval can be illustrated well with an example of listening to
a music band while being in the audience. After processing, identifying the sound of the guitar only
is possible. Maybe the guitar player is too far away from the audience and the sound is not as loud as
expected. Hence, the soft sound level (this is the retrieved information) of the guitar player wants to
make a listener move towards the stage. At the same time, all other musicians of the band make mu-
sic as well. The information of these musicians have been processed as well but does not play a role
for the listener. All information from the whole music band are provided by information processing,
but only those information are retrieved (the sound level of the guitar) which are necessary for the
listener’s interest or for his actions and reactions.

To sum up, information processing and retrieval have different responsibilities. Information pro-
cessing combines various information in order to provide them for information retrieval. Out of it,
information retrieval extracts only necessary and required information. Both information processing
and retrieval take place in the brain using the same neuronal structures. Since they are sharing the
same neuronal structures and mechanisms, they have to use different strategies in order to fulfill their
particular tasks and cope with specific challenges.

What are the requirements of information processing and retrieval and how do they meet their specific
challenges? On the one hand, both have to be flexible and adaptable due to different scenarios like
the number and kind of combined information (information processing) or the retrieval of required
information for a behavior (information retrieval). On the other hand, both have to be robust in the
meaning of rejecting disturbances (information processing) or providing all available information
for further actions (information retrieval). Are robustness and flexibility a contradiction? Robust
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but flexible at once - the aim of this thesis is to investigate the role of robustness and flexibility for
information processing and retrieval with the help of the auditory system.

The overall purpose of this thesis is to characterize how robustness and flexibility interact to each
other in both information processing and retrieval in the auditory system. Therefore, neuronal data
were collected from the core auditory cortex (AC) of mice using extracellular recordings. Information
processing and retrieval were regarded in two separate studies. By analyzing information processing
(chapter 4), the computational role of a specific type of neuron was examined. By analyzing infor-
mation retrieval (chapter 5), the information content due to a presented stimulus (e.g. reverberated
sound and non-reverberated sound) was observed. In order to prepare the reader for both studies, the
following two chapters provide detailed information. Chapter 2 informs about the auditory system
and provides a view of the neuronal data which were collected for both studies. Chapter 3 refers to
both experimental and analysis methods of both studies.
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2. How does neuronal activity in the auditory
cortex arise?

"The auditory system is one of the engineering masterpieces of the human body." (Purves et al., 2004)
From the translation of acoustic sound waves to neuronal information, the ear makes a lightning start
in auditory processing. Neuronal integration of both ears enables not only to localize the source of a
sound but also to identify different sound sources within an environment full of acoustical distraction
and noise. We can receive auditory information from distances and spots which the eyes cannot see.
Spoken words and music can change our moods, can make us happy or sad. In order to realize this
engineering masterpiece, the auditory pathway is a sophisticated system of parallel processing and
intense crosslinks that makes complex processing on high level possible. For all of this, the nervous
system allocates a large number of neurons which differ in morphology and molecular structures but
can be categorized into only two functional groups of neurons: excitatory and inhibitory neurons.

This chapter provides an overview of the biological formation from physical acoustic wave forms to
neuronal signals and its way to the AC in mice. For this thesis, activity from neurons of the AC were
recorded and furthermore local parvalbumin-positive interneuron (PV+) cells of the middle cortical
layers got optogenetically manipulated. Hereafter, the auditory system is introduced.

2.1. From the outside to the brain: the ascending pathway of

the auditory system

Acoustic sound waves get transferred from air pressure to mechanical vibrations via the tympanic
membrane. After amplification by the middle ear bones,the vibrations enter the fluid-filled cochlea
(inner ear) at the oval window. Vibrations at the oval window cause an oscillation of the basilar
membrane which is a part of the cochlea. Oscillations of the basilar membrane get translated into
electrical impulses (hair cells) as action potential (AP) within the organ of Corti. Receptor hair cells
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Chapter 2. How does neuronal activity in the auditory cortex arise?

are placed between the basilar membrane and the tectorial membrane. The movement of the basilar
membrane causes shear forces on top of the hair cells and depolarizes the hair cells by mechanical
opening of ion channels. As a result, hair cells induce frequency-depending transmitter release, which
binds to the receptors of the auditory nerve fibers (mechanoelectrical transduction). Thenceforth,
neuronal transmission via AP begins (Hudspeth, 1997; Robles and Ruggero, 2001; LeMasurier and
Gillespie, 2005).

All fibers of the auditory nerve synapse on further neurons within the cochlea nuclei complex, which
is part of the brainstem (Fig. 2.1 left). From there on, the ascending auditory pathway runs on three
parallel traces. Most axons of the dorsal cochlear nuclei cross over and connect to the nuclei of the
lateral leminiscus (pons) contra-laterally (dorsal acoustic striae). Some neurons from the posteroven-
tral cochlea nuclei synapse on the contralateral nuclei of the lateral leminiscus (intermediate acoustic
striae). A small part of the anteroventral cochlea nuclei connect ipsi-laterally, whereas the main part
of the nuclei complex (ventral acoustic striae) cross over and synapse contra-laterally on the superior
olivary nuclei complex. Axons from the superior olivary complex ascend with the intermediate and
some fibers of the dorsal acoustic striae and axons of the nuclei of the lateral leminiscus as a bundle
of fibers (lateral leminiscus). This bundle connects to the inferior colliculus in the midbrain. Before
auditory information enter cortical structures, all ascending fibers (mostly from the inferior collicu-
lus) have to pass the medial geniculate complex of the thalamus and are involved in multisensory
processing. From the thalamus, radiations run to the primary auditory cortex (A1) in the temporal
lobe (Thompson and Schofield, 2000; Cant and Benson, 2003; Malmierca, 2003; Keifer et al., 2015).

Summing up, acoustic environmental information gets translated to AP in the cochlea of the inner ear
and ascend to the primary auditory cortex via several pathways, passing the cochlea nuclei complex
and the medial geniculate complex of the thalamus. Parallel pathways enable to integrate multisensory
input like bi-aural information for sound localization or allows descending circuits to regulate motor
neurons. The auditory cortex as central target provides higher-order processing of sound and its
perception.

Figure 2.1.: The auditory cortex contains different neuronal cell types (red box): Exc: excitatory pyra-
midal cells; PV: inhibitory parvalbumin-positive interneurons; SOM: inhibitory somatostatin-positive
interneurons; VIP: vasopressin-positive interneurons; TC: thalamo-cortical projections neurons; Open
circles: excitatory synapse; closed circles: inhibitory synapse (Blackwell and Geffen, 2017). Neu-
ronal recordings enable to calculate the spectro-temporal receptive field (STRF) of single neurons
(grey circle). Yellow areas mark excitatory fields while dark blue areas mark inhibitory fields of the
neuronal response (read from left to right) and the average stimulus that elicit and AP (read from right
to left).
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2.1. From the outside to the brain: the ascending pathway of the auditory system

auditory nerve

dorsal

ventral

intermediate

acoustic striae:

cochlear nuclei 
complex

superior olivary
complex

nuclei of
lateral leminiscus

lateral leminiscus

inferior colliculus

medial geniculate
complex

auditory 
cortex

TC

ExcExc
PV

SOM

TC

PV

SOM

VIP VIP

tonotopic gradient

auditory 
cortex

auditory 
thalamus

time after spike (neuron response)

time before spike (stimulus)

fr
eq

ue
n

cy

sp
on

ta
ne

o
us

 a
ct

iv
ity

Figure 2.1.: Auditory pathway and cortical structures. On the way to the auditory cortex auditory
processing passes different subcortical structures via three parallel pathways (brain slices and cochlea,
adapted from Purves et al. (2004)).
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2.2. Structures and neurons of the auditory cortex

The mouse AC is located in the superior temporal-parietal lobe and can be divided in five areas. The
neurons within these areas respond mainly to specific frequencies, such as the A1 represents tone
frequencies from 2 kHz to 45 kHz. These frequencies are arranged tonotopically among the rostral-
caudal plane (Caviness, 1975; Stiebler, 1987; Stiebler et al., 1997).

As all neocortical structures, the A1 is horizontally arranged in six layers. Efferent nerve fibers to
other cortical areas arise from layer II/III and to subcortical areas from layer V/VI. Afferent nerve
fibers from the thalamus enter the A1 in middle layers. Vertically, groups of neurons in all six layers
can be outlined to single columns of a neuronal network: Columns receive neuronal input, com-
pute them and send those processed information to further areas. Unlike other sensory cortices, the
AC receives input from both ears, ipsilaterally and contralaterally (Mountcastle, 1997; Linden and
Schreiner, 2003; Harris and Mrsic-Flogel, 2013).

Those networks are managed by excitatory and inhibitory neurons (Fig. 2.1 red box). Up to 80 % of
all cortical neurons are excitatory principal cells. The most prominent group of principal cells are
pyramidal neurons. Pyramidal cells are mostly located in layers III and V and form, among other
things, long-range axons to further sensory cortices. Pyramidal cells in layer II/III show low firing
rates and are highly influenced by GABAergic interneurons. Those inhibitory interneurons are the
remaining 20 % of cortical neurons. They can be classified into three major subgroups, which differ
morphologically and molecular-biologically: PV+, somatostatin-positive interneurons (SOM) and
vasopressin-positive interneurons (VIP) neurons (DeFelipe, 1997; Cruikshank et al., 2001; Linden
and Schreiner, 2003; Markram et al., 2004; Xu et al., 2010; Moore and Wehr, 2013; Harris and
Mrsic-Flogel, 2013; Tremblay et al., 2016).

The largest subgroup of interneurons (40 %) forms PV+ neurons. Parvalbumin proteins in those neu-
rons are considered as intracellular calcium buffer with a high affinity to calcium but at a slow speed.
Most PV+ neurons are fast-spiking basket cells, which synapse on the soma and proximal dendrites
of pyramidal cells and other interneurons (especially PV+ cells). Chandelier cells are connected to
the initial segment of pyramidal cells. Both groups together form a fast and strong influence on the
excitatory output of pyramidal cells. Since both pyramidal cells and PV+ neurons receive thalamic
input, PV+ neurons are involved in the feed-forward inhibition of pyramidal cells: Pyramidal cells
receive excitatory input from the thalamus and delayed inhibitory input by the PV+ neurons. This
circuit permits to stabilize the inhibited cell and forms a buffer system for changed spectral input
(DeFelipe, 1997; Caillard et al., 2000; Cruikshank et al., 2001, 2007; Moore and Wehr, 2013; Harris
and Mrsic-Flogel, 2013; Tremblay et al., 2016).
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About 30 % of inhibitory interneurons are SOM cells. They mainly receive input from local and dis-
tant cortical areas and synapse on PV+ neurons and pyramidal cells. They are strongly involved in
lateral inhibition. Therefore, they inhibit pyramidal cells they were excited from and in addition they
inhibit further local pyramidal cells (Harris and Mrsic-Flogel, 2013; Tremblay et al., 2016; Riede-
mann, 2019).

The smallest major subgroup of interneurons are VIP neurons (10 %). Theses neurons primarily
synapse on SOM neurons and with less influence on PV+ cells. Activation of VIP neurons (from
higher-order cortical areas like motor cortex) lead to a disinhibition of pyramidal cells due to inhibited
SOM neurons (Harris and Mrsic-Flogel, 2013; Tremblay et al., 2016; Posluszny, 2019).

2.3. Spectro-temporal receptive fields of the auditory cortex

Sherrington (1906) evoked in cervical transected dogs a scratch-reflex by electrical stimulation of
certain areas of the dog’s skin. He called this area the receptive field of the scratch-reflex and can be
described as the sensory area in which a stimulation can elicit a neuronal response.

Since then, receptive fields of single neurons have been described in several sensory systems (e.g.
visual (Hubel and Wiesel, 1962), olfactory (Wilson, 2001) and have been estimated in form of spike-
triggered averages (Fig. 2.1 grey circle). Hence, receptive fields give information about the average
stimulus that triggers a spike (what it needs to evoke a spike) as well as the response pattern of the
neuron after an appropriate stimulation (how the neuron responds to a stimulus). In the auditory
system, both the proper stimulus and response pattern depend on temporal and spectral aspects of an
acoustic stimulus (spectro-temporal receptive fields, STRFs).

Based on the balance between neuronal excitatory and inhibitory circuits, the STRF is a dynamic
structure that shares the attributes of the cortical plasticity like age-related reorganization, learning or
context-depending environment. On that account, the STRF adapts to the sensory environment (Fritz
et al., 2003; Keuroghlian and Knudsen, 2007; de Villers-Sidani et al., 2010; Froemke and Jones,
2011).
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3. How to make auditory information
accessible?

The comprehension of the theoretical background is required to understand and interpret the collected
data correctly. In order to provide this knowledge, the aim of this chapter is twofold: On the one
hand, this chapter gives an overview of the subjects and methodical tools used in both research parts
(chapter 4 and 5) unless otherwise stated. On the other hand, this chapter provides space to focus
on further information about specific topics: The mechanism about the used optogenetic tool and
electrophysiological analyzing methods are spotlighted here.

Contents of this chapter (sections 3.1, 3.2) are published in Gothner et al. (2020).

3.1. Mouse strain

All data presented here were obtained from male B6.Cast/PVALB-Cre mice. This line is a cross
between B6.CAST-Cdh23 (Stock number 002756, Jackson Laboratory, Bar Harbor, ME, US) and
PVALB-IRES-Cre mice (Stock number 008069, Jackson Laboratory, Bar Harbor, ME, US), crossed
and reared in the animal facilities of the University of Oldenburg. These animals are not susceptible
to developing the early-onset age-related hearing loss typical of the standard C57BL/6J strain due to
a major gene responsible on chromosome 10 (Johnson et al., 1997). Cre-recombinase was expressed
in inhibitory PV+ (Hippenmeyer et al., 2005), enabling to manipulate those neurons optogenetically
following injection of an cre-dependent viral vector (chapter 4). All mice were housed separately
following surgical implantation with recording devices and maintained on a reversed 12 h/12 h light-
dark cycle at approx. 23 ° C with access to free water and food.

All procedures were performed in accordance with the animal welfare regulations of Lower Sax-
ony and approved by the local authorities (State Office for Consumer Protection and Food Safety /
LAVES).
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3.2. Surgery

Mice were equipped with a 32-channel self-made chronic implant (probe) for extracellular recordings
(chapters 5 and 4) and additional optogenetics (see chapter 4) at the age of 8 to 12 weeks. Animals
were injected subcutaneously with 0.1 mg/kg meloxicam pre- and post-operatively to reduce pain and
inflammation. During surgery, the animals were anaesthetized with 1.5 % isoflurane (initial: 2 %).
Body temperature was monitored and held at approx. 37 ° C. Eyes were covered with ophthalmic
ointment. Anaesthetized mice were fixed in a stereotaxic apparatus (Model 900, Kopf instruments,
Tujunga, CA, US) with zygomatic clamps. After skull exposure, a trepanation was drilled in the dorsal
skull (relative to Bregma: anterior-posterior -2.6 mm, medial-lateral -2.9 mm, injection angle 24 °,
right hemisphere) to allow tangential access to the region designated AC in the Allen Mouse Brain
Atlas (2011, www.mouse.brain-map.org). For optogenetic experiments, 1000 nl of adeno-associated
virus (pAAV-EF1/a-DIOhChR2-(C128S/D156A)-EYFP, serotype 5, Vector Core, University of North
Carolina, US; Fig. 3.1 A) was injected (Nanofil 10 µl, WPI, Hertfordshire, UK) at 150 nl/min at each of
two depths within auditory cortex (z=3.7 and z=3.9-4.0 mm from entry point in dorsal cortex). aftter
virus injections, the probe was implanted with the electrode tips placed at the 3.7 mm depth initially
(Fig. 3.1 B). This placement resulted in a path of the electrodes that was tangential to the cortical
surface at a depth of approximately 400µm, so most of our recordings likely stem from middle layers
of core auditory cortex. In order to fix the implant microdrive onto the skull, five to six screws were
drilled into the skull, one of which over the contra-lateral pre-frontal cortex served as reference for
the recordings. The implant microdrive was then secured to the skull and screws with dental acrylic
(Vertex SC, Vertex Dental, Zeist, Netherlands). After surgery, mice were given a recovery period
between 7 and 14 days before recordings began (Fig. 3.1 C).

3.3. Optogenetic design

Optogenetic is a tool which enables to control light-sensitive ion channels embedded in the cell mem-
brane of specific neurons and permits a fast regulation of the activity of those neurons in in vivo

experiments (Nagel et al., 2003; Boyden et al., 2005; Deisseroth et al., 2006). This technique was
used in chapter 4.

3.3.1. Manipulating PV+ neurons optogenetically using the cre-loxP system

Using the Cre/loxP system (Metzger and Chambon, 2001) to express light-sensitive ion channels in
neurons of interest, two components are required: The transgentic mouse strain B6.Cast/PVALB-Cre
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provides the expression of cre-recombinase in any neurons expressing parvalbumin (Hippenmeyer
et al., 2005). Cre-recombinase is an enzyme from bacteriophage P1 for site-specific recombina-
tion within a DNA sequence (Sauer and Henderson, 1988). The used viral vector pAAV5-EF1/α-
DIO-hChR2-(C128S/D156A)-EYFP is an adeno-associated virus (AAV) which carries the gene for
a light-sensitive ion channel hChR2-(C128S/D156A) (Fig .3.1 A box). This gene is inserted in the
viral vector in inverted orientation and flanked by two sets of different lox-sites (DIO). Lox is a
site-specific area that the cre-recombinase requires for recombination. Using one set of lox-sites,
the cre-recombinase first flips the inverted gene sequence. Using the second set of lox-sites, the
cre-recombinase deletes either one lox site of both sets in order to terminate the function of cre-
recombinase. This enables the transcription of light-sensitive ion channels in specific PV+ neurons
using a non-neuron specific but robust promoter EF1/α (Zhang et al., 2006). The production of light-
sensitive channels can be evaluated afterwards due to the binding of enhanced yellow fluorescent
protein (EYFP) to the transcripted channel using fluorescence microscopy with an excitation peak of
514 nm and an emission peak of 527 nm (Shaner et al., 2005). In the absence of cre-recombinase, the
transcription of the inverted gene sequence leads to a nonsense protein without any functions (Gopaul
and Duyne, 1999; Guo et al., 1999; Tronche et al., 2002; Yizhar et al., 2011a).

For most optogenetic experiments AAV is a well-established and safe viral vector that enters neurons
via PDFG receptors by binding to sialic acid (Di Pasquale et al., 2003). Within the host neuron, AAV
remains in an extra-chromosomal state and does not interact with the host genome (Flotte and Berns,
2005). Compared to other serotypes, the diffusion of serotype 5 of AAV(AAV5) within tissue is wide-
ranging and provides the transcription of the desired light-sensitive ion channel to a large cortical area
(Paterna et al., 2004).

3.3.2. Double-mutant of Channelrhodopsin-2 offers a stable step-function

opsin for optogenetics

The ion channel hChR2-(C128S/D156A) is a light-sensitive unspecific cation channel (Yizhar et al.
(2011b); Fig. 3.1 d) and a modified variant of the wild-type ChR2 from the green algae Chlamy-

domonas reinhardtii (Nagel et al., 2003). As a part of the rhodopsin-family, ChR2 is a transmembrane
protein that consists of a light-sensitive microbial-type chromophore and an unspecific cation chan-
nel. After absorbing light at a wavelength of 480 nm, the chromophore isomerizes and the channel
pore opens. Those open channels permit diffusion of further cations and modify the membrane con-
ductance: the cell depolarizes. Channel closing occurs within 11 ms due to channel kinetics (Nagel
et al., 2003; Zhang et al., 2006; Bamann et al., 2008; Berndt et al., 2009; Yizhar et al., 2011a).
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Figure 3.1.: Outline of optogenetic experimental procedure. (a): Injection of viral DIO-vector for
optogenetic experiments at core auditory cortex. Cre-recombinase in PV+ neurons inverts the gene of
ChR2 within the double lox sites for correct transcription (box). Vector adapted from everyVECTOR
(2009). (b): Customized movable probe (box) (c): Electrophysiological recording and optogenetical
control are separate parts of the implant. (d): Function of SSFO in PV+ neurons: activation of unspe-
cific ChR2 cation channel using blue light, deactivation using orange light (left channel adapted from
Yizhar et al. (2011a)). Mouse adapted from Encyclopaedia Britannica (2010)

The genetic modification of the wild-type ChR2 allows to adapt the channels kinetics in regard to
experimental designs: The most effective adaption of ChR2 is the mutation of cysteine-128 to serine
(C128S). On the one hand, the C128S-channels do not close immediately after light-offset and remain
open for more than 100 s. Based on this characteristic, this mutant ChR2 was designated as step-
function opsin (SFO). As a result, the neurons resting membrane potential depolarizes towards the
spiking threshold and increases the excitability of the neuron. On the other hand, it is possible to
close the channel manually using a light pulse with a wavelength of approx. 540 nm. Using pulses of
blue and yellow light enables to manifest a fast bi-stable optogenetic SFO switch (Berndt et al., 2009;
Yizhar et al., 2011a). Further mutation of aspartic acid-156 to alanine (D156A) prevents the closing of
ChR2-channels after light-offset for more than 30 min and hence stabilizes the SFO-characteristics as
SSFO (Yizhar et al., 2011b). In the end, replacing algal codons with mammalian codons (humanized
ChR2, hChR2) enhances the expression of the ChR2-(C128S/D156A)-channels (Zhang et al., 2006;
Yizhar et al., 2011a).
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3.4. Electrophysiological Analysis

All recorded data from AC are continuous raw voltage data collected by eight tetrodes (32 channels)
at a sample rate of 30 kHz. For further analysis, spike times for single units were identified.

3.4.1. Spike detection and sorting

Identifying spike times for single units from continuous raw voltage recordings includes two steps:
first, typical spike wave forms have to be detected in individual voltage traces (spike detection) and
second, detected spike wave forms have to be grouped based on different aspects of their shapes in
order to distinguish between individual neurons (spike sorting). For spike sorting fitting models were
created based on a sub-sample of data (10 minutes of recordings) and afterwards applied to the whole
recorded data set of the experimental day.

In a first step, generalized noise (external interference factors) recorded in all channels was removed
from every channel. Therefore, the arithmetic mean of each recorded voltage sample over all channels
was calculated and subtracted from each individual channel. Then, spike detection, model fitting and
applying was carried out tetrode-wise.

Voltage traces from all four channels were highpass-filtered (finite pulse response filter, 256th order)
and upsampled for spike detection. For each event higher than a certain manually adjusted threshold
and specific condition of the event (peak alignment within event snippet, size), the center of mass was
calculated to determine the timing of the detected spike. For spike-sorting, a principle component
analysis (PCA) was used to distinguish spike cluster in reduced dimensions (for detailed information,
see Sahani (1999); Hildebrandt et al. (2017)). Hence, spike times were extracted and classified into
single-units.

3.4.2. Single-unit and population responses

Behavior is the result of neuronal interactions and integration of different networks of local and/or
global processing. The functional role of individual neurons in those networks depends on several
cellular factors like protein expressing and structure of the cell membrane as well as on network
factors like place and strength of connected neurons (Bean, 2007; Tremblay et al., 2016; Blackwell
and Geffen, 2017).

A neuronal network is supported by individual neurons with individual encoding properties. Single-
unit analysis can uncover those properties to distinguish different roles of neurons within the network.
Perel et al. (2015) observed in recordings of the motor cortex in Rhesus monkeys, that individual

31



Chapter 3. How to make auditory information accessible?

encoding properties of single-units are necessary to provide information about the aspect direction in
movement, but in order to complete the whole behavior (e.g. speed and velocity), further information
beside single-unit properties (e.g. local field potential) are mandatory.

Single-unit analysis (chapter 4) can produce immense information processing content across time but
not across neurons. For this, population response analysis (chapter 5) offers additional computational
tools like population-based stimulus decoding for information retrieval, which can be a more natural
estimator for fast reaction outcome within few milliseconds (Panzeri et al., 2015).

3.4.3. Mutual information in population response

The mutual information (MI) describes the amount of information that the neuronal response carries
about the stimulus. The statement of MI of a population response can be provided by the number
of neurons instead of the number of repeated measurements. This allows to estimate instantaneously
a reaction due to an input stimulus. Analyzing the information content across neurons enables to
observe different time fractions during the stimulus, which can provide multiplex coding strategies of
a neuronal network.

The MI is given by the overall response entropy minus the average noise entropy, whereby entropy
represents the average information of a random variable:

MI =−∑
r

p(r) log2 p(r)︸ ︷︷ ︸
overall response entropy

− −∑
s

p(s) ∑
r

p(r|s) log2 p(r|s)︸ ︷︷ ︸
average noise entropy

where p(r) denotes the probability of observing neural response to any stimulus, p(s) is the probabil-
ity of presentation of stimulus s and p(r|s) donates neural response r when the stimulus s is presented.

MI was computed in chapter 5 by using the information breakdown toolbox for fast information
analysis (Magri et al., 2009).

3.4.4. Stimulus classification in population response

Population decoding across neurons is a powerful analyzing tool in order to answer the question: Does
the collected data contain important feature information about the stimulus? The task of population
decoding is the prediction of a presented stimulus or observed behavior from recorded neuronal activ-
ity. In chapter 5, population decoding was used to categorize (classify) neuronal activity into different
subtypes of auditory stimuli (stimulus classification).
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The heart of stimulus classification is a pattern classifier. This is an algorithm (e.g. maximum cor-
relation coefficient classifier, support vector machine, Euclidean distance classifier) that learns the
relationship between neuronal population response across neurons and its referring stimulus. For
this, a subset of data (population response and its referring stimulus) serve as training data for the
pattern classifier in order to associate both inputs. Afterwards, the remaining subset of data is used
for testing the adjusted pattern classifier. Here, the result of the pattern classifier is the predicted
stimulus of the test data. Comparison of the predicted stimulus to the presented stimulus indicates
the success of the pattern classifier and hence gives an outlook of feature information content in the
neuronal population response due to the stimulus (Zhang et al., 2011; Meyers, 2013).

3.4.5. Stimulus reconstruction

Like stimulus classification, stimulus reconstruction is a decoding tool that reassembles a stimulus
based on its population response. In contrast to the stimulus classification, for stimulus reconstruction
the spectrogram of presented stimuli to the population response is required (not only the information
about the stimulus). Consequently, stimulus reconstruction predicts the spectrogram of the stimulus of
the neuronal input in order to draw conclusion about the stimulus features encoded by the population
response.

In particular, we used stimulus reconstruction in chapter 5 in order to compare the reconstructed
stimuli for original and reverberated sound to their original spectrograms. The reconstructed spec-
trograms were developed by linear mapping of a reconstruction filter applied to a neuronal data set.
The filter was computed by minimizing the mean-squared error between the stimulus and the linear
discriminant analysis (LDA) components of the population response for vocalization differentiation.

LDA is a method for dimensionality reduction and data classification. Reducing dimensions enables
to remove redundant and dependent features for an enhanced data classification for different classes.
Therefore, new projection lines (lower dimension spaces, at least one dimension less than the original
data contain) are drawn within the data set that maximizes the between-class distances (the mean of
each class to each other) and simultaneously minimizes the within-class variances (the scatter within a
class). For vocalization discrimination in chapter 5, four dimensions (LDA components) are necessary
to classify five vocalizations.

As described above, the reconstruction filter was first established using a subset of the neuronal data
set before the filter was transmitted to predict the reconstructed stimulus from the remaining data set
(Mesgarani, 2013; Mesgarani et al., 2014; Tharwat et al., 2017).
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Part I.

Cortical auditory information processing

The following study provides the basis for discussion of flexibility in
auditory information processing. Here, cortical responses were exper-
imental influenced by increasing the activity of a specific class of in-
hibitory interneurons (PV+ neurons). This manipulation imitates the
integration of diverse influences on auditory processing which should
have a flexible impact on the neuronal activity. Beside the neuronal
flexibility, is there something robust hidden as well?

The following chapter of the thesis is a part of the published study Goth-
ner et al. (2020).





4. Sustained Activation of PV+ Interneurons
in Core Auditory Cortex Enables Robust
Divisive Gain Control for Complex and
Naturalistic Stimuli

4.1. Introduction

Sensory processing in the cortex requires flexible and reliable mechanisms for adjusting computa-
tions and information flow according to context. Both internal states and external requirements can
reliably trigger changes of the most fundamental cortical computations, and these modulations can
also generalize across stimulus conditions. The different subtypes of cortical inhibitory interneurons
are candidate mediators of contextual modulation because they are in an exquisite position to produce
such changes (Markram et al., 2004; Kepecs and Fishell, 2014; Tremblay et al., 2016; Cardin, 2019).

Three major interneuron cell classes in the neocortex include parvalbumin-positive (PV+) cells, soma-
tostatin-positive (SOM+) cells, and cells expressing vasoactive intestinal peptide (VIP+). Each of
these cell classes is differentially targeted by neuromodulation (Swanson and Maffei, 2019), and has
a unique, class-specific expression profile of neuromodulatory receptors (Paul et al., 2017), which
can produce class-specific modulation of interneurons depending on behavioral context, for example,
state of arousal, attention, learning, or locomotion (Kawaguchi and Shindou, 1998; Alitto and Dan,
2012; Polack et al., 2013; Toussay et al., 2013; Poorthuis et al., 2014; Pakan et al., 2016). In order
to obtain a functional understanding of neuromodulation, a more detailed description of network
effects of the activation of specific interneuron classes is desirable (Edeline, 2012). Great progress
in understanding the functional role of modulation of PV+ cells and other interneuron classes has
recently been made with the help of optogenetic tools (Atallah et al., 2012; Lee et al., 2012; Wilson
et al., 2012; Hamilton et al., 2013; Aizenberg et al., 2015; Seybold et al., 2015; Moore et al., 2018).
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These previous optogenetic experiments have indicated that PV+ interneurons play an important,
albeit complex, role in controlling excitability in sensory cortices.

So far, most studies of the effects of precise class-specific manipulation of inhibitory populations
have focused on fast timescales, typically locked to sparse and transient stimuli. However, contextual
modulation may act both at fast subsecond timescales (Munoz and Rudy, 2014; Poorthuis et al.,
2014; McGinley et al., 2015) and over longer timescales of several seconds to minutes (Metherate
et al., 1992; Kawaguchi and Shindou, 1998; Petrie et al., 2005; Alitto and Dan, 2012; Schneider et al.,
2014). Moreover, there is evidence that PV+ inhibition may mediate very different network dynamics
in sensory cortices depending on the timescale of stimulation (Ozeki et al., 2009; Haider et al., 2010).
To investigate the functional role of modulation of PV+ activity not only at fast, but also at slower
timescales, a precise but sustained manipulation of PV+ cell activity is needed in addition to the more
commonly used fast and transient optogenetic activation or deactivation techniques (Atallah et al.,
2012; Lee et al., 2012; Wilson et al., 2012; Hamilton et al., 2013; Aizenberg et al., 2015; Seybold
et al., 2015; Moore et al., 2018). Here, we employed a variant of Channelrhodopsin 2 that allows for
sustained, low-level activation at the timescale of minutes (stable-step function opsin, SSFO, Berndt
et al. (2009); Yizhar et al. (2011a)) to ask how the sustained activation of PV+ cells affects cortical
computation.

We hypothesized that sustained, low-level activation of PV+ cells (Tremblay et al., 2016) provides
a means for divisive scaling of neural responses in core auditory cortex. Divisive scaling describes
ratio-changes in neuronal response profiles (e.g. tuning curves) due to specified factors. Divisive scal-
ing has been proposed to be one of the canonical cortical computations (Carandini and Heeger, 2011),
with functional roles ranging from context-dependent modulation of sensory processing (Rabinowitz
et al., 2011, 2013) to task-dependent top-down control (Ruff and Cohen, 2017). Concretely, a mech-
anism for divisive scaling in a cortical area should (1) produce divisive changes in firing rate across
single-unit responses, (2) leave basic neuronal response properties such as tuning and receptive-field
structure intact, and (3) generalize across different stimulation paradigms, including complex and
naturalistic stimulus sets.

To investigate the impact of sustained PV+ cell activation on auditory cortical processing, we ex-
pressed SSFO in PV+ cells in the core auditory cortex (AC) of mice. We recorded responses of
populations of single units in awake mice during presentations of three different stimulus sets: single
tones (ST), dynamic random chords (DRC) and animal vocalizations (natural stimuli, NS). The com-
bination of sustained PV+ cell activation and reliable long-term recording allowed us to quantify the
effects of PV+ modulation on cortical responses to complex and naturalistic sounds, and to test for
changes in single-unit response properties that generalized across the different stimulus sets.
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We show that sustained activation of PV+ cells in AC produces coherent divisive scaling, with min-
imal changes in spectral or temporal tuning of neuronal responses. This divisive scaling general-
izes across complex and naturalistic stimuli on both population and single-unit levels. Overall, our
findings demonstrate that sustained activation of PV+ interneurons may constitute a powerful neural
instrument for context-dependent scaling of cortical responses.

4.2. Materials and Methods

4.2.1. Subjects and Surgery

All electrophysiological data from optogenetic experiments (see section 3.3) were obtained from eight
male mice. Animals were kept as described in section 3.1. At the time of surgery (see section 3.2),
the mice were between 8 and 12 weeks old.

4.2.2. Implant design

Implants were custom-made at our laboratory. The implant consisted of eight twisted-wire tetrodes
(17 µm, Platinum/10% Iridium California Fine Wire Company, Grover Beach, CA, US) concentrically
arranged around a 105 µm optic fiber (FG105LCA Multimode Fiber, Thorlabs, Newton, NJ, US) for
optogenetic manipulations and was attached to a microdrive (Axona) to move the probe within AC.
The electrode tips protruded 400 µm from the tip of the fiber.

4.2.3. Optogenetic strategy

In the Cre-expressing PV+ cells of the mouse line, infection by the injected Cre-activated recombi-
nant viral vector produced expression of a bistable ChR2 variant (Stable Step-Function Opsin, SSFO).
Expression was confirmed via histological examination of brain tissue after the experiments. Expres-
sion spread through all layers of the AC and extended at least with a diameter of 1.5 mm radially in
the medial-lateral and caudal-rostral dimensions. Efficiency of expression in PV+ cells was >95%
(confirmed in 3 animals using imaging of immunostained PV+ cells and cells expressing the virally
transmitted yellow fluorescent protein).

SSFO was used to achieve prolonged, stable, low-level depolarization of PV+ cells (Yizhar et al.,
2011a), and has the advantage of its activation/deactivation interfering minimally with the timing of
the sensory stimulus. Activation of SSFO was achieved with a pulse of blue light (447 nm, 2.5 mW
for 2 s). SSFO cation channels remain open and induce a depolarizing input current until deactivation
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with a pulse of orange light (594 nm, duration 5 or 10 s at 2.5 mW). All experimental sessions started
with a stimulus block in control condition (no SSFO activation). Activating and deactivating light
pulses were subsequently delivered in silent periods between stimulus blocks, starting directly after
the previous stimulus block had finished. The next stimulus block began directly after offset of the
activating or deactivating light pulse. At the end of every experimental session, PV+ cells were
deactivated to return to control condition.

4.2.4. Electrophysiology

We recorded neural data extracellularly during auditory stimulation in alternating blocks of trials ei-
ther without or with PV+ cell activation (hereafter, control and SSFO · PV trial blocks, respectively).
These trial blocks each lasted between 3 and 5 min. Continuous raw voltage traces were amplified and
digitized using a 32-channel headstage (RHD2132, Intan Technologies, Los Angeles, CA), recorded
using an acquisition board (OpenEphys, www.open-ephys.org), and saved on a personal computer
at a sample rate of 30 kHz for offline spike sorting and analysis. After an experimental session was
completed, the probe was moved approximately 65 µm along the middle cortical layers using the mi-
crodrive attached to the implant and the tissue was allowed to settle for at least 3 h (more typically,
overnight). Data collection could last up to four months, recording from 2-17 positions in each ani-
mal. Data collection was stopped when no primary-like responses could be detected anymore; criteria
for primary-like responses were latency below 20 ms and reliable, clearly tuned responses to pure tone
stimuli.

4.2.5. Experimental setup

All experiments took place in a customized double-walled sound-attenuated chamber (workshop of
the University of Oldenburg). Animals were monitored throughout experiments using an infrared
camera (Pi NoIR, Raspberry Pi foundation, Cambridge, UK). Mice were placed on a custom hori-
zontal and acoustically transparent running wheel made out of wire mesh and were free to run during
the experiments. In a subset of recordings from two animals, rotations of the running wheel were
recorded using a black and white pattern at the base of the wheel and a custom-built light detector.
The light-detector signal was recorded along with the electrophysiological signal, so that rotations
could be determined on a trial-by-trial basis. Running data was used to confirm that the main conclu-
sions from our analysis did not depend on the activity of the animal (Supplementary Fig. S1).

Sound delivery and optogenetic manipulation were both controlled using MATLAB (MathWorks,
Natick, MA, US). Sound stimuli were generated digitally at a sample rate of 192 kHz using custom
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MATLAB software and were D/A converted by a USB sound device (Fireface UC, RME, Haimhausen,
Germany). Sound signals were amplified (A-S501, Yamaha, Hamamatsu, Japan) and then deliv-
ered via a loudspeaker (XT 300 K/4, Vifa, Viborg, Denmark) attached 45 cm above the running
wheel. For activation of PV+ cells a blue laser was used (MDL-III-447 PSU-III-FDA, Changchun
New Industries, Changchun, China), whereas deactivation of PV+ cells was achieved with an or-
ange laser (Cobolt Mambo 50 594 nm, Cobolt AB, Solna, Sweden) using a shutter driver (Model
SR474, Stanford Research Systems, Sunnyvale, CA, US). The optic fibers from both lasers were
merged (TM105R3F1A, Thorlabs, Newton, NJ) and plugged onto the single optic fiber incorporated
into the animal’s implant. After a block of auditory stimuli was presented, laser pulses activated or
deactivated SSFO for the next stimulus block (see Fig. 4.1 A). The number of blocks for each SSFO
condition varied depending on the stimulus protocol.

4.2.6. Auditory stimuli

We used three different types of auditory stimuli: (1) simple single pure tone stimuli (ST), (2) natural
stimuli (NS), and (3) dynamic random chords (DRC). We presented these stimuli sequentially within
the same experimental session. ST were presented randomly at 70 dB SPL between 4 and 70 kHz
using eight frequencies per octave. The tones had a duration of either 0.5 or 1 s including 2 ms ramps
and were generated with an inter-stimulus interval of 1 s or 2 s respectively. Each tone frequency
was repeated three times within one stimulus block. The stimulus block was repeated ten times for
each SSFO condition, resulting in at least 30 repetitions of each tone pulse. For NS, we extracted
five natural animal vocalizations from an audio disc (’Die Stimmen der Tiere 1 - Europa’, Cord
Riechelmann, 2007; tracks: 13-tundra vole, 18-european pine vole, 40-yellowhammer, 45-european
robin, 71-long eared owl) with frequency spectrum centered between 4 and 25 kHz and up-sampled
their sample rate to 192 kHz. The vocalizations were repeated in total 30 times in 3 to 6 blocks in each
SSFO condition. DRC stimuli were similar to those described in previous studies (deCharms et al.,
1998; Linden et al., 2003). The chords consisted of short tone pulses 20 ms in duration (including
5 ms ramps) with center frequencies varying between 4.1 and 62 kHz in 1/12-octave steps and sound
levels varying between 25 and 70 dB SPL in 5 dB steps. Tone frequencies and levels were chosen
randomly for each chord, with an average tone density of 2 tone pulses per octave. The DRC protocol
lasted for 60 s and was repeated 5 times within a stimulus block. The stimulus block was repeated 4
times for each SSFO condition.
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4.2.7. Data analysis

All analyses were performed offline using MATLAB, unless otherwise noted.

Continuous raw voltage traces were spike-detected and -sorted using a latent-variable spike-sorting
algorithm (Sahani, 1999) as previously described (Hildebrandt et al., 2017). For spike characteriza-
tion, we set the waveform baseline at 0.23 ms before peak (Keller et al., 2018) and normalized the
unfiltered waveform with respect to the peak. We extracted the trough amplitude and measured spike
width at 50 % peak amplitude, tested for significant differences in medians between the subgroups
using the Kruskal-Wallis test, and analyzed results further using the post-hoc Tukey-Kramer test.
To compare optogenetic effects between units grouped by spike width, we used the Mann-Whitney
U-Test.

Criteria for exclusion and classification of units

For all of our analysis we only included units with a significant response during tone presentation.
A unit with a significant response was defined as a unit for which the firing rate during tone pre-
sentation was significantly greater than spontaneous firing rate for at least 3 tested tone frequencies.
Significance was tested by Student’s paired t-test to compare tone response with pre-tone firing on
each of the repeated trials for each tone frequency in windows of 50 ms (p < 0.05 with Bonferroni
correction for multiple tests). To classify the effect of PV+ activation on the neuronal responses, we
calculated the mean firing rate over entire stimulus blocks, including periods of tone presentation at
all tested frequencies and silent periods in between. Then, the distributions of the mean rate during
stimulus blocks for SSFO-PV and control condition were compared for each unit (Student’s paired
t-test, single tail for decrease and enhancement respectively, p < 0.05, with Bonferroni correction).

Single tones (ST)

To create a frequency-response profile, we computed the mean onset response over trials (40 ms
window starting 15 ms after stimulus onset) for each tone frequency. The resulting iso-intensity
frequency-response curves are hereafter referred to as (frequency) tuning curves. Tuning curves were
smoothed using a Hanning window (width 3). Before extracting the tuning width and the best fre-
quency (BF), we computed a frequency-response profile for spontaneous activity and subtracted it
from the tuning curves. The tuning bandwidth (BW) was measured at 50 % of the amplitude.

To test for significant changes in BF and BW in single units, a bootstrap approach was used as follows.
For each unit, all trials from both SSFO-PV and control conditions were pooled separately at each
sound frequency; subsamples (30 trials) were drawn randomly from this combined pool; and BW and
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BF were estimated as above. This procedure was repeated 1000 times to estimate the distribution
of tuning parameters BW and BF. The values obtained from the separate analysis of control and test
conditions were compared to these distributions at a p < 0.05 level with a Bonferroni correction for
multiple tests.

To compare the tuning curves between control and PV-activated conditions, the tuning curves were
first normalized to the unit’s maximum firing rate in the control condition and then correlated by
using major-axis regression (i.e., two-dimensional least-mean-squares linear fit). From the major-
axis regression, we extracted slope and y-intercept. In order to avoid floor effects, rates within the
tuning curve lower than 10 % of the maximum rate were discarded from the fit. In order to ana-
lyze the suppression of the tuning curves after PV+ cell activation, we calculated the value of the
t-statistic tval with tval = (m−mref)/

√
σ2/n, where m is the regression parameter (either slope or

y-intercept), mref either 1 (slope) or 0 (y-intercept), σ the standard deviation of the regression pa-
rameter and n the number of points that went into the regression. The result was then compared
to the t-distribution (single tail) and units categorized accordingly: divisive suppression in case of
pslope < 0.05 and pintercept > 0.05; subtractive suppression for pslope > 0.05 and pintercept < 0.05.

Dynamic random chords (DRC)

For each cell and SSFO condition, the average response to the DRC stimulus was used to esti-
mate the respective spectro-temporal receptive fields (STRFs). STRFs were estimated with auto-
matic smoothness determination (Sahani and Linden, 2003) within Python module ‘lnpy’ (https:
//github.com/arnefmeyer/lnpy). We set the dimensionality of the STRF to be 48 fre-
quency channels and 15 time steps spanning 300 ms, chose a minimum STRF smoothness of 0.5 and
tolerance of 10−5, and ran the optimisation for 100 iterations. For control trials, the spectral, tempo-
ral and overall smoothness scales were initialised at 4, 4 and 7 respectively. For PV-activated trials,
the smoothness parameters were fixed at the optimised smoothness parameters obtained in the corre-
sponding control trials, to ensure that comparisons between control and PV-activated trials were not
confounded by differences in STRF smoothing parameters.

We included in the final DRC analysis all cells that were both: (1) responsive to pure tones (see above)
and (2) responsive to the DRC stimulus (i.e., signal power of DRC response at least 1 standard error
above zero (Sahani and Linden, 2003; Williamson et al., 2016)).

We used the same major-axis regression procedure as with ST to compute correlations in STRF-
predicted activity between control and PV-activated conditions.
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4.3. Results

4.3.1. Consistent Effects of Sustained Activation of PV+ cells Across Trials

and Paradigms

Many behavioral and brain-state dependent modulations of PV+ activity occur over timescales of
several seconds to minutes (Metherate et al., 1992; Castro-Alamancos and Connors, 1996; Kawaguchi
and Shindou, 1998; Petrie et al., 2005; Alitto and Dan, 2012; Schneider et al., 2014). In order to mimic
such modulations and to probe their functional significance for cortical computation at the network
level, we decided to employ a stable step-function variant of ChR2 (stable step-function opsin, SSFO)
expressed in PV+ interneurons. SSFO allows for constant depolarisation of the targeted cells for
minutes after applying a single, short pulse of light (Berndt et al., 2009; Yizhar et al., 2011a). This
mode of action not only allowed for more modulatory-like activation of PV+ cells, but also enabled
us to examine the effect of PV+ cell activation on the encoding of extended auditory stimuli of greater
complexity. Thus, we could compare effects of PV+ activation during prolonged DRC stimuli to
effects observed with more traditional ST paradigms (Aizenberg et al., 2015; Seybold et al., 2015;
Phillips and Hasenstaub, 2016; Moore et al., 2018).

To determine whether sustained activation of PV+ interneurons produces consistent changes in neural
responses across trials and stimulus paradigms, we first compared overall firing rates of single-unit
responses to ST and DRC stimuli recorded in awake mice (Fig. 4.1 A) with (SSFO · PV) and with-
out (control) activation of PV+ cells. Using blue and orange light to activate/deactivate SSFO, we
found a robust and reproducible effect of sustained PV+ activation in single units (Fig. 4.1 B). Among
the recorded units, we observed both robust decreases and increases in firing rate (Fig. 4.1 C). These
changes were consistent for ST and DRC stimuli when looking at overall firing rates during either
stimulus paradigm (correlation coefficient r=0.42, p = 2 ∗ 10−63 , n=1422) with no systematic dif-
ference in single-unit modulation under DRC and ST stimulation (Fig. 4.1 D, p = 0.367, Wilcoxon
rank-sum test, n = 1422). At the population level, we observed on average a decrease in population
firing rate during PV+ activation for both ST and DRC stimulation (rate change mean (SD) = -22.93%
(±67.79%) for ST, -26.98% (±36.18%) for DRC). Effects of sustained PV+ activation on firing rates
in single units ranged continuously from complete suppression to robust elevation.

4.3.2. Are the Enhanced Units PV+ Interneurons?

A small proportion of the recorded units showed an enhancement of firing rate with sustained PV+
activation rather than a reduction (Fig. 4.1). Because SSFO depolarizes directly activated cells, we
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Figure 4.1.: Sustained activation of PV+ cells results in consistent changes of firing rates
across trials and paradigms. (A): Recording setup. Mice were implanted with a combined opto-
electrode implant and were able to freely move on a horizontal running wheel while sound was pre-
sented from above. (B): Responses of an example unit to sound (yellow bar) in control (blue) and
SSFO · PVtrials (red). Spiking activity changes immediately after activation of PV+ cells (flash)
and lasts until deactivation (strikeout flash). (C): Example PSTHs of two units (top, bottom) during
ST (left) and DRC (right). PV+ activation resulted both in decreased (top) and increased (bottom)
firing rates in individual units. (D): Comparison of the percentage firing rate change in individual
units after PV+ activation during ST and DRC (n = 1422 units). The red diagonal line indicates equal
firing rate changes with PV+ activation in both stimulus paradigms. (E): Distribution of percentage
firing rate change after PV+ activation during ST stimulation. Classification of units into two groups
for further analysis: units with a significantly reduced firing rate (reduced units, purple, n = 1027) and
units with a significantly enhanced firing rate (enhanced units, green, n = 111) during sustained PV+
activation.

hypothesized that a large proportion of the enhanced cells were directly-activated PV+ cells rather
than pyramidal cells or non-PV+ inhibitory neurons in the cortical network. In order to test this, we
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analyzed extracellular spike shapes separately for significantly enhanced and reduced units.
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Figure 4.2.: Reduced and enhanced units display different spike shapes. (A): Mean normalized
waveforms grouped into reduced (purple line, n = 545) and enhanced (green line, n = 61) units. Shaded
area depicts SEM. (B): Histograms of trough amplitude (top, normalized to peak) and spike width
(bottom, at 50 % of peak amplitude) within the subgroups. (C): Distribution of firing rate changes
after PV+ activation for units with a spike width smaller (light grey, n = 61) and larger (dark grey,
n = 545) than 0.12 ms. (D): Relationship of width and trough for reduced (purple circles, n = 545) and
for enhanced units (green dots, n = 61).

Previous work reported that most of PV+ cells have narrow spike duration (fast-spiking cells, Keller
et al. (2018)) and an increased peak-to-trough ratio (Moore and Wehr, 2013; Kim et al., 2016), crite-
ria that we used to find putative PV+ cells in the group of enhanced units. We extracted spike width
and trough amplitude in normalized waveforms and compared these between reduced and enhanced
units (Fig. 4.2 A). Mean trough amplitude for the enhanced units was significantly larger (Fig. 4.2 B,
top; mean (SD) = 0.2513 (± 0.2285)) than for reduced units (mean (SD) = 0.1522 (± 0.1713), Tukey-
Kramer Test, p = 0.0021). Furthermore, enhanced units did have significantly smaller mean spike
widths (Fig. 4.2 B, bottom; mean (SD) = 0.1804 ms (± 0.0552 ms)) compared to reduced units (mean
(SD) = 0.2190 ms (± 0.0741 ms), Tukey-Kramer Test, p = 10−4). The distribution of spike widths
for enhanced units exhibited a local minimum at approximately 0.12 ms. We observed substantially
different optogenetic modulation for neurons with spike widths falling above and below this value
(Fig. 4.2 C). Units with a spike width larger than 0.12 ms exhibited a highly significant reduction in
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firing rate during sustained PV+ activation (mean (SD) = -40.64 % (± 38.88 % ms), Mann-Whitney-
U-Test, p = 3.14 ∗ 10−15) compared to units with a smaller spike width (mean (SD) = -5.61 %
(± 32.82 % ms)). Thus, we found clear evidence for a relationship between spike shape and rate
modulation during SSFO · PV trials. However, we did not find a clear bimodal distribution of any
of these features or a combination of them in our data (Fig. 4.2 D). Narrow spiking units were more
often enhanced than other units, but often reduced in their firing. Similar mixed effects on PV+ cells
due to indirect network effects have been reported previously (Moore and Wehr, 2013).

Since no clear separation between putative PV+ and PV- units was possible, we decided to group
units on a functional basis reflecting the direction of firing rate change instead (reduced units; n =
1027; enhanced units; n = 111, Fig. 4.1 E). Based on the analysis of spike shapes, we expect the
enhanced group to contain mostly directly activated PV+ cells, but many PV+ cells to be contained
in the reduced group as well.

4.3.3. Activation of PV+ cells Preserves Frequency Tuning Properties of

Neurons in Auditory Cortex

We next asked whether sustained PV+ activation would conserve basic encoding properties in AC, as
would be expected for general divisive gain control mechanisms harnessed by contextual modulation,
or whether it might instead sharpen or shift tuning. To address this question we recorded responses to
isolated single tones of varying frequency. We constructed frequency response curves using the onset
responses of the units for both control and SSFO · PV conditions.

We observed a wide range of changes to the frequency response curves in the recorded units (Fig. 4.3).
Fig. 4.3 A depicts the change in tuning curves after PV+ activation, ordered by the change at best
frequency (BF). In the group with overall enhanced units, units could show increased firing rates
over all test frequencies (example in the lower left box, Fig. 4.3 A) or even a reduction of firing at
BF but increased rate at off-BF sound frequencies (Fig. 4.3 A, upper left example). A similar range
of effects could be observed in the group with overall reduced firing rates: some units showed a
general reduction of firing rates (Fig. 4.3 A, upper right example), others were reduced mostly at off-
BF frequencies (Fig. 4.3 A, lower right example).

A selective reduction at off-BF frequencies could result in narrower overall tuning as measured by
the bandwidth (BW). We found a small(albeit significant) reduction of BW in the reduced group
(Fig. 4.3 C, right panel, median change in bandwidth 0.06 octaves, p < 10−25, Wilcoxon sign-rank
test, single-tail). This small changes was reflected in changes within a few individual units; BW
was reduced in only 25 out of 876 units at a p = 0.05 level (bootstrap estimated with Bonferroni
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Figure 4.3.: Sustained activation of PV+ cells has minimal effects on tuning best frequency and
bandwidth. Tuning curves were generated for each unit from the mean firing in a short window after
stimulus onset (15-55 ms relative to sound onset).
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Figure 4.3.: (A): Overview of tuning curve changes during SSFO · PV trials, grouped by the
mean effect the manipulation had on the unit (left: enhanced units, n = 111 units; right: reduced,
n = 1027 units). Within each group, units are sorted by the amount of change in SSFO · PV tri-
als at their BF: units with a large decrease in the response (light blue) at BF are located at the top,
units with a large increase (purple) at BF are located at the bottom (examples boxes). Boxes at the
side: tuning curves of example units for control condition (blue) and during SSFO · PV trials (red);
relative change in the tuning curves (center); and difference in firing rate between the two conditions
(bottom). The black dashed line marks the result of a major axis regression between control and
SSFO · PV trials. To avoid threshold effects, only frequencies with a firing rate greater than 10% of
the maximum rate in both conditions were used for the major axis regression (filled circles). Black cir-
cle and line indicates which unit in A is shown in the box. (B): Best frequency during SSFO · PV vs.
control trials (left: enhanced units, n = 111 units; right: reduced units, n = 1027 units). (C): Bandwidth
(measured at 50 % of peak amplitude) for SSFO · PV trials plotted against the bandwidth for control
trials (left, n = 93 units; right, n = 876 units). Because of the large number of enhanced units (right
panels in (B) and (C)), data from these was plotted as histograms, while data for reduced units is
presented in scatter plots.

correction, see methods for details). We did not find a significant change in bandwidth for enhanced
units at the population level (p = 0.92, signrank test) and at the individual unit level only 7 out of 93
single units showed a significant increase in BW (p < 0.05).

While BW was slightly affected, activation of PV+ cells did not alter the units’ best frequency tuning
at the population level (Fig. 4.3 B, median change in frequency in each group = 0 octave). Accordingly
we found only two units out of 876 with a significant change of BF (p < 0.05, Bonferroni-corrected).

Thus, despite a considerable reduction of the overall firing rate during sustained PV+ activation
(Fig. 4.1), both BF and BW where well conserved during SSFO · PV trials, with BW changes of
less then a semitone on average and almost no change in BF (Fig. 4.3).

4.3.4. Reduction of Firing is Predominantly Divisive

Since we observed very little change in neuronal frequency tuning, we hypothesized that sustained
activation of PV+ interneurons may provide a means for the context-dependent modulation of divisive
gain control. Divisive action on tuning curves should result in little or no change in tuning character-
istics due to the firing-rate-dependent adjustment for each frequency in the tuning curve. Conversely,
previous studies using short-term optogenetic stimulation have reported that PV+ activation results in
a mixture of divisive and subtractive changes (Seybold et al., 2015; Phillips and Hasenstaub, 2016).
Here we asked whether sustained activation would also result in mixed effects or provide means for
predominantly divisive modulation.
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To address this question, we first calculated the tuning curves for each unit for both control and
SSFO · PV trials and normalized them to the peak of the control tuning curve. Units with tuning
curves that were too poorly correlated for effective comparison were excluded from further analysis
(exclusion criterion: tuning curve correlation coefficient <0.5; qualitatively similar results obtained
when criterion correlation coefficient lowered to 0.25). For the remaining units, we compared the
normalized firing rate per frequency for tuning curves from SSFO · PV trials to those from control
trials using major axis regression (see Fig. 4.3, example boxes, bottom). We then extracted the slope
and the y-intercept from the regression fit. If there were no difference between the tuning curves in
the control condition and after PV+ activation, the slope would be 1 while the y-intercept would be 0
(Fig. 4.4 A, red horizontal and vertical lines).
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Figure 4.4.: Sustained activation of PV+ cells has minimal effects on tuning best frequency and
bandwidth.
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Figure 4.4.: (A): Distribution of parameters of the linear fits between tuning curve in control and
SSFO · PV trials (fig. 4.3 example boxes) for enhanced units (left, n =111) and reduced units (right,
n = 1027). Units with tuning curve correlation coefficient r < 0.5 were excluded from further analy-
sis of the fit. The red lines indicate no change in the slope (top) or shift of the y-intercept (sides).
(B): Proportion of units with significant divisive and/or subtractive effects in SSFO · PV trials com-
pared to control (mean ± SEM (light shading) and ± standard deviation (dark shading). Circles
represent the proportion in each individual animal (n = 7). (C): Summed errors of the tuning curve
fits using only divisve or subtractive terms. Each circle represents a single unit, colors correspond to
classification in B. Dotted lines are plotted as a reference for the axis in D. (D): Histograms of divi-
siveness of single units quantified as the log-error difference between purely divisive and subtractive
fits, dotted lines and color of circles correspond to C . (E): Relationship between firing rate change in
each individual unit and the slope (top) and intercept (bottom) parameters of the linear fits. Dashed
lines represent linear regressions, separately fit for reduced (n = 694) and enhanced (n = 110) units.
For illustrative purposes, units with a change > 100% are not displayed (grey arrows), but were in-
cluded in the fit. (F): Same as in (E) for the median rate change and median fitted parameters of all
units recorded in each recording position (n = 61).

Results of this analysis suggest that at the population level, sustained PV+ activation produced mostly
divisive modulation in reduced units and additive modulation in enhanced units. The reduced units
(Fig. 4.4 A, right) displayed very little subtractive change based on the y-intercept, but a clearly re-
duced slope (y-intercept median (IQR) = -0.01 (0.14), slope median (IQR) = 0.75 (0.41)), indicative
of divisive gain control. In contrast, for enhanced units (Fig. 4.4 A, left), the y-intercept values show
that tuning curves were mostly additively shifted upwards, with slope values broadly distributed but
on average close to 1 (y-intercept median (IQR) = 0.11 (0.2), slope median (IQR) = 0.99 (0.53)).

These findings at the population level held also at the level of individual units. We quantified whether
the effect of sustained PV+ activation was divisive or subtractive in individual units by determining
whether the regression slope and/or y-intercept differed significantly from 1 and 0 respectively. We
then calculated the fraction of units recorded from each animal that exhibited divisive, subtractive,
both or neither modulation (Fig. 4.4 B, n = 7 mice). In all animals tested, significant divisive suppres-
sion was clearly the dominant effect (proportion of purely divisive units: mean (SD) = 0.62 (± 0.12),
SEM = 0.05). In contrast, we observed fewer units with a subtractive suppression (mean (SD) = 0.15
(± 0.084), SEM = 0.03), a combination of both (mean (SD) = 0.14 (± 0.06), SEM = 0.03), or nei-
ther (mean (SD) = 0.05 (± 0.03), SEM = 0.01). Since locomotion and other motor activity have been
shown to directly impact inhibitory circuits in AC (Schneider et al., 2014), we repeated our analysis
for a subset of recordings (from 12 sites in 2 animals) during which running activity was monitored.
We split the data into trials when the animals were running or at rest to examine the influence of
locomotion on sustained PV+ modulation of firing rate in individual units (Supplementary Fig. S1).
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Despite a considerable reduction in firing rate during trials when the animals were active (Supple-
mentary Fig. S1 B), the effects of sustained PV+ activation remained consistent, with no significant
changes in the distributions of slope and y-intercept values between running and rest trials (Supple-
mentary Fig. S1 C, D). Thus, our conclusions from analysis of the full dataset are likely to be robust
to any variations in the activity level of the animals across trials.

Further analysis of individual unit responses confirmed again that divisive modulation was the domi-
nant effect of sustained PV+ activation. For individual units, overall reduction in firing rate could be
well explained by a reduction of slope (Fig. 4.4 E, top, correlation coefficient r = 0.34, p= 1.2∗10−19,
n = 694). On the other hand, we did not find a correlation between rate changes and y-intercepts for
individual units (bottom, correlation coefficient r = -0.01, p = 0.847, n = 694), although variance of
the intercepts was reduced with stronger reduction in firing rate (correlation between reduction and
residuals of the linear fit: r = 0.36, p < 10−22).

It has been suggested that the relative strength of divisive and subtractive action mediated by PV+
cell activation could be related to the extent of activation (Seybold et al., 2012; Lee et al., 2014).
As an indirect measure of PV+ cell activation, we compared median firing rate change within single
experiments to the median slope and y-intercept by pooling data from all units recorded at the same
site (Fig. 4.4 F, n = 61). The results of this analysis confirmed our finding from the individual units;
we again observed a high correlation of the slope and mean rate reduction (top, correlation coefficient
r = 0.45, p = 3 ∗ 10−4) and a mostly constant intercept (bottom, correlation coefficient r = 0.01, p =

0.93). Thus, most suppression of firing is mediated by divisive changes. Moreover, division scaled
linearly with the amount of suppression, indicating that sustained activation of PV+ units results in a
divisive scaling of neuronal output, and depends on the strength of inhibitory drive.

Figure 4.5.: (A): STRF for a reduced unit (upper) and an enhanced unit (lower) in control and PV-
activated conditions. The STRF predicted activity for the reduced unit is divisively modulated in PV-
activated compared to control conditions. The STRF-predicted activity for the enhanced unit shows
a multiplicative enhancement. (B): For reduced (top) and enhanced (bottom) units, slopes (left) and
intercepts (right) of linear fits to STRF predicted activities in PV-activated versus control conditions.
Only units with a correlation coefficient r > 0.5 are included (enhanced units n = 44 and reduced
units n = 419). We note that a small fraction of units (1 to 2% of reduced units, and 5 to 9% of
enhanced units) lie outside the plotted bounds and are excluded from the histograms to enable better
visualization of the bulk of the data. (C): For most units, sustained PV-activation does not shift the
STRF in time and frequency. 1 % of reduced units and 2 to 5 % of enhanced units lie outside the
plotted bounds and are excluded for better visualization of the rest.
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Figure 4.5.: Spectro-temporal receptive fields are divisively scaled by sustained PV+ activation,
but their structure is preserved.

53



Chapter 4. Sustained Activation of PV+ Interneurons in Core Auditory Cortex Enables Robust
Divisive Gain Control for Complex and Naturalistic Stimuli

4.3.5. Spectro-Temporal Receptive Fields are Divisively Scaled and Their

Structure Conserved

The prominent divisive effect of sustained PV+ activation on tuning curves, with minimal impact
on tuning BF and bandwidth led us to the question of how such effects would generalize to more
complex stimuli. Therefore, we investigated the impact of SSFO manipulation of PV+ activity on
STRFs estimated from responses of cortical cells to DRC stimuli.

We found that many STRFs estimated from DRC responses were divisively or multiplicatively modu-
lated for reduced and enhanced cells respectively, which in turn meant that DRC responses predicted
from the STRFs were divisively suppressed or multiplicatively enhanced (Fig. 4.5 A).

Linear fits to the STRF predictions for PV-activated versus control conditions show that most reduced
cells were strongly modulated through the slope, that is, divisively (Fig. 4.5 B top; slope median
(IQR) = 0.72 (0.33) and y-intercept median (IQR) = -0.02 (0.09)). In contrast, enhanced cells showed
more heterogeneous effects, with some units exhibiting strong modulation through the intercept, that
is, additively (Fig. 4.5 B bottom; slope median (IQR) = 1.01 (0.44) and y-intercept median (IQR) =
0.09 (0.20)). However, as previously explained, for the majority of cells both DRC responses and
single-tone responses were reduced, not enhanced, by sustained PV+ activation (Fig. 4.1 D). Overall,
therefore, the STRF analysis of DRC responses reveals predominantly divisive effects of sustained
PV+ activation, in agreement with analysis of ST responses. We note that restricting the analysis to
the subset of units with the highest coefficients of determination of the estimated STRFs confirms
these results (Supplementary Fig. S2).

We also found that for the majority of cells, sustained PV+ activation did not shift the STRF in time
and frequency (Fig. 4.5 C). We quantified this by computing the lag in time and frequency that maxi-
mized the cross-correlation between the STRFs in the PV-activated and control conditions. These time
and frequency lags were tightly concentrated near 0 ms and 0 octaves (Fig. 4.5 C; for both reduced and
enhanced units, time lag median (IQR) = 0.0 (0.0) ms and frequency lag median (IQR) = 0.0 (0.0)
octaves). Thus, the minor impact of sustained PV+ activation on the best frequency and bandwidth
of responses to pure tones generalized to a minimal impact of the manipulation on spectrotemporal
tuning.

4.3.6. Divisive Scaling Generalizes to Naturalistic Stimuli

We found consistently divisive scaling of single-unit responses both for ST (Fig. 4.3) and DRC stimuli
(Fig. 4.5), conserving the receptive fields of the units. We next asked whether divisive scaling would
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transfer to more naturalistic stimuli. To address this question, we recorded auditory cortical responses
in a subset of the animals (n = 4) to a set of animal vocalizations varying in temporal and spectral
structure, applying the same manipulation as for ST and DRC stimuli. We recorded from a total of
513 responsive units in all 3 paradigms.

Many units locked their spiking activity to the envelope of the NS (Fig. 4.6 A). During SSFO · PV
trials, responses were similar and typically a scaled version of the responses in the control trials
(Figs. 4.6 B,C, left panels). When we compared spike rate modulation in all three paradigms, we
observed highly conserved divisive scaling in the majority of units. Units that were enhanced in one
paradigm, also were enhanced in the other two (Fig. 4.6 B), and units with decreased activity during
SSFO · PV trials scaled divisively in all three paradigms (Fig. 4.6 C).

This finding was confirmed when we looked at divisive and subtractive changes in SSFO · PV trials
compared to control (Fig. 4.6 D). Neither slopes nor intercepts changed between the ST and DRC
paradigms in single units (Fig. 4.6 D). Slopes were slightly less reduced for the vocalizations, but still
highly correlated for single units (Fig. 4.6 D, upper panels). The medians of the intercepts were close
to zero for all paradigms, with a much larger variance in estimates from the ST paradigm than from
DRCs and vocalizations (Fig. 4.6 D, lower panels).

Figure 4.6.: (B): Effect of sustained PV-activation on the responses of one enhanced unit to all three
different paradigms (from a population of 513 cells with recordings in all three paradigms). Top
left: Animal vocalizations – 500 ms snippets from all five vocalizations used. Top center: DRC –
2 second snippets taken from continuous DRC stimulation. Top right: Tones – tuning curves ob-
tained from tone onsets (see Fig. 4.3). Lower panels show comparison of firing rate in control and
SSFO · PV trials in the respective paradigm, including the full recording. Dashed line depicts the
linear fit. (C): Same as (B), but for one unit with decreased firing rates in the SSFO · PV condition.
(D): Relationship between linear fit parameters observed in different stimulus paradigms. Scatter plots
depict slope and intercept fits for single units, comparing tones and DRC stimulation (left) or tones
and vocalization stimuli (center). Grey, open markers are units for which the respective linear fit
parameter was not significantly different from what would be expected if PV-activation had no effect
(slope=1, intercept=0); filled, black markers are those with parameter value significantly different
from the null condition (one sided, p < 0.05). Right, histograms of fit parameter values for all three
stimulus paradigms.

55



Chapter 4. Sustained Activation of PV+ Interneurons in Core Auditory Cortex Enables Robust
Divisive Gain Control for Complex and Naturalistic Stimuli

slope (tones)

Intercept (tones)

B

C

A

D

Figure 4.6.: Divisive action generalizes to naturalistic stimuli and is consistent across stimulus
paradigms. (A): Example responses to three different animal vocalizations. On the top, the time
course of the respective vocalization is depicted (vocalizations 1-3 in panels B and C). Blue line:
control, red line: SSFO · PV.
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4.4. Discussion

Here we asked whether sustained activation of PV+ cells, on timescales much longer than previously
tested, could serve as a general mechanism for implementing divisive gain control. We used a bistable
variant of Channelrhodopsin (SSFO) to activate and deactivate PV+ cells on the multi-second time
scales that are typical for contextual modulation of PV+ cells (Metherate et al., 1992; Kawaguchi
and Shindou, 1998; Petrie et al., 2005; Alitto and Dan, 2012; Schneider et al., 2014). This approach
enabled us to test effects of PV+ activation not only on brief sounds such as ST, but also on pro-
longed sounds including complex NS and DRC. Our results show that sustained activation of PV+
interneurons produces divisive modulation of cortical responses (Fig. 4.3) which is consistent across
trials (Fig. 4.1), single units, electrode positions (Fig. 4.4), and greatly differing stimulus paradigms
(Fig. 4.6). Furthermore the divisive change preserves the main response properties of cortical units in
both the spectral (tuning curves Fig. 4.3; receptive fields Fig. 4.5) and temporal domains (Fig. 4.5).

4.4.1. Cell-to-Cell Variability in Effects of Sustained PV+ Activation

Although sustained PV+ activation produced strong suppression of neuronal responses in a large ma-
jority of neurons ("reduced units"), a subset of recorded cells instead showed enhancement of firing
rate during SSFO · PV trials ("enhanced units") (Fig. 4.1). The distribution of modulatory effects
was essentially unimodal across the recorded population, with no clear separation between reduced
and enhanced units. However, in individual units, modulatory effects were reproducible and consis-
tent across different auditory stimuli, and at the population level, a similar diversity of modulatory
effects was observed in different experimental animals. Moreover, diverse effects of sustained PV+
activation were observed even among neighboring neurons at a single electrode position within in-
dividual mice. These observations suggest that cell-to-cell variability in effects of sustained PV+
activation might arise not only from differences in viral expression or spread of light at different elec-
trode positions and in different mice, but also from locally heterogeneous synaptic strength of (PV+)
inhibitory connections or locally heterogeneous activation of PV+ cells. Units with strong PV+ inputs
might be more strongly affected by the activation of PV+ cells than neighboring units with weak PV+
inputs.

For cells with reduced activity during sustained PV+ activation, the extent of reduction was associated
solely with the strength of divisive modulation (Fig. 4.4). In contrast, cells with enhanced firing rates
predominantly showed an additive change in their responses (Fig. 4.4 A). It is conceivable that these
units were primarily PV+ cells that had been directly activated. This interpretation is consistent with
the observation that spike waveforms for enhanced units had narrower peaks and deeper troughs than
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for reduced units (Fig. 4.2). If PV+ units were enhanced and non-PV+ units reduced in firing rate,
why did we not observe a clear bimodal distribution of firing rate changes? It has been shown that
activation of PV+ cells in some layers can functionally disinhibit PV+ cells in other layers (Moore
et al., 2018). These indirect disinhibitory effects, along with variable activation of PV+ cells and
variability in PV+ to non-PV+ cell connections, could produce high variation in effective firing rate
changes in PV+ units.

4.4.2. Comparison with Previous Findings on Optogenetic PV+ Manipulation

in AC

In comparison with previous studies on the computational roles of cortical inhibitory interneurons in
the AC (e.g., Seybold et al. (2015); Phillips and Hasenstaub (2016)), we found a more divisive and
less broadly mixed effect of PV+ activation.

Our optogenetic approach differed most significantly from previous work in the timing of the opto-
genetic manipulation. While other studies have combined standard ChR2 and stimulus-synchronized
light activation, the SSFO variant used here allows for decoupling of light activation and sensory
stimuli. It has already been shown for visual cortex that the effect of PV+ activation depends on the
relative timing of the circuit manipulation and the sensory stimulus (Atallah et al., 2012; Lee et al.,
2012, 2014; Wilson et al., 2012). Similar factors may explain some of the differences between our
results and previous findings (Seybold et al., 2015; Phillips and Hasenstaub, 2016). Both transient,
stimulus-locked activation and slowly varying, sustained activation may be important for contextual
processing and top-down control. While modulatory effects on PV+ cell activity related to locomo-
tion (Polack et al., 2013; Schneider et al., 2014; Pakan et al., 2016) and vigilance (Kawaguchi and
Shindou, 1998; Kuchibhotla et al., 2017) typically last for several seconds to minutes, some forms
of neuromodulation may also include fast, transient components at the time scale of tens of millisec-
onds (Munoz and Rudy, 2014; Poorthuis et al., 2014; McGinley et al., 2015). An exact description
of timescales for contextual modulation of sensory computation may be crucial for a detailed under-
standing of these processes (Edeline, 2012).

A second technical aspect that differed between our study and previous related work was the location
of the optogenetic stimulation site within the AC. A study using local stimulation of PV+ cells in
different layers showed that activation in one layer may have deactivating effects on PV+ cells in
other layers and vice-versa (Moore et al., 2018). Other studies stimulated at the surface of the cortex
using low light levels (< 0.5mW/mm2 Aizenberg et al. (2015); Seybold et al. (2015); Phillips and
Hasenstaub (2016)). Since light transmission drops in brain tissue by 50 % every 200 µm (Yizhar
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et al., 2011a), surface illumination may have activated mainly PV+ cells in superficial cortical layers,
potentially mostly Chandelier cells with large arborizations in layer I (Inan and Anderson, 2014). In
contrast, our fiber tip was typically placed in middle layers (IV and adjacent) and oriented tangentially
to the cortical surface, probably mostly activating PV+ cells throughout middle layers. These layers
contain more PV+ cells than layer I and predominantly Basket rather than Chandelier cells (Miyamae
et al., 2017). Chandelier and Basket cells synapse onto different segmental areas of their target cells,
and may thus differ in their impact on synaptic integration in the post-synaptic cell (Markram et al.,
2004). Activating different proportions of these distinct PV+ cell types could well result in different
proportions of subtractive (Chandelier cells, axonal targeting) and divisive (Basket cells, preaxonal
targeting) firing rate changes, further explaining some differences between our results and previous
findings.

4.4.3. Use of Bistable Optogenetic Tools for Probing Cortical Inhibition

Standard optogenetic tools allow for manipulation of cell activity during laser illumination only, and
the duration of illumination is limited to a few hundred milliseconds by the potential for photodamage
and temperature increase (Yizhar et al., 2011a). This limitation means that most optogenetic manip-
ulations of sensory processing are performed using short and low-complexity stimuli. The SSFO
variant we used here allowed us to manipulate PV+ cells during complex and naturalistic stimuli and
to explore how effects of PV+ activation generalize across stimulus sets and over time.

In addition, bistable optogenetic tools as we used here may be an important means of understanding
the effects of neuromodulation of cortical circuitry (Edeline, 2012) mediated by differential activation
of distinct groups of interneurons at slower timescales (Paul et al., 2017). Several neuromodulators
have been shown to specifically affect cortical PV+ cells (e.g. serotonin (Puig et al., 2010), acetyl-
choline (Metherate et al., 1992; Alitto and Dan, 2012), norepinephrine (Toussay et al., 2013)) on
timescales of seconds to minutes. Thus, using SSFO enabled us not only to implement complex and
prolonged auditory stimuli and to avoid laser onset and offset artifacts, but also to attain an activation
of PV+ cells at new and physiologically relevant timescales.

4.4.4. Functional implications for cortical computation

Divisive gain control has been proposed to be one of the canonical neural computations performed by
cortical circuits (Salinas and Thier, 2000; Carandini and Heeger, 2011). A range of computationally
important functions in sensory processing are attributed to divisive gain control, including adaptation
to stimulus statistics (Rabinowitz et al., 2011)), invariant stimulus encoding (Rabinowitz et al., 2013),
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optimized sensory discrimination (Guo et al., 2017), foreground-background separation (Busse et al.,
2009), and selective attention (Ruff and Cohen, 2017).

Most of these functions depend on behavioral and sensory context and therefore need to be under con-
trol of modulatory mechanisms. We show here that prolonged, low-level activation of PV+ interneu-
rons provides a means for flexibly modulating such gain control in AC. PV+ neurons are the target of
neuromodulators such as serotonin (Puig et al., 2010) and acetylcholine (Metherate et al., 1992; Alitto
and Dan, 2012), and are differentially activated in specific behavioral states such as task engagement
(Kuchibhotla et al., 2017) and locomotion (Schneider et al., 2014; Zhou et al., 2014), putting them
in an optimal position to mediate necessary changes in sensory processing at the timescale of sec-
onds to minutes. Our results demonstrate that sustained activation of PV+ interneurons in AC on
this timescale produces robust divisive gain control, not only for brief tones but also for continuous,
complex and NS.
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Part II.

Cortical auditory information retrieval

The following study provides the basis for discussion of robust-
ness in auditory information retrieval. Here, reverberated and
non-reverberated (dry) vocalizations of different animals were
presented to the experimental subjects. How do information for
vocalization identity (different animals) and context (reverberated
or not) robustly exist within the neuronal code? Beside the robust-
ness of information storage, is there something flexible hidden as
well?





5. A Multiplexed Population Code for Sound
Identity and Context in Core Auditory
Cortex

5.1. Introduction

Auditory recognition involves more than labeling sound identities. Furthermore, it is possible to
characterize the context of a sound like the reverberated piano play in a great hall. Therefore, the
acoustic relevant information has to lead to a neuronal code which has to differ robustly between
different sound identities but should contain an invariant representation as well: Different sound iden-
tities mandatorily vary in temporal and spectral features which are represented in a variant neuronal
coding of the different sound identities (Smith and Lewicki, 2006) as auditory objects (Bizley and
Cohen, 2013). However, recognizing the sound identity depending on the context like reverberation,
the neuronal information should have to be invariant due to the original context-free acoustic template
(Mesgarani et al., 2014).

How can variant and invariant representations of different aspects of the same sound coexist? In-
formation of both sound identity and context (reverberation) could lead to different cortical areas by
separate pathways (two-stream hypothesis) as it is already described for the visual (where- and what
pathways, (Goodale and Milner, 1992)) and auditory system for simple and complex word recognition
(DeWitt and Rauschecker, 2012) and spoken language (Gow, 2012).

Another solution to maintain different aspects of sound is that coding for sound identity and reverber-
ation is presented in the same cortical area as neuronal multiplexed representation.

Multiplex coding has been shown for simple elements like the timing of individual spikes and their
accuracy and precision, interspike-intervals and absolute spike rates (Fairhall et al., 2001; Lundstrom
and Fairhall, 2006). These features encode timber, pitch or spatial location (Walker et al., 2011)
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or relative features normalized to the stimulus ensemble (Fairhall et al., 2001) on short or longer
time-scales. Accordingly, a multiplexed representation of information at the level of single-neurons
(Fairhall et al., 2001; Lundstrom and Fairhall, 2006; Walker et al., 2011) or population (Bathellier
et al., 2012; Mizrahi et al., 2014) can provide a powerful tool for the efficient use of limited neuronal
capacity.

Therefore, we hypothesize that information about both, sound identity and reverberation is encoded
in AC via multiplex representation and can be used by the animals if required. In detail, we want to
show that neuronal information about sound reverberation is generally traceable in the neuronal code
other mammals besides humans can have access to that information if it is required (1). Furthermore,
we want to observe the neuronal dynamics in AC involving how reverberation is presented there (2)
and if both reverberation and sound identity are preserved within the same population of neurons (3).

In order to explore if reverberation detection is a general physiological neuronal mechanism (1), we
wanted to confirm that other mammals besides humans are also able to detect reverberation. There-
fore, we performed behavioral experiments on mice, using a Go/No-go task for reverberation discrim-
ination. The mice had to detect reverberated stimuli embedded in a continuous set of non-reverberated
(dry) stimuli for five different sets of animal vocalizations. In order to observe if reverberation is pre-
sented in AC (2) and how the same population of neurons is able to preserve both reverberation and
vocalization ID (3), we presented those dry and reverberated vocalizations to passively listening and
awake mice and recorded neuronal responses of populations of single units in AC. We show that mice
are able to detect reverberation from dry stimuli and that the diversity of neuronal response within a
population response provides means for this discrimination. Furthermore, our results present that both
reverberation and sound identity is encoded in AC at different time windows within the same popu-
lation response. Overall, our findings provide a conclusive explanation for a multiplex representation
of reverberation and sound identity for that mammals have access to if required.

5.2. Materials and Methods

In order to observe the mechanism behind reverberation recognition, we performed both, behavioral
and electrophysiological experiments. Subjects were housed as described in section 3.1 unless other-
wise noted.
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5.2.1. Behavior

Subjects

All behavior data were obtained from four mice: two naive mice and two mice which were involved
in sound localization experiments beforehand. Mice were kept at an inverted 12/12 day/night cycle,
all training and experiments were performed during the dark period. The mice were food-deprived
for operant conditioning to the auditory target stimulus. Their weight was daily monitored and held
at approx. 10 % below basic weight (measured before food-deprivation and updated regularly) before
the first behavioral session of a day. The animals were involved in behavioral sessions (with food
reward) up to two times a day and were additionally fed in the afternoon at least 30 minutes after their
last session of the day. At the beginning of the training, the mice were 3 and 5 months old.

Experimental setup

The subjects were trained (operant conditioning) to identify a target (reverberated) stimulus in a set
of background (non-reverberated / dry) stimuli (Go/No-go paradigm). Training and experimental
sessions took place in an acoustically transparent doughnut-shaped cage (out of wire mesh, diameter
30 cm) with a pedestal and a food dish for food reward from a customized feeder apparatus opposite
each other.

The doughnut-shaped cage was placed in the middle of a customized double-walled sound-attenuated
chamber (workshop of the University of Oldenburg). A loudspeaker (Vifa/Peerless XT-300 K4, Tym-
phany Sausalito, CA) was attached 45 cm above the cage’s pedestal and delivered sound from audio
files (sample rate 96 kHz), which were D/A converted (Fireface UC, RME, Haimhausen, Germany)
and amplified (PM7004, Marantz, Kawasaki, Japan). A light barrier at the pedestal detected the
movement of the subject on the pedestal and was connected to the PC and the feeder apparatus via
an Arduino (Arduino UNO, Arduino s.r.l., Monza, Italy). The experiment control was performed by
our PsychDetect software framework for MATLAB running on a Microsoft Windows PC. The sub-
jects were monitored throughout behavioral sessions using an infrared camera (Pi NoIR, Raspberry
Pi foundation, Cambridge, UK).

Auditory stimuli

For dry and reverberated (target) stimuli, we used a set of five different natural animal vocalizations
(fig. 5.1 a). In each behavioral session, we presented only one out of these five vocalizations. The
target stimulus was randomly placed within continuously presented dry stimuli. In order to eliminate
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unwanted auditory cues, we randomly changed the sound pressure level of the dry stimuli up to
9 dB SPL (max. 79 dB SPL). Additionally, we trimmed all stimuli to 1 s.

All dry vocalizations were extracted from an audio disc (’Die Stimmen der Tiere 1 - Europa’, Cord
Riechelmann, 2007; tracks: 13-tundra vole = mouse 1, 18-european pine vole = mouse 2, 40- yel-
lowhammer = bird 1, 45-european robin = bird 2, 71-long eared owl = bird 3) and were sampled to
96 kHz. For reverberation, we convolved the dry vocalizations using a room impulse response gener-
ator (RIR, v.1.3.0.0, McGovern, S. (2020)).

Experimental design

After initiating a trial (ascending the pedestal), a target stimulus was presented with a random delay
time between 1.25 to 5.25 s (fig. 5.1 b). By jumping from the pedestal within 1 s after the target
stimulus started, the subject received a food reward (hit) otherwise the subject did not receive a food
reward and the trial resulted in a miss. In order to prevent hits by chance, we included sham trials.
These trials did not contain any target stimuli and only presented dry stimuli. Staying on the pedestal
during the designated response window during a sham trial was evaluated as a correct rejection (CR)
while jumping from the pedestal was counted as a false alarm (FA). One behavioral session contained
60 target trials and 20 sham trials.

Training Session

Shaping and training were done as previously described (Rogalla et al., 2020). In order to teach the
subjects to detect reverberated stimuli from dry stimuli, all subjects underwent training sessions. In
training sessions, both initialization time of the trial and the sound pressure level of dry stimuli varied
from easy (short initialization times and low sound pressure level) to difficult tasks. Furthermore,
only the vocalizations of both mice species and bird 1 were used. After the delay time of the target
stimulus and the sound pressure level were adapted to the experimental level, the vocalizations of
bird 2 and bird 3 were added to the experimental sessions.

Analysis

Based on the signal detection theory, the hit rate and false alarm rate of a session were used to calculate
the sensitivity d’ (performance) for each session. All sessions with a false alarm rate greater than 25 %
were excluded from further analysis (in total 150 sessions, see table 5.1). We used the Fishertest
(with Bonferroni correction α = 0.0025) in order to observe if the subjects were able to distinguish
between dry and reverberated stimuli. Response time distributions for each animal and vocalization
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were computed by discretizing the time it took the animals to leave the pedestal after the onset of the
reverberated sound in 50 ms bins for all hit trials. For each animal, this distribution was corrected
for putative random responses by subtracting the same distribution obtained from the false alarms.
We compared differences among the distributions for different vocalizations and for the response
times by using a generalized linear mixed-effects model and tested their estimated marginal means
(https://github.com/jackatta/estimated-marginal-means).

Table 5.1.: Number of valid sessions for each subject and vocalization with a FA rate less than or
equal 25 %.

subject ID m 1 m 2 b 1 b 2 b 3
subject 1 7 9 6 7 6
subject 2 6 7 5 6 5
subject 3 8 14 9 12 9
subject 4 6 9 6 7 6

5.2.2. Electrophysiology

Subjects

All electrophysiological data were obtained from nine male mice. Animals were kept as described in
section 3.1 and above except they were not food-deprived. At the time of the surgery, the mice were
between 8 and 12 weeks old.

Implant Design and Surgery

The mice were equipped with a chronic implant (probe) for extracellular recordings. Implants were
custom-made at our laboratory. The implant consisted of eight twisted-wire tetrodes (17 µm, Plat-
inum/10 % Iridium California Fine Wire Company, Grover Beach, CA, US). For a set of chronic
implants, we concentrically arranged around a 105 µm optic fiber (FG105LCA Multimode Fiber,
Thorlabs, Newton, NJ, US) in order to stabilize the tetrodes. The probe was attached to a microdrive
(Axona, London, UK) to move the probe within AC. The electrode tips protruded approx. 400 µm
from the tip of the fiber. Surgery and post-operative procedure were carried out as described in section
3.2 and modified by Gothner et al. (2020).

Experimental setup and electrophysiology

All electrophysiological experiments were carried out in the setting as described in section 4.2.5
(Gothner et al., 2020).
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All experiments took place in a customized double-walled sound-attenuated chamber (workshop of
the University of Oldenburg). Animals were monitored throughout experiments using an infrared
camera (Pi NoIR, Raspberry Pi foundation, Cambridge, UK). Mice were placed on a custom hori-
zontal and acoustically transparent running wheel made out of wire mesh and were free to run during
the experiments. A loudspeaker (XT 300 K/4, Vifa, Viborg, Denmark) was attached 45 cm above the
running wheel and delivered amplified sound (A-S501, Yamaha, Hamamatsu, Japan). Sound stimula-
tion was generated digitally at a sample rate of 192 kHz using custom software written in MATLAB
(MathWorks, Natick, MA, US) and was D/A converted by a USB sound device (Fireface UC, RME,
Haimhausen, Germany). The sound delivery was controlled using MATLAB (Gothner et al., 2020).

We recorded neural data extracellularly during auditory stimulation. Continuous raw voltage traces
were amplified and digitized using a 32-channel headstage (RHD2132, Intan Technologies, Los An-
geles, CA), recorded using an acquisition board (OpenEphys, www.open-ephys.org), and saved on
a personal computer at a sample rate of 30 kHz for offline spike sorting and analysis. After an ex-
perimental session was completed, the probe was moved approx. 65 µm along the middle cortical
layers using the microdrive attached to the implant and the tissue was allowed to settle for at least
3 hours. Data collection could last up to four months, recording up to 15 positions in each animal.
Data collection was stopped when no primary-like responses could be detected anymore; criteria for
primary-like responses were latency below 20 ms and reliable, clearly tuned responses to pure tone
stimuli (Gothner et al., 2020).

Auditory stimuli

We used the same dry and reverberated natural animal vocalizations as described for behavior ex-
periments with certain exceptions: we presented the complete sound duration of the stimuli, all dry
and reverberated stimuli were randomly presented 20 to 30 times in one recording session using an
interstimulus interval of 1 s and for each vocalization, we did not adjust the sound pressure level. For
the electrophysiological setup, we up-sampled the sample rate to 192 kHz.

Analysis

All analyses were performed offline using MATLAB unless otherwise noted. Continuous raw voltage
traces were spike-detected and -sorted using a latent-variable spike-sorting algorithm (Sahani, 1999)
as previously described (Hildebrandt et al., 2017).

In order to visualize population responses, peri-stimulus time histograms (PSTHs) of all units (n =
2052) from all animals were calculated using a bin size of 10 ms. A preference index was defined as
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the ratio between the response of the neuron to the first 500 ms of the reverberated stimulus 〈rrev〉,
divided by the rate during the presentation of the same, dry stimulus 〈rdry〉. The responses of the
units were classified as ’reverb’ or ’dry preferring’ if their preference index belonged to the highest or
lowest quartile of the population and subsequently averaged for each vocalization.

Dry and reverb classification For a population classification of dry and reverb preferring units,
we used a 5-fold binomial logistic regression for each recording position. Therefore, we extracted the
neuronal response of each unit and each trial during the first 500 ms after stimulus onset. Only units
with a spiking rate between 2 and 150 spikes/s were involved in the binomial logistic regression (n =
1980 from 2495). All extracted rates were normalized with a mean of 0 and a standard deviation of 1.
In order to compare the electrophysiological results with the behavioral results, we also calculated the
sensitivity d’ for the classification prosperity: based on the true context (dry/reverb) and the model
prediction, we collected hits (reverb:reverb), misses (reverb:dry), correct rejections (dry:dry) and false
alarms (dry:reverb). We compared differences among the distributions for different vocalizations as
described for behavior analysis. We excluded experimental sessions (17 sessions excluded) with a
p-value (Fisher-test) smaller than 0.05 and accuracy of decoding smaller than 66 %.

Mutual Information In order to quantify the mutual information between the responses and either
reverberation or vocalization ID, single-trial rates for each unit were calculated for the first 512 ms of
each stimulus in bins ranging from 4 to 512 ms in logarithmic spacing. For each unit, a matrix [bins
x trials x stimuli] was build with stimuli either binary for dry/reverb or numbers between 0 and 4 for
the vocalization ID. These matrixes were used as the input to compute mutual information between
the time-resolved responses and the stimuli (Magri et al., 2009). Information was either calculated
for each unit separately or for the summed activity of all units at one position for each single trial.

Linear dimensionality reduction (LDA) To investigate the optimal subspace for decoding of
dry/reverb and vocalization ID, stimulus linear dimensionality analysis (LDA) was used on the single-
trial data binned at 16 ms, using the function LinearDiscriminantAnalysis from the python scikit-learn
library. Single-trial rates for each unit were normalized prior to dimensionality reduction. LDA was
applied to all units from each animal, pooling all recordings at different positions. Labels for LDA
were either reverb/dry as labels or vocalization IDs. This way we obtained single-trial trajectories for
each animal vocalization in either on (reverb/dry) or 4 dimensions (vocalization ID).

Stimulus reconstruction Reconstruction was done based on optimal prior reconstruction (Mes-
garani et al., 2014), using a linear mapping between the output of the stimulus-ID-based LDA com-
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ponents and the spectrogram. In short, a reconstruction filter is computed by minimizing the mean-
squared error between stimulus and LDA components for the training data set (10 % of the data) and
then used on the rest of the data for reconstruction. Both population responses and spectrograms
were binned at 16 ms. Accuracy of reconstruction was measured as the maximum of the 2D cross-
correlation between original and reconstructed spectrograms for each vocalization. We compared re-
constructed spectrograms obtained from responses to reverberated vocalization to both reverberated
and dry stimuli. For an unbiased estimate of the reconstruction, we used a 10-fold cross-validation.
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5.3. Results

5.3.1. Mice discriminate reverberated from dry stimuli

In order to observe if animals can distinguish between dry and reverberated vocalizations (fig. 5.1 a),
we implemented a Go/No-go paradigm for mice to report a reverberated stimulus out of a continu-
ous sequence of dry stimuli (fig. 5.1 b). We calculated the sensitivity d’-value for each animal and
vocalization (fig. 5.1 c). All four subjects were able to detect the reverberated stimulus out of the dry
background significantly (p < 0.001, Fisher-test) for all vocalizations. The mean sensitivity d’-values
differed consistently for all subjects among the vocalizations: all subjects had their best performance
for mouse 2 (m2), and reverberation was overall subjects easier to detect for the two mice vocal-
izations than for the three bird vocalizations. Nevertheless, there are some differences: While the
sensitivity d’-value of vocalization mouse 1 (m1) differs significantly compared to all of the other
vocalizations (p < 0.05, estimated marginal means), the sensitivity d’-value of bird 3 (b3) differs sig-
nificantly additionally to vocalization bird 1 (b1, 4.7 ∗ 10−6, estimated marginal means). Since the
different vocalizations differ strongly in their temporal structure, we wondered whether the achieve-
ment of the sensitivity d’-value could be reflected in the response time of the animals - the time it took
for the subjects to leave the platform after the onset of the reverberated vocalization (fig. 5.1 d). For all
but vocalization b3 response time distribution was similar: compared to vocalization b1 (1.5 ∗ 10−8,
estimated marginal means), m1 (p = 0.0301, estimated marginal means) and m2 (2∗10−4, estimated
marginal means), the subjects jumped significantly later (mean (s.e.) = 0.5272 s (0.0235)) from the
pedestal.

Vocalization b3 is different from all the other vocalizations in that it is not strongly amplitude modu-
lated and has a monotonous structure without any pulses.

5.3.2. Dry and reverberated stimuli cause different neuronal responses

Since the animals were able to detect reverberation in sequences of repeated vocalizations, we next
asked what the underlying neural representation may be. Therefore, we presented those vocalizations
to mice while they were awake and passively listening and we recorded their neuronal responses from
core auditory cortex (fig. 5.2 a). Using a movable electrode probe (fig. 5.2 b), we were able to record
neuronal responses from 2495 units in 9 animals.

Regarding the question if neurons respond differently to dry and reverberated stimuli and to gain an
overview of all neuronal data, we first calculated a preference index (dry preferring or reverb prefer-
ring) for each unit in each vocalization and sorted the PSTHs by the preference index (fig. 5.2 c top:
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Figure 5.1.: Mice are able to discriminate between dry and reverberated sounds.
(a): Spectrograms of the natural vocalization used throughout the study. Shown are the 1 s of each
stimulus used for the behavioral experiments. The top panel row shows the dry stimulus version, the
bottom panel the same stimulus with added reverberation. (b): Behavioral paradigm: mice had to
detect a change from continuously repeated dry stimuli to the reverberated sound and indicate suc-
cessful detection by jumping down from a small pedestal within 1 s after the stimulus onset. The
dry background stimuli were level roved to exclude overall loudness as a cue. (c): Detectability of
reverberation quantified by the sensitivity d’ for all four tested subjects (grey lines, mean ± s.e.m of
all tested sessions), resolved by vocalization type. The thick black line is the grand mean over all
animals. (d): Distribution of the response times of the animals relative to the start of each stimulus,
which is depicted in the background. The solid line is the mean distribution of all tested animals (n =
4), the shaded area depicts s.e.m. between the subjects.
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dry preference, bottom: reverberation preference). Since the order of units within each vocalization
between dry (left) and reverberated (right) sound is the same, we can already observe that some neu-
rons’ responses differ between dry and reverberated stimuli: reverberation preferred units (below red
lines) are more likely to respond to reverberated stimuli (right) than to dry stimuli (left). Comparing
the mean responses of the dry preferring units to the reverberation preferring units (fig. 5.2 d, 25 %
quantile each), we not only observe that the neuronal activity of reverberation preferring units (right)
is higher during reverberated stimuli (orange) furthermore, their neuronal activity is inhibited during
dry stimuli (blue) as well. For dry preferring units (left) vice versa.
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Figure 5.2.: Units in auditory cortex respond differently to dry and reverberated sounds.
(a): Recording setup: mice were chronically implanted with a moveable tetrode array. During the
experiments, animals were free to run on a horizontal running wheel. (b): Position of implanted
tetrodes, allowing to record from multiple points along the medial-lateral axis from core fields of
the auditory cortex. (c): Population PSTHs in response to the five different vocalizations (n = 1952
(m1), 1978 (m2), 1967 (b1), 1956 (b2), 1957 (b3) units). Each row depicts the color-coded PSTH
of a single unit. Single units are sorted by their preference for dry or reverberated sounds, the red
lines indicate the border between ‘dry’ and ‘reverb preferring’ units. Order on the left (dry stimu-
lus) and right side (reverberated stimulus) is the same. (d): Mean PSTH of the top 25 % quantile of
dry (left) and reverberation (right) preferring units, respectively. Blue traces display the responses to
the dry stimulus, orange to the same, but reverberated stimulus. The grey line indicates the level of
spontaneous activity.
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5.3.3. Decoding of dry and reverberated stimuli based on single-trial

population responses

If units with non-invariant representations of dry and reverberated stimuli within a neuronal popula-
tion really exist, we should be able to reproduce our behavioral observation using the neuronal data:
can we distinguish between dry and reverberated stimuli by neuronal responses?

Based on population response a correct prediction of the stimulus might be not as obvious as we might
suggest (fig. 5.3 a, example population): only a few units clearly increase their firing rate in either of
both stimulus conditions which suggests that they prefer firing for one of these condition. Studying
the spike rate only is not possible to clearly distinguish between dry and reverberated stimuli for all
trials (fig. 5.3 b). For example, for vocalization bird 1 (b1, p = 0.1609, Wilcoxon rank-sum test) the
spiking rates alone can not predict the right stimulus condition. Furthermore, in vocalization m1, m2
and b2, the single-trial firing rates are even increased for dry stimuli compared to the reverberated
stimuli. It is obvious that we can not define a good stimulus predictor based on single-trial firing
rates.

In order to classify the preference of units, we modulated for each recording population a binomial
logistic regression using the mean spike rate of each trial (up to 500 ms after onset) and unit. Thus,
every unit obtains a weight-value which depicts the unit as dry preferring or reverberation preferring
unit. The higher the weight of a unit, the more likely is the unit’s preference for reverberated stimuli
and vice versa (fig. 5.3 a right panel). Using these weights to emphasize the spike rates in each trial
and unit (coefficient score), discrimination of dry and reverb stimuli became accurate: in the example,
the coefficient score significantly differs between dry and reverberated stimulus condition (fig. 5.3 c)
for all vocalizations (p < 0.001, Wilcoxon rank-sum test).

Comparing the predicted stimulus condition from the preference-classification to the true stimulus
condition, we can calculate the sensitivity d’-value for each subject in each vocalization (like for
behavior analysis) and display the accuracy of the regression (fig. 5.3 d): the higher the sensitivity
d’-value the higher is the match rate of true and predicted stimulus condition. For all subjects, the
pattern of the sensitivity d’-value is similar: The m2 and b2 vocalizations are the most successful
classifications within the mouse stimuli, whereas vocalization b1 is the most erroneous one. Over
all subjects, vocalization m1 and b1 differ significantly from the other vocalizations (p < 0.001,
estimated marginal means). We already observed a similar pattern in the behavioral results (fig. 5.3 e):
we gained best performances for both, behavioral (black line) and electrophysiology (blue line) within
the mouse stimuli for m2 and within the bird stimuli for b2 and the worst performance for b1, even
though the range of the behavioral observation is smaller compared to the classification results.
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Figure 5.3.: Classification of sounds into dry and reverberated based on single-trial population
responses. (a): Example single-trial population responses to two different vocalizations in their dry
and reverberated versions. The grey area indicates the presence of the stimulus. For the classification,
only responses up to 0.5 s were used. On the right, the weights for each unit’s rate for classification are
shown - bars pointing to the left indicate that a higher rate in this unit is predictive of a dry stimulus,
bars pointing to the right of the reverberated stimulus.
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Figure 5.3.: (b): Example for mean population rates trial-by-trial for dry and reverberated vocaliza-
tions, showing that there is no mean rate effect of vocalization that is consistent across different
stimuli. Each dot is the mean rate of the population in a single trial, the black circles mark the
examples in (a). (c): When the mean coefficient score based on the weight shown in (a) is plotted
instead of the mean rate, single-trials can be well classified into dry and reverberated. (d): Mean
classification performance for all tested animals resolved by vocalization, error bars are s.e.m. over
positions. (e): Comparison of the average performance for neural (blue) and behavioral classification
performance (black, redrawn from fig. 5.1 c).

5.3.4. The deviation in population response explains the classification

performance

In order to further understand which aspects of the population responses contribute to a dry/ rever-
beration discrimination, we calculated the mean firing rates of all single-trial rates per unit for all
dry and reverberated stimuli separately (fig. 5.4 a). Instead of a bias of higher rates towards rever-
berated stimuli, we observed varying spreads of rates: the rate differences (rate distance) between
dry and reverberated stimuli for bird 1 are smaller than for the other vocalizations. Since the mean
classification performance was poorest for bird 1 as well (fig. 5.3 d), we compared both, the mean of
rate distance (fig. 5.4 b top) and the standard deviation of rate distance (bottom) to the result of the
classification performance: the deviation of the rates within the populations is highly predictive of
the classification performance (r = 0.9466, p = 0.0147), but not the mean rate distance (r = -0.1378,
p = 0.8252). Furthermore, the classification success for each single experimental session is highly
correlated to the deviation of the population response (fig. 5.4 c bottom, r = 0.6015, p < 0.0001): the
higher the deviation, the better is the classification performance. An explanation of the classification
performance by means of the mean rate distance (Fig. c top, r = 0.026, p = 0.6407) is not possible.

Since the spread of rates within a population reflects our classification performance well, we were
wondering where this disparity within the population came from. Therefore, we selected 10 % of the
units with the lowest classification weights, which implicates dry preferring units (see fig. 5.3) and
10 % of the highest classification weights, which implicates reverberation preferring units (fig. 5.4 d)
and we compared the mean firing rates of all single-trial rates per unit like before (fig. 5.4 e, top: low
weights = dry preferring, bottom: high weights = reverberation preferring). Here we found, that the
subset of dry preferring units (top) have an increased firing rate in dry stimuli, whereas the subset of
reverberation preferring units (bottom) have an increased firing rate in reverberated stimuli.
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Figure 5.4.: The classification performance of each vocalization can be explained by the disparity
of population responses. (a): Comparison of the mean trial rates for each unit (n = 1980) for the dry
and reverberated stimulus in each vocalization. The red diagonal line indicates equal rates in the dry
and reverberated condition. Grey diagonal lines indicate a twice (threefold) as high rate for one of the
stimulus conditions compared to the other one. Right upper corner: Distribution of rate differences
(rate distance) between both stimulus conditions (bars = 200 units). (b): Mean (top, purple) and
standard deviation (bottom, green) of the rate distances (mean and s.e.m.) for each vocalization
compared to the classification performance (grey). (c): Classification performance (sensitivity d’)
compared to the means of the rate distances (top) and the standard deviations of the rate distances
(bottom) in each position and vocalization (n = 325). (d): Distribution of classification weights of all
units (n = 1800). In (e), 10% of the lowest (dry) and highest (reverberation) weights were used (black
edges). (e): Like in a) (diagonal histogram bars = 50 units), but only units with low (top, n = 958) and
high (bottom, n = 962) classification weights (see (d)).

5.3.5. Parallel processing of reverberation and sound identity

Both our behavioral and electrophysiological experiments showed that information about reverber-
ation is present and can be used invariantly of sound identity. However, animals need to identify
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sounds invariantly of context as well. We next asked whether and how parallel processing of context
and sound identity can be found in mouse auditory cortex. We first evaluated the MI between single-
unit responses or summed population activity and (1) reverberation irrespective of sound identity and
(2) sound identity, independent of reverberation condition. To get an idea on the preferred time scales
of encoding, we calculated MI in different time windows, ranging from 4 ms bins to the firing rate
over 512 ms (fig. 5.5 d). As would be expected based on the successful classification, both single
units and mean population responses contained information about reverberation, and this information
was highest for the large time windows we had used for the classification. MI between reverberation
and summed population activity at each position varied largely and improved encoding only slightly.
This may be expected since summing improves trial-by-trial variability but sums reverb-preferring
and dry-preferring units, eliminating the within-population variance in the population that we had
shown to be crucial for decoding (fig. 5.4 c). For sound identity, on the other hand, summing over the
populations improved MI between stimulus and neural response significantly (fig. 5.5 a, lower panel),
and peaked at shorter time windows (between 32 and 64 ms), suggesting that the sum over dry- and
reverb-preferring units may result in a more invariant representation, encoding sound identity with a
neural code with higher temporal resolution than the one best for reverberation context.

We next asked whether we could decode stimulus identity invariantly of reverberation from the pop-
ulation in a similar manner as we were able to decode reverberation. We applied multinomial logistic
regression with all units from a single animal as inputs and used different bin sizes (fig. 5.5 b). We
were able to decode vocalization identity with high accuracy. Similar to the MI analysis, decod-
ing performance peaked for shorter time window, and was best for 16 ms bins, further suggesting a
neural code with higher temporal resolution for sound identity and a slower rate code for contextual
information about reverberation.

It has been shown before that stimulus reconstructions from population responses to reverberated
sounds in auditory cortex result in spectrograms that resemble dry rather than the original reverber-
ated sounds (Mesgarani et al., 2014). Our results suggest that in the mouse, there does not seem to
be such an invariant code. However, sound identity can still be decoded from the population reliably
using logistic regression. We next asked whether there exists a projection of the population activity
that would enable invariant reconstruction of the spectrograms of the vocalizations similar to what
had been found in ferrets. To find such a projection, we performed a LDA, searching for those sub-
spaces of the population activity that best discriminate between the vocalizations (LDAid) or between
reverberation and dry (LDAreverb).

LDAid components were largely invariant to reverberation (fig. 5.5 c), but contained different aspects
of the temporal structure of the vocalizations. The LDAreverb component on the other hand contained
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little temporal details, but very well separated reverberated from dry sounds (Fig.c). Finally, we used
LDAid projections for the reconstruction of spectrograms of the vocalization. An example of the
reconstruction is displayed in figure 5.5 d: both responses to dry and reverberated sounds resemble
much more the original dry than the reverberated stimulus, suggesting an invariant representation
of the vocalization in the LDAid space. This observation was confirmed when we quantified the
similiarity of the reconstruction to dry or reverberated spectrograms for all subjects and vocalizations
(fig. 5.5 e). For all vocalizations except m1, reconstructions of responses to reverberated sounds were
more similar to original dry then reverb for all 5 subjects. For m1 this was true for 4 out of 5 subjects.
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Figure 5.5.: Decoding of vocalization identity. (a): Encoding of information on reverberation (top)
and vocalization identity (bottom), quantified mutual information between stimulus quality and either
single units (top) or mean population (bottom) response. Mutual information was calculated for
different time bins. Sold lines are mean values for all positions, shaded areas are s.e.m. over positions.
(b): Example of decomposition into dimensions optimized for either reverb or vocalization. The 3D
plot shows the mean path of the population response along with the first two vocalization components
and the reverberation component for the b3 vocalization. Blue traces are dry, orange reverberated
sounds. Upper right shows the time course of the reverb component in the dry and reverberated
condition, the lower row shows all four vocalization identity PCs, largely invariant to reverberation
condition. (c): Classification success for all five vocalization using different time bins. The insets
show confusion matrices for 16 ms and 512 ms time windows. Vocalizations from left to right and
top to bottom: m1, m2, b1, b2, b3. (d): Example of reconstruction of stimuli based on single-trial
population data. For reconstruction, all units from each animal were pooled. On the left is the
original spectrogram of vocalization b2, on the right, the average reconstructed spectrograms, based
either on the responses to the dry (top) or reverberated vocalization (bottom). (e): The similarity of
reconstruction, based on the responses to the (different colors, n = 5) reverberated stimulus for all
recorded animals and all five vocalizations. Displayed is the correlation normalized to the correlation
between the spectrogram reconstructed from the dry stimulus and the original dry spectrogram. For all
vocalization, the spectrogram reconstructed from the responses to the reverberated sounds resembles
more those of the original dry stimulus.
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5.4. Discussion

Our goal was to investigate a mechanism behind reverberation coding and sound identification: how
can we recognize reverberation and identify the sound simultaneously? Therefore, we presented a set
of five different animal vocalizations, dry and reverberated, to mice in active-discrimination behav-
ioral and passive-listening electrophysiological experiments. Our behavioral results show that mice
can discriminate reverberated from dry sound (fig. 5.1) but differently well between the vocalizations.
Recordings in AC revealed that some neurons respond differently to dry and reverberated stimuli
(fig. 5.2). Within a neuronal population, neurons of different preferences contribute to a broad popu-
lation response (fig. 5.4). By using this broad population response, we were able to decode both the
stimulus context (dry/reverberation, fig. 5.3) and stimulus identity (fig. 5.5). Furthermore, the recon-
struction of stimulus identity leads to invariant representations of the sound, independently from the
context. Based on mutual information analysis, we used a different time window for stimulus identity
classification and reconstruction compared to the context decoding. Hence, the encoding of sound
context and identity is possible based on different time scales within the same population response.

5.4.1. Limitations

In our behavioral experiments, mice performed a Go/No-go paradigm in order to detect reverber-
ated sound out of a background of dry stimuli. In order to minimize non-reverberated cues for this
discrimination task, we adjusted the experimental setup in three steps:

To eliminate temporal cues of stimulus duration (dry stimulus is shorter than a reverberated stimulus),
we shorten all stimuli to 1 s (1) and additionally, the subjects had a response window of only 1 s (2)
after stimulus onset. Since adding reverberation to a sound, we have to be aware that the reverberated
stimulus does not only change temporal aspects but concentrates more energy as well. To eliminate
the cue of reverberated sound being more energetic than dry stimuli, we added level-roving to the
dry stimuli (3) and increased their level of energy equal to and higher than the reverberated sound.
In spite of reducing temporal and energical cues, we can not conclude that our subjects used further
unknown cues for this discrimination task.

The analysis of neuronal data in this study is focused on population response. In population response,
we show that the high energy of reverberated sound compared to dry sound does not necessarily lead
to higher mean spiking rates (fig. 5.3, 5.4). On this basis, it is reasonable to suppose that reverbera-
tion coding is supported by complex neuronal adjustment. The quantitative and classification results
(fig. 5.2, 5.3, 5.4) on single-neuron level show that spiking behavior to reverberation differ between
neurons. In our context, we declared those neurons as dry or reverberation preferring neurons. This
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observation could be a link to already described noise- and background-preferring neurons (Bar-Yosef
and Nelken, 2007; Malone et al., 2017). Since our analysis focused on population response, the effect
of reverberation on the single-neuron level remains fragmentary.

5.4.2. Connection to other previous work

We observed neurons with context-dependent preference. The response of dry and reverberation
preferring neurons varied a lot between both stimulus conditions (fig. 5.2): after an onset response,
neurons got even inhibited in the non-preferred condition. We were able to quantify this preference
using the weighted values out of a simple binomial logistic regression (fig. 5.3). For the whole neu-
ronal population, we found a normal distribution of preference weighted neurons (fig. 5.4). This leads
to a broad population spiking response which was the necessary impact for the classification success.
Furthermore, the lack of diversity in population response for vocalization b1 can explain both, the
poor classification success and the worst discrimination performance in the behavioral experiments.

The existence of reverberation-depending neurons was already shown in the auditory cortex (Bar-
Yosef et al., 2002; Bar-Yosef and Nelken, 2007). In their studies, Bar-Yosef presented original chirp
vocalizations and their components like background only, echo only, noise only or main chirp compo-
nent only to anesthetized cats and showed the importance of background in shaping the responses of
cortical neurons. Furthermore, they described that some neurons responded strongly to echo or noise
only but weaker during natural chirp. Although previous studies focused on background sensitivity
(Las et al., 2005; Malone et al., 2017) the link between background-/noise-depending neurons and
reverberation-depending neurons as well as the temporal-spectral impact on them (different devia-
tions in population code between vocalizations) remains elusive.

Is it even reasonable to compare background and reverberation processing?

Nelken et al. (1999) showed that separable background (which is rather common in environment) can
elicit comodulation masking release (CMR) that facilitates tone recognition within noise (Hall et al.,
1984). On the contrary, reverberation contributes to self-masking that downgrades speech recognition
(Nabelek et al., 1989). However, reverberation of a signal delivers information about the surrounding
of the listener and the distance to the source (Traer and McDermott, 2016) which can be used by bats
as echolocation (Griffin and Grinnell, 1958) or even by blind humans for orientation (Kellogg, 1962).
In his study, Kellogg compared the success of echolocation in a setting of comparable discs in blind
and sighted men using self-produced sound. Although all discs were placed at a certain distance in
front of the participants, the blind participants turned their head to the left and the right during their
echolocation task. Kellogg already observed a comparable behavior in dolphins (Kellogg, 1960) and
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called it ‘auditory scanning’, which is a combination of echo-ranging and binaural localization. Nev-
ertheless, binaural localization using reverberation is a well-studied phenomenon explained by the
precedence-effect. The precedence-effect implies that the first (direct) signal wavefront that arrives
the listener is the leading acoustic signal for sound localization (Wallach et al., 1949). These observa-
tions lead to the assertion that reverberation processing is stronger linked to sound localization than
to noise processing.

Since the temporal aspect is a crucial cue within sound localization (ITD), it is reasonable to find tem-
poral hints for reverberation within neuronal coding. We showed that mutual information was highest
for sound identity and reverberation within different time windows in the population code (fig. 5.5)
that indicates multiplexed population coding. Multiplex coding was already shown on the level of
single-neurons for simple tone features and sound localization (Walker et al., 2011), noting that mu-
tual information for azimuth localization was highest in AC. Within multiplex coding, the strength of
reverberation (respectively the location of the sound source) could be adjusted by a temporal interval
between the different information of identity and context.

A further indication for a possible sound localization component within reverberation processing is
the robust stimulus reconstruction (fig. 5.5). Like in the study of Mesgarani et al. (2014), stimulus
reconstruction by population response leads to the dry stimulus indicating that a lack of information
about an azimuth shift in sound location displays an undistorted acoustic environment. Furthermore,
Devore et al. (2009) presented ITD-sensitive neurons in the inferior colliculus of anesthetized cats,
which respond differently to dry, moderate or strong reverberation at different azimuth locations.

Using sound localization to explain reverberation discrimination remains one question unanswered:
How were our subjects in the behavior experiment able to discriminate between reverberated and dry
sound?

Traer and McDermott (2016) analyzed the temporal and spectral aspects of natural reverberation and
evaluated their results in reverberation discrimination tasks in humans. They conclude that reverbera-
tion itself provides statistical features for the auditory system to process an auditory scene analysis for
reverberation. Depending on the identity of the dry sound those statistical features might be formed
more or less distinctive. Since the spectral presence of vocalization b1 compared to the other vocal-
ization is limited (fig. 5.1 a), the lack of frequency-depending convolution could provide means for
the impaired discrimination performance of the subjects.
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5.4.3. Outlook

Here, we showed that broad population response includes neurons with preferred reverberation or
dry firing activity (1) and that stimulus reconstruction of these responses lead to a robust invariant
stimulus representation (2). We further showed that mice can discriminate dry and reverberated sound
(3). As described in detail (see Limitations), we excluded endogenous cues from the behavioral
discrimination task in order to focus on reverberation features only. Further behavior experiments
using different strengths and features of reverberation as described by Traer and McDermott (2016)
would ensure our findings and develop further reverberation characteristics with an overall validity
in mammals. Valid reverberation discrimination in animal experiments enables behavior experiments
with parallel cortical recordings to analyze the role of attention in reverberation discrimination task.
Since there are already studies based on sound localization in reverberant rooms, a link between both
processes remains elusive.
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6. General discussion

Auditory signals are omnipresent in the environment and may have a strong influence on behav-
ioral reactions or perceptions. Before necessary information from auditory signals can be retrieved
and used for behavior decisions, overall sensory information has to be processed first. This thesis
gives insight in both how auditory information can be processed and retrieved. For information pro-
cessing (chapter 4), the role of PV+ neurons for auditory processing has been analyzed. Enhancing
the activity of those neurons in core auditory cortex enables flexible, divisive modulation of corti-
cal responses across neurons and stimulus paradigms but preserved spectral and temporal response
properties. Therefore, spectral and temporal neuronal properties are robust against external influences
from PV+ neurons. Hence, modulation of PV+ neurons could serve as sensory gain control in audi-
tory cortex, which is a computational function for e.g. foreground-background separation, selective
attention and optimized sensory discrimination while keeping important acoustic information. For
information retrieval (chapter 5), classification of stimulus reverberation-context or identity can be
carried out by population responses using different timescales. Here, the organism can have flexible
access to auditory information that is required. Context-preferred activity of some neurons within
the population contribute to the successful classification for both context and identity classification.
The reconstruction of the the stimulus identity based on the population response was accompanied by
the loss of the information about the reverberation. All in all, this provides a means for multiplexed
information representation or even parallel strategies from sound localization.

Neuronal robustness plays a major role in information processing and neuronal flexibility is crucial
for information retrieval. Although neuronal robustness and flexibility imply to be mutually exclusive,
both are central requirements for information processing and retrieval.
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6.1. Neuronal robustness and computational flexibility in

information processing and retrieval

Robustness and flexibility imply to be a contradiction. However, information processing and retrieval
make use of both. Here it became evident that flexibility and robustness are not exclusive but rather
complementary to each other. In order to prepare for that further discussion, the terms robustness and
flexibility are explained in more detail first.

As the ability to resist influences without adapting (Wieland and Wallenburg, 2012) the robustness of
a neuronal network creates the solid basis to contain information of different aspects. The neuronal
code is less susceptible to unwanted disturbances. For example, in order to identify different musical
instruments within one musical piece neuronal robustness is crucial. Acoustic sounds from the guitar
differs to the acoustic sounds of the drums. Both instruments have acoustic characteristics which have
to be remained during sensory processing. Flexibility is the quality to adapt a neuronal network or
to offer different options. Hence, the ability of flexibility provides a way to modify different signals
although resources (e.g. types of receptors, number of cells) are limited. Despite the fact that all
resources are finite, the amount of possible reactions (e.g. behavior, attention, perception) is almost
limitless. This indicates that flexibility is a fundamental component, which contributes to a high
quantity and quality of any behavioral life.

As general partners, robustness and flexibility are not a contradiction. Hence, they can coexist in
any system. Within auditory information processing and retrieval, they have to play particular roles
in order to contribute to different tasks. In the following, these particular roles of flexibility and
robustness are discussed for information processing and retrieval, respectively.

Flexible but robust: gain control via PV+ modulation

For auditory information processing (chapter 4), the effect of PV+ cells on cortical neurons was de-
scribed. Increasing the activity of PV+ neurons leads to divisive modulation across cortical neurons
whereas spectral and temporal characteristics of cortical neurons remain unchanged. Theses charac-
teristics have to be robust against influences because they reflect important features of the detected
sound. The robustness of a neuron depend on the input information (tonotopic routing from cochlea),
anatomical arrangement of the cell body like morphology, passive and active membrane characteris-
tics and location of synaptic transmissions. All in all, the intrinsic electrical activity of a neuron is
as unique as a fingerprint (Llinas, 2014). Hence, robustness on cellular level makes neurons a highly
input/output-specific tissue. In order to cover all possible sensory input, the performance of robust
neurons has to increase. Since an increased number of neuronal structures would go beyond the lim-
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its of capacity and space, an additional flexible component which maintain the performance over a
broad range of input is a more capable solution. The flexible component in this study occurred as a
mainly divisive reduction or enhancement of single-unit activity after PV+ cell manipulation while
keeping their spectral and temporal properties robust. Those neurons were gain-modulated (or gain-
controlled) by PV+ neurons. Gain modulation is primarily described as an integration mechanism of
two or more information sources. Therefore, robust primary information can be adjusted by further
information sources, like extrinsic information (e.g. audition and vision) or intrinsic information (e.g.
audition and head position or audition and attention). This widespread information integration is im-
portant to create an overall realistic picture of the environment (Salinas and Thier, 2000; Salinas and
Sejnowski, 2001).

In case of auditory information processing, PV+ neurons modulate the overall activity of cortical
neurons and hence contribute to flexible adaption while spectral and temporal information of the
sound may remain unchanged due to robust neuronal characteristics.

Robust but flexible: invariant representation without loosing the context

For auditory information retrieval (chapter 5), cortical population responses to different sound iden-
tities, which were reverberated or not (context), were described. On basis of different timescales it
was possible to classify the stimulus context or the stimulus identity. This means that information
about the identity and the context are located at different temporal places within the population code.
The reconstruction of the stimulus identity upon the population response supports the observation: a
reconstructed reverberated sound was more similar to the original dry stimulus than to the original
reverberated one. Hence, information about identity and context are separately conserved within a
neuronal population. On the one hand, the information about sound identity is invariant and robust
against possible reverberation context. On the other hand, the information about reverberation is not
lost but it is flexibly additionally retrievable if necessary. Both stimulus information are robustly con-
served on different timescales within a population response and can be flexibly retrieved if required.

The order of conserved stimulus information across the time may depend on the priority of the infor-
mation itself: the identity of a sound is more important (e.g. danger, harm) than the information about
the sounds’ reverberation (e.g. distance and environment). Hence, the neuronal information for sound
identity is conserved within the population response early after stimulus onset (64 ms) compared to re-
verberation (approx. 500 ms, see Fig 5.5, A). The robust conservation of stimulus information across
neurons and time delivers an easy option to extract required information (stimulus identity or context)
flexibly.

Since robustness in information retrieval is reflected by neuronal activity within a particular timescale,
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it is unclear how to retrieve these information flexibly. The possibility, that coordinate transformation
is a good candidate for flexibility will be further explained. Here, an already existing coordinate sys-
tem rotates around a given point (passive transformation), which takes the new coordinates from the
transformed coordinate system (Morrison and Parker, 1987). Such a computational approach can be
helpful when different reference points affect a behavioral action. For instance, reaching for a mug
without shifting the gaze from the newspaper. The middle of the body as the target for the mug differs
to the reference point of the gaze as well as the reference point of the arm and hand including muscle
activities (Salinas and Sejnowski, 2001). Using coordinate transformation, robust information can
take on multiple values (dimensions), depending on the coordinate frame and referring system. A ro-
bust neuronal code which already includes different information of a stimulus on different timescales
(chapter 5) can further enlarge its multiplex representation by coordinate transformation. Possibly,
in a different experimental setting, the information about the context (reverberation) can be further
interpreted for sound localization by changing the reference point. Apparently, this could lead to an
uncountable amount of possible (virtual) coordinate values of the neuronal code due to the number of
possible changes of the coordinate system.

6.2. Conclusion

Sensory information processing and retrieval have to cope with different challenges. On the one
hand, they have to resist unwanted disturbances, on the other hand, they have to be adaptable due
to the environmental approach. The main task in information processing is the flexible integration of
information from different sources without changing signal properties like the sound spectrum or tem-
poral pattern. Those signal properties are ensured by neuronal properties on the level of single-cells.
Processed information then can be retrieved and used for behavioral responses. Since any informa-
tion about the current auditory environment exist, necessary information according the behavior task
or requirement can be flexibly selected. Robustness and flexibility within the nervous system is no
contradiction in sensory integration but a crucial combination that provides efficient, fast and stable
computation for only limited capacity.
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Figure S1.: Effect of locomotion on divisive/subtractive scaling elicited by SSFO. (A): Distribution
of mean running speeds per trial measured from rotation of the horizontal treadmill (inset). Running
data was collected during neuronal recordings from 12 AC sites in two animals (23054 trials in to-
tal). Since there was no clear bimodal distribution in wheel rotation speed, three different thresholds
for distinguishing "rest" from "running" activity were applied (triangles at 0.21, 0.42, and 1.33 rota-
tions/s) to test for an effect of locomotion on SSFO modulation of neuronal activity. Filled marker
shows threshold used for illustrations of analysis in panels B-D.
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Figure S1.: (B): Effect of locomotion on peak onset firing rate at best frequency under control con-
ditions (red lines: medians, box: 25% and 75% quartiles, error bars: full range), showing a strong
reduction in firing rate during trials with more running (11.1 vs 27.7 spikes/s, p < 10−12, Wilcoxon
rank-sum test). (C): Histograms of results from major axis regression of the frequency response
curves for SSFO · PV versus control trials (analysis as in Fig. 4.4), split into running and rest trials
(upper and lower panels, respectively). Plots show data from all reduced units that could be tested
at all frequencies in the respective activity condition only. ((D): Relationship between regression fit
parameters for rest versus running trials, for all units with complete data in both conditions. Solid
lines represent equal values in both conditions. Slope values for rest and running trials were signifi-
cantly correlated across units, not only for the 0.42 rotations/s running threshold used here (r = 0.56,
p = 0.0028) but also for the other thresholds tested (0.21 rotations/s: r = 0.36, p = 0.045; 1.33 rota-
tions/s: r = 0.53, p < 0.0001). For the intercept, correlations were weaker (r < 0.3 and p > 0.1 for
all three threshold choices).
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Figure S2.: Units with coefficient of determination r2 > 0.15 in STRF estimation have STRFs
which are divisively scaled by PV-activation, while preserving their structure. (A): Coefficients
of determination of STRF estimation in PV-activated versus control conditions (left). Coefficients of
determination are highly correlated (ρ ≈ 0.976) and have similar range in PV-activated versus control
conditions. Note that 1% of the reduced units and 5% of the enhanced units have r2 < 0 in PV-
activated condition and are excluded for better visualisation of the bulk of the data. (B): For reduced
(top) and enhanced (bottom) units, slopes (left) and intercepts (right) of linear fits to STRF predicted
activities in PV-activated versus control conditions. Only units with r2 > 0.15 are included (enhanced
units n = 16 (out of a total 44) and reduced units n = 135 (out of a total 419)). Results are robust to
the choice of r2 threshold (results not shown). (C): For most units, sustained PV-activation does not
shift the STRF in time or frequency.
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Inhibitory interneurons have been shown to provide a powerful means for neuromodulatory
adjustment of cortical processing. Despite advances in our understanding of the roles of cortical
interneurons, we lack an understanding of how sustained activation of inhibition changes cortical
computation. Here, we show that sustained activation of the largest group of cortical interneurons,
PV+ cells, enables divisive gain control - one of the most fundamental adjustments of sensory
processing. While previous studies on potential roles of inhibition used transient optogenetic
activation, we employed a technique enabling prolonged activation for up to several minutes, a
timescale typical for many neuromodulatory processes. Using this approach, we show that robust
division generalizes to complex and naturalistic sounds, verifying the potential ecological relevance
of the mechanism.
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