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Abstract 

The standard test conditions (STC) normally used to characterize solar cells are rarely reached 

outdoors due to the varied weather over the year. Therefore, STC solar cell efficiencies are not 

the only parameters that define their performance, and other factors become relevant under real 

atmospheric conditions. The main ones that affect solar cells application significantly, are their 

stable performance under different temperatures (T) and intensities since the output power of 

solar cells drops upon increasing temperatures and decreasing intensities. One of the advantages 

of thin film solar cells based on Cu (In,Ga) (Se,S)2 (CIGS) is their lower sensitivity towards 

temperature, compared to mono and poly-crystalline Si. Nevertheless, they are known to induce 

metastable performance upon light exposure. Despite intensive research for several years in the 

metastability of CIGS thin film solar cells, still some puzzling phenomena and physiochemical 

characteristics have not been fully understood. Therefore, to further improve and to tailor CIGS 

temperature coefficients, low light performance, and metastable behavior, it is crucial to gain a 

detailed understanding of the microscopic mechanisms involved. In this work, the impact of 

structural variations of CIGS solar cells on their temperature coefficients, their stability, and 

their low light performance is studied. The layer modifications implemented for this study 

include different buffer, window layers and back contacts materials, and different double graded 

absorbers with change in their thickness and sodium post deposition treatment. 

For this purpose, various characterization techniques were performed on the varied solar cells. 

For instance, temperature dependent IV (IV(T)) and external quantum efficiency (EQE(T)), 

glow discharge optical emission spectroscopy (GDOES) and capacitance voltage (CV) 

measurements were performed in order to experimentally assess the underlying mechanism that 

led to an enhancing or detrimental impact on the temperature coefficient values. Spectral 

dependence EQE (λ), IV (λ), IV(T) and temperature dependent CV (CV(T)) were used to study 

the mechanisms involved in the metastability of the solar cell. Intensity dependent IV and IV(T, 

λ) measurements were performed for inspecting the low light performance of these structures. 

To study the elemental interdiffusion between different layers, TEM/EDX measurements were 

performed. The one diode model was used to evaluate the fundamental solar cells’ physical 

parameters and their influence on the temperature coefficient. 

It was demonstrated that the absorber layer exhibits the largest influence on the temperature 

dependence of the power output amongst all modified layers of the structure. The buffer and 

the absorber elemental composition showed to play an important role in the elemental 
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interdiffusion and hence led to the creation of amphoteric defects that are light and temperature 

sensitive. Studies on the impact of different solar cell structures on the shift of the dominant 

recombination region at different light intensities were also performed. For this study, a 

normalized activation energy parameter is introduced to account for the dominant 

recombination region with respect to the absorber minimum band gap location. It was found 

that decreasing the recombination in the buffer/window region leads to a remarkable conversion 

efficiency resilience at different light intensities.  
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Kurzfassung 

Die Standard Test Bedingungen (STC, standard test conditions), welche normalerweise zur 

Charakterisierung von Solarzellen genutzt werden, werden im Freien aufgrund der über das 

Jahr variierenden Witterung selten erreicht. Daher sind die STC-Wirkungsgrade von 

Solarzellen nicht die einzigen Parameter, die ihre Leistung definieren, und andere Faktoren 

werden unter realen atmosphärischen Bedingungen relevant. Die Leistung der Solarzellen wird 

maßgeblich durch ihre Abhängigkeit von Temperatur (T) und Lichtintensität beeinflusst. Bei 

steigenden Temperaturen und abnehmenden Intensitäten sinkt die Leistung. Einer der Vorteile 

von Dünnschichtsolarzellen auf Basis von Cu(In,Ga) (S,Se)2 (CIGS) ist ihre geringere 

Temperaturempfindlichkeit im Vergleich zu mono- und polykristallinem Si. Dennoch sind sie 

dafür bekannt, dass sie bei Lichteinwirkung eine metastabile Leistung aufweisen. Trotz 

mehrjähriger, intensiver Forschung zur Metastabilität von CIGS-Dünnschichtsolarzellen sind 

einige Phänomene und physiochemische Eigenschaften noch nicht vollständig verstanden. Um 

die CIGS-Temperaturkoeffizienten, die Schwachlichtleistung und das metastabile Verhalten 

weiter zu verbessern und anzupassen, ist es daher entscheidend, ein detailliertes Verständnis 

der beteiligten mikroskopischen Mechanismen zu gewinnen. In dieser Arbeit wird der Einfluss 

struktureller Variationen von CIGS-Solarzellen auf deren Temperaturkoeffizienten, ihre 

Stabilität und ihre Schwachlichtleistung untersucht. Die für diese Studie durchgeführten 

Schichtmodifikationen umfassen verschiedene Puffer, Fensterschichten und 

Rückkontaktschichten sowie verschiedene doppelt abgestufte Absorber mit veränderter in der 

Dicke und der Natrium-Nachbehandlung. 

Zu diesem Zweck wurden verschiedene Charakterisierungstechniken an den variierten 

Solarzellen durchgeführt. Zum Beispiel wurden temperaturabhängige IV- Kennlinien (IV(T)) 

und externe Quanteneffizienz (EQE(T)), optische Glimmentladungs-Emissionsspektroskopie 

(GDOES, glow discharge optical emission spectorcopy) und Kapazitätsspannungsmessungen 

(CV, capacitance voltage) durchgeführt, um den zugrundeliegenden Mechanismus 

experimentell zu bewerten, der zu einem verstärkenden oder nachteiligen Einfluss auf die 

Größe des Temperaturkoeffizienten führte. Spektralabhängige EQE(λ), IV(λ), IV(T) und 

temperaturabhängige CV (CV(T)) wurden verwendet, um die Mechanismen zu untersuchen, 

die an der Metastabilität der Solarzelle beteiligt sind. Intensitätsabhängige IV- und IV(T, λ)-

Messungen wurden durchgeführt, um die Schwachlichtleistung dieser Strukturen zu 

untersuchen. Um die elementare Interdiffusion zwischen den verschiedenen Schichten zu 

untersuchen, wurden transmission elektron microscopie/energy dispersiv x-strahl TEM/EDX-
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Messungen durchgeführt. Das Ein-Dioden-Modell wurde verwendet, um die grundlegenden 

physikalischen Parameter der Solarzellen und ihren Einfluss auf den Temperaturkoeffizienten 

zu bewerten. 

Es konnte gezeigt werden, dass die Absorberschicht von allen modifizierten Schichten der 

Struktur den größten Einfluss auf die Temperaturabhängigkeit der Ausgangsleistung aufweist. 

Es zeigte sich, dass die Elementzusammensetzung des Puffers und des Absorbers eine wichtige 

Rolle bei der Elementinterdiffusion spielt und somit zur Bildung von amphoteren Defekten 

führt, die licht- und temperaturempfindlich sind. Untersuchungen zum Einfluss verschiedener 

Solarzellenstrukturen auf die Verschiebung die dominante Rekombination bei 

unterschiedlichen Lichtintensitäten wurden ebenfalls durchgeführt. Für diese Studie wurde ein 

normalisierter Aktivierungsenergie-Parameter eingeführt, um die dominante 

Rekombinationsregion in Bezug auf die Lage der minimalen Bandlücke des Absorbers zu 

berücksichtigen. Es wurde festgestellt, dass die Verringerung der Rekombination im Puffer-

/Fensterbereich zu einer bemerkenswerten Umwandlungseffizienz-Resilienz bei verschiedenen 

Lichtintensitäten führt.  
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Chapter 1 Introduction to photovoltaics 

By 2040, it is expected that the worldwide energy demand will increase by more than a quarter 

as consequence of the 1.7 billion population growth [1]. Therefore, the annual increase in global 

energy consumption, associated with the increase in world population are playing a big role in 

the necessity of developing sustainable and environmentally friendly energy sources for 

replacing the carbonized conventional energy sources such as coal, crude oil, and others. 

The International Energy Agency (IEA) has forecasted highly undesirable detrimental climate 

consequences such as global warming, flooding and extinction of many species due to the future 

energy demands, unless renewable energy sources become persistently implemented [1]. 

Therefore, it is urgently required to extensively prevail sustainable and efficient renewable 

energy sources, such as wind, geothermal, biomass and solar photovoltaics (PV), as an 

alternative to conventional associated greenhouse gases sources. Over the last decade, PV has 

strikingly grown in global installations by 35% on a yearly basis, showing an exponential 

increase [2]. In 2019, China has led both, the PV global production with a 66% share and by 

36% of the cumulative global PV installation [3]. The recent statistics has shown that the solar 

renewable technologies are of great interest to the world, systems powered by solar energy share 

up to 60% of the overall capacity growth [4]. This indicates the prominence of PV technology 

as being a reliable power supply contributing to the total global power generation, which is 

beneficial to reach independence from fossil energy. 

1.1 Solar cells evolution history 

In the 1800s, PV technologies study were introduced, and in 1954 the first solar cell was 

invented by D. Chapin, C. Fuller, and P. Pearson in Bell labs [5]. From 1960-1980, PV 

technology has been extended to the power scale. After 2000, the cost and efficiency of solar 

cells were greatly developed. There are several types of solar cells PV technologies which differ 

in their materials properties, manufacturing processes and energy payback time. First 

generation solar cells based on silicon (Si), such as mono or poly-crystalline, are the oldest and 

with major presence in the market due to their high efficiency [4], [6]. Nevertheless, their light 

absorbing material thickness is up to 350 m, and they require expensive fabrication 

technology. Therefore, the need of another alternative technology for reducing the material used 

in fabrication as well as the cost led to the onset of thin film technology.  
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Thin-film solar cells with absorber thickness in the order of one m such as cadmium telluride, 

amorphous silicon, and Cu (In, Ga) (Se, S)2 (CIGS) are called second-generation technologies. 

They showed to be highly competitive with Si first-generation technology, as they have a 

comparable efficiency and a relatively lower cost [7]. The highest efficiency among thin film 

solar cells is 23.4% reported for CIGS in 2019 [8]. One of the main advantages of this 

technology is its stability over long time without a significant degradation [9]. Finally, the third-

generation photovoltaics such as perovskite, quantum dot and dye-synthesized are known to be 

promising for the future energy development. However, their degradation of efficiency over 

time is a certain concern and therefore these are not yet commercially present [10], [11]. The 

focus of this thesis will be only on the second-generation CIGS technology. 

1.1.1 CIGS solar cell technology review 

In 1953, Hahn et al. [12] reported the synthesis of CuInSe2 for the first time. In 1976, Kazmerski 

et al. implemented the first thin film CIGS with conversion efficiency 4.5%. Few years later, 

they improved the efficiency by 1.2% [13], using indium fingered contact as a front electrode. 

The increase in the efficiency was attributed to enhancement of the radiation transmission, 

which render the window layer’s absorption to increase. Additionally, the adequate lattice 

match between InP and CISe2 mitigated the interfacial defects. 

An efficiency of 10.6% was recorded by Mikkelsen and Chen [14], who incorporated Zn in the 

CdS buffer, that results in a perfect crystallinity between Buffer and absorber. Consequently, 

the open circuit voltage (Voc) and short circuit current density (Jsc) improved due to the 

reduction of grain boundaries. In 1994, Gabor et al. [15], increased the efficiency of CIGS to 

15.9%, by using (InxGa1-x)Se3 and graded Ga content with the absorber depth. In 2013, the 

Swiss Federal laboratories for materials science and technology (EMPA) achieved efficiency 

of 20.4 % [16] for CIGS on a flexible polymer substrate, and it was the first time that the 

efficiency of CIGS on polymer substrate exceeded the glass based CIGS, this was attributed to 

the post deposition treatment of potassium (K PDT). This accomplishment was following the 

center for solar energy and hydrogen research, ZSW in Germany, where an efficiency of 20.3% 

was recorded as breaking the 20% barrier for CIGS based on glass at that time. This 

achievement included metal contacts, and a K PDT was carried out [17]. The most recent and 

highest record efficiency in 2020, was achieved by Solar frontier, 23.5% with Cd-free CIGS on 

a glass substrate. The success was referred to the implementation of double buffer layers 
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Zn(O,S,OH)x/Zn0.8Mg0.2O [18], which reflects on a considerable decrease of the open circuit 

voltage deficit (Voc,def), and increase of carrier lifetime. 

CIGS are used for a wide range of applications due to their high absorption coefficient in the 

visible spectrum [19], lightweight and flexibility [20], ease of fabrication [21], and the 

optoelectronic tunability of their band gap between 1.0 and 2.4 eV [22]. 

As a result of extensive research, it has been concluded that the absorber’ s material properties 

and hence, the layers’ interfaces quality play a significant role in solar cell recombination losses 

[23], [24]. The microscopic argument is mainly attributed to the carriers’ mobilities, the density 

of carriers and defects [25]. Consequently, adverse fabrication techniques have been performed 

in order to diminish those losses. For instance, the Voc,def, an indicator of recombination losses, 

can be enhanced with an appropriate absorber tuning of the Ga/(Ga+In) (GGI) and/or S/(S+Se) 

(SSSe) ratios [26]. Alkali metal post deposition treatment has showed an improvement in the 

performance due to the increase in carrier life time [27]. 

1.1.2 Temperature coefficient overview 

PV installed modules perform differently under climate conditions subjected to the 

geographical location. For instance, thin film technologies are more suitable to work in sunbelt 

countries, where the temperature is relatively higher, owing to the fact that they have lower 

temperature sensitivity compared to crystalline Si [28]–[30]. Such conditions like temperature 

and low light intensities promote industrial customization of solar cell technology at different 

atmospheric conditions, since under real operating conditions the main solar cell parameters 

deviate significantly from the STC values [31], [32]. Optimizing the module power at STC 

(25°C, 1000 W/m², AM1.5 spectrum) is no longer the only aimed benchmark [33]. Therefore, 

it is essential to appropriately account for the installation site before designing the PV system 

[6]. To be able to describe the temperature dependence of solar cell parameters, a parameter 

called temperature coefficient is desired. This term can be approximately considered to be 

independent of temperature [34]. Different analytical expressions for solar cell parameters’ 

temperature coefficients (𝛽𝑋, with X being the parameter of interest, ie. Voc, Fill Factor FF or 

Jsc) have been derived from the ideal diode theory [35]. In 2012, Singh and Ravindra realized 

that the temperature behavior of the main solar cells parameters like the Voc, power at maximum 

power point (Pmpp) and FF of different technologies like Si, GaAs, InP, CdTe and CdS are 

linearly decreasing with increasing temperature, while the Jsc increases slightly with increasing 

temperature [36]. Similarly for CIGS solar cells, the previously mentioned linear behavior was 
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observed [6], [37]. In 2015, Dupré et al. [38], discussed the physics ruling the solar cell 

parameters’ temperature coefficients. It was argued that the physics of 𝛽𝑉𝑜𝑐 can be explained 

by the temperature dependence of the detailed balance. Furthermore, 
𝐹𝐹

, in an ideal case, is 

neatly related to the Voc, but in a non-ideal case it also depends on transport properties like the 

contact resistance of the PV technology. Additionally, 
𝐽𝑠𝑐

 of indirect band gap semiconductors 

is dependent on the incident photon’s collection fraction. It was also mentioned that the 

uncommon positive band gap behavior of perovskite such as CH3NH3PbI3-xClx and CsSnI3 with 

temperature, explains these materials’ negative 
𝐽𝑠𝑐

 [34], [39]. One year after, they reported the 

investigation of Si solar cells’ 𝛽𝑋, and it was concluded that external radiative efficiency of PV 

cells influence the 𝛽𝑉𝑜𝑐 substantially [35]. 

Most of the studies reported in literature have focused on the temperature dependence of Voc 

[35], [36], [40], since they attributed the decrease in the solar cell parameters with increasing T 

to the decrease in Voc. In 2012, Löper et al. [41] observed that in crystalline Si solar cells the T 

dependence of the band gap (𝐸𝑔) significantly impacts Voc(T), whereas, the T dependences of 

doping density and effective masses do not play a big role. In 2014, Schubbert et al. [42] 

concluded from their simulation studies that an increase in the minimum band gap from a 

variation in Ga content enhances the Voc and in turn also 𝛽𝑉𝑜𝑐,𝑟𝑒𝑙. In 2019, the effect of Voc on 

𝛽𝑉𝑜𝑐 was also shown by Kata et al. [43]. Also, in 2015, Grover et al. [44] showed the importance 

of the interface quality on 𝛽𝑉𝑜𝑐. To estimate the precise 𝛽𝑋 output power of PV, it is required 

to evaluate it under real irradiance conditions [45]. Dash et al. have evaluated the 𝛽𝑋 

dependence on different irradiations levels for different PV modules’ type. Their results 

elaborated the dependency of 𝛽𝑋 on irradiance [46]. Makrdies et al. and Fanney et al. showed 

that the 𝛽𝑋 vary with irradiation intensities specially at low levels [47], [48]. For CIGS solar 

cells, studies on the role of different solar cells layer configurations on the 𝛽𝑋,𝑟𝑒𝑙 has not been 

addressed in detail. This topic will be further discussed in Chapter 5. 

1.1.3 Metastability studies overview 

It is also known that temperature and illumination changes induce metastable changes in CIGS 

electrical performance. Such changes influence the certainty of the power estimates [49]. The 

illumination exposure time is an important factor to reach a stable condition before solar cells’ 

actual characterization takes place [50]. For any change in the net doping density in the bulk or 

the junction of the absorber, a change in the defect distribution can be inferred [51]. Several 

models were proposed to explain the phenomena. One of the most extensive is the one proposed 
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by Lany and Zunger [52], where a complex defect forms consisting of Se and Cu vacancies 

(VCu-VSe). This model implies that the metastable change depends on the charge state associated 

with the defects. The defect can transform from shallow donor to shallow acceptor by capturing 

two electrons. After electron-hole pairs generate upon light, the complex can then transform 

from shallow acceptor to deep acceptor after capturing another electron. This process depends 

on the temperature of the sample, as well as the position of Fermi level and the availability of 

electrons or holes being captured by the defect. Consequently, the net acceptor density can rise 

in the absorber. The known complex defects responsible of metastability effects can be 

enhanced by the layer structure of the solar cell. This will be further discussed in Chapter 6. A 

p+ layer model is proposed describing the metastable defects to be accumulated in the CIGS 

front surface in acceptor configuration, creating a photo-barrier, this barrier height depends on 

the charge density. This model was justified by Lany and Zunger, and it describes the FF 

metastability in particular [53], [54]. Other model describing metastability effects is a defect 

center DX state that changes from shallow donor to deep neutral (or acceptor) depending on the 

occupation state, neighboring Cu vacancies, and the Fermi level. For more information about 

its dynamics, the reader can refer to [52], [55], [56]. 

Despite numerous research literature on CIGS solar cells’ metastability, it is considered to be a 

puzzling phenomenon, because it can be attributed to multiple factors individually or together. 

Also, some defect types involved in this metastable behavior show very similar properties and 

energetical levels. Examples on those defects can be VSe-VCu and DX complexes, which were 

mentioned before, and selenium vacancies (VSe), referred in [57]. It was proposed that the VSe-

VCu defect is rather probable to exist in Cu poor material [51]. Nowadays, microscopically 

visualizing those defects in the laboratory is still a very challenging task. Particularly, when 

tracing the source location of this phenomenon as whether it is in the absorber bulk or in any of 

the interfaces [58]. Recently, it was even shown that the phenomena can be modeled by defects 

that are only present in the buffer layer [49]. Nevertheless, this study stated that a p+ layer at 

CIGS surface, that has been proposed by another model, was not disproven nor corroborated. 

In this work, these inquiries will be assessed as a function of the layer structures of the used 

CIGS solar cells, especially regarding the metastable behavior of temperature coefficients, 

which have not been investigated deeply before. 
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1.1.4 Low light behavior overview 

The light intensity influence on solar cell performance is of similar importance as the 

temperature effect. At a constant temperature, there is often a linear relation of the Jsc, 

photocurrent, and the maximum power versus the intensity of incident light on solar cells, while 

the logarithmic increase of Voc is proportional to the intensity increase. The FF, the efficiency 

and the shunt resistance behave differently according to the illumination range provided. The 

series resistance is inversely proportional to the intensity [59]. The low light performance of 

photovoltaic devices also depends strongly on their shunt resistance [60]. 

Previous literature have showed the importance of the dominant recombination location on the 

solar cell’s parameters and temperature coefficients [61], even though most of these studies 

were only limited to high illumination intensities. Moreover, Scheer et al. defined the activation 

energy (EA) only for non-graded absorbers [62]. Furthermore, Kata et al., showed that the 

temperature sensitivity of solar cells can change under different illuminations conditions, and 

also according to the dominant recombination location [43]. Under low light conditions, solar 

cell parameters tend to deteriorate [63]. For CIGS solar cells, studies on the role of illumination 

intensities on the 𝛽𝑋,𝑟𝑒𝑙 for different solar cells layer configurations, are rather scarce. This point 

will be discussed in detail in Chapter 7. 

Therefore, a deep understanding of the solar cell physics is necessary to improve their 

performance at different climate conditions, as well as for obtaining reliable results. Information 

about diverse losses could be obtained by different characterization techniques. In previous 

literature, losses reducing efficiency in solar cells could be mitigated by studying different 

fabrication parameters, for instance, thickness, post deposition treatments, and band gap 

profiles. To my knowledge, the study of CIGS solar cells temperature sensitivity relative to the 

cell structures’ elemental layer composition has not been directly addressed in literature, 

particularly at low light conditions. Therefore, the aim of this work is studying the main physics 

governing the temperature sensitivity of different CIGS structures by applying different opto-

electrical characterization techniques. Additionally, analysis of the metastability of temperature 

coefficients depending on the compositional layer modifications is also performed. Finally, 

investigation of the solar cell performance and temperature sensitivity under low light 

conditions was realized. 
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Chapter 2 CIGS solar cell layer structures 

Ideally, the structure of a solar cell would consist of two electrodes and a p-n junction. 

Nevertheless, for CIGS solar cells, more material layers are incorporated between the absorber 

and the front contact. The most common CIGS solar cell layer arrangement consists of a back 

contact/CIGS absorber layer/buffer layer/i-layer/window layer configuration, as shown in 

Figure 1. Due to the different nature of each layer material, band discontinuities can emerge at 

the heterojunctions between each consecutive pair of layers. Therefore, a proper selection of 

these materials is essential to improve the characteristics of each junction. In the following, a 

description of each of the composing layers in a CIGS solar cell is presented. 

 

Figure 1: Layer structure of a CIGS solar cell. 

2.1 Substrate 

The substrate is used as a mechanical support for CIGS solar cells or modules. In the past, 

ceramic was used as the conventional substrate, but nowadays Soda lime glass (SLG) is 

typically used due to its adequate thermomechanical properties, its match in thermal expansion 

with CIGS [64], and cheaper cost. It also provides the beneficial effect of sodium diffusion into 

CIGS absorber during the deposition process of absorber [65]. This benefit is owed to the fact 

that Na reduces the impact of order vacancy compounds (2 VCu
- + InCu

2+) by occupying the Cu 

vacancies instead of In [66]. Apart, it was reported that the solar cells’ parameters are improved 

when the substrate used is SLG, as it was suggested that the CIGS grew with a higher degree 

of orientation [67]. Nevertheless, Na diffusion from SLG cannot be properly controlled. To 

assess this issue, SixNy barriers can be implemented over SLG to avoid diffusion of Na to the 

absorber. This way, Na diffusion through other means can be better controlled [68]. There are 
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also alternatives to SLG like polyimide and steel foil, which allows for lightweight modules or 

roll-to-roll deposition systems of flexible substrates [64], [69]. 

2.2 Back contact 

The back contact serves as the collector of majority carriers that are generated in the p-side of 

the p-n junction. Molybdenum is used traditionally as a rear contact. It is deposited on SLG by 

direct current (DC) sputtering as it showed high conductivity and low cost of manufacturing 

[62]. Another advantage is that a Mo(Se,S)2 layer tends to form in the interface between CIGS 

and Mo back contact during selenization process, as a result of chemical reaction between Mo 

and CIGS. This layer serves as an adhesion layer and it helps in decreasing the Schottky barrier 

effect through tunneling transport of holes [70]–[73]. If the Mo(Se,S)2 layer is too thick then it 

becomes rather detrimental for the transport properties [74]. The Mo(Se,S)2 layer’s band gap 

and electron affinity match with CIGS layer’s corresponding values. The features that are 

desired in a back contact are: no degradation during CIGS deposition, high conductivity, proper 

band alignment with CIGS to form an ohmic junction, good adhesion to glass [75], lattice match 

with CIGS and chemical stability to avoid undesired phases formation with the elements in 

CIGS [76]. It is also required that the back contact enable the diffusion of Na or K from the 

glass substrate to the absorber layer, which can be achieved during fabrication by decreasing 

the DC power used [77]. 

2.3 Absorber layer Cu (In,Ga) (S,Se)2 

The pentenary compound Cu (In1-x,Gax) (Sy,Se1-y)2 absorber material used in the studied solar 

cells is a I-III-VI2 semiconductor. It crystallizes in the ternary chalcopyrite structure, which can 

be represented as sphalerite structure (zinc blende) where the group II atoms (Zn or Fe in zinc 

blende) are replaced by group I (Cu) and group III (In, Ga) atoms. The crystal positions for 

group VI atoms are occupied by both S and Se, each of them tetrahedrally coordinated with 

atoms from groups I and III. A chalcopyrite unit cell is shown in Figure 2. 
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Figure 2: CIGS unit cell. Orange: Cu positions. Grey: In/Ga positions. Red: S/Se positions (drawn with 

VESTA software). 

One of the main advantages of using a thin film absorber in PV is their direct band gap, as it 

presents a larger absorption coefficient than an indirect band gap absorber. Due to this improved 

optoelectronic property, the absorber’s thickness can be in the order of the carrier’s diffusion 

length. Consequently, less raw material is used during fabrication, as well as a lower cost is 

involved. These characteristics give thin film solar cells an advantage over Si solar cells, which, 

due to their indirect absorber band gap nature, require larger absorber thickness in range of 

hundreds of micrometers to achieve adequate optical absorption. Therefore, a larger diffusion 

length and higher purity material is needed for proper carrier extraction [78]. 

Shockley and Queisser showed in their investigation, that the maximum achievable conversion 

efficiency for a single p-n junction solar cell could be reached with an absorber with a band gap 

between 1.1-1.5 eV [79]. Among the available thin film absorber materials, CIGS stands out 

for its tunable band gap in the range between 1.0 eV and 2.43 eV [80], which makes it an ideal 

candidate for achieving high efficiency thin film solar cells. It is known that the macroscopic 

ratios of GGI and SSSe affect multiple CIGS parameters, like band energy positions or electron 

affinity values. This opens the possibility to grade the band gap and electron affinity of the 

absorber. CIGS chemical grading depth profile manufactured by stacked elemental layer has 

been studied before [42]. The study showed the advantages of incorporating double grading 

profiles in the absorber layer on the efficiency of solar cells, being the first grading towards the 

absorber’s back side from Ga-rich phases, which establish a back-surface field for the minority 

carriers that leads to diminish back interface recombination velocity [42], and the second 

grading profile with S replacing Se in the heterojunction region, which helps to reduce interface 

recombination due to the increment of band gap energy in the front of the absorber. 
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2.3.1 Thickness variation 

One of the key parameters behind the improvement of solar cell performance is the optimization 

of the absorber thickness, as it has been established to be beneficial for mass and speed of solar 

cells production, as well as for cost reduction. Therefore, during last decades the focus towards 

the production of thinner absorbers was highly remarkable [68], [81], [82]. Several numerical 

and experimental investigations have been performed for optimizing the absorber’ thickness 

[83]–[86]. CIGS thickness is typically in the range between 1-2 µm. However, for cheaper 

industrial mass fabrication, there is a great heading towards thinner CIGS absorbers. Park et al. 

have achieved 22.6% record efficiency with an absorber thickness of less than 1 µm [87]. An 

efficiency of 21.4% was previously achieved by Mostefaoui et al. with absorber thickness 1.5 

µm [88]. Absorbers with 0.5 µm thickness have already reached efficiencies of 10.3% without 

anti reflection coating or light trapping through surface texturing [83], [89] and with little or 

almost no reduction in FF and Voc, whereas the Jsc always showed a significant reduction in 

cells with thin absorber down to 0.5 µm due to the reduced absorption. The aid of MgF2 

reflective layer helped to reach an efficiency of 25% for 1 µm absorber. The application of 

ultrathin absorbers is vastly involved in tandem cell devices [81]. Recently, for improving light 

trapping in the absorber, nanostructured back mirror such as Ag, Cu and Au was used instead 

of Mo back contact. Using Ag nanostructured back mirror, a high Jsc (35.02 mA/cm2) is 

obtained for 0.5 µm -thick cells and an efficiency of 21.74% [85]. 

2.3.2 Band gap grading 

Band gap grading is the process of varying Ga/(Ga+In) (GGI) ratio and/or S/(S+Se) (SSSe) 

through a depth profile to tune the absorber band gap. It is well known that grading the band 

gap of a solar cell is decisive for highly efficient solar cells. Double graded band gap (front and 

back) of the absorber is employed by varying the GGI and SSSe ratios. The absorber GGI back 

grading enhance the back surface field and hence enhance carrier collection [90]. It has been 

concluded before that the back grading will not have a significant influence on thick absorbers, 

where most of the carrier generation occur far from the back contact [91]. Front absorber SSSe 

grading is aimed to increase the band gap in the space charge region (SCR), to avoid 

recombination and to increase Voc [92]. 

Several simulation studies [93], [94], have been applied to investigate the impact of  GGI and 

SSSe on solar cell performance. Some conclusions have been drawn regarding the role of Ga 

and S in increasing the band gap. It has been reported that GGI mainly shifts up the conduction 
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band by 90% of the band gap increment, while the valence band is shifted down by the 

remaining 10%. SSSe grading, on the other hand, shifts the conduction band up and the valence 

band down in a proportion of 40% and 60% of the band gap increase, respectively. It has also 

been shown that increased GGI leads to smaller grain sizes [95]. Additionally, the efficiency 

can increase considerably if the absorber band-gap is around 1.48 eV, which properly matches 

the solar spectrum and yields efficiencies of about 22.95% [93]. The influence of a linear Ga 

profile on the temperature behavior of solar cells have been studied [42]. 

2.3.3 Post deposition treatment 

Post deposition treatment (PDT) of the absorber surface by heavy (Cs [96], Rb, K [16]), and 

light alkali metals (Li, and Na [97]–[99]) was introduced in 2013. Heavy alkali materials 

showed to be quite beneficial for the improvement of solar cells’ electrical parameters and led 

to a great achievement in boosting the device efficiency. This was attributed to a reduced band 

bending at grain boundaries, which reduces tail states and nonradiative recombination [100], 

minimizing conversion losses. 

2.4 Buffer layer 

The buffer layer is an intermediate layer between absorber and window layers that forms the p-

n heterojunction with the absorber, aiming for electrical conduction, transmission of photons, 

and enhancement of the lattice mismatch between the neighboring layers. This layer also 

provides stability to the device, and establish the electrostatic conditions inside the absorber 

film for the photovoltaic conversion [101]. 

Conventionally, CdS has been used as the buffer material with a fixed band gap, as it showed a 

good performance and high efficiency. In the last decade the use of Cd- free buffer materials 

like Zn(O, S), InxSy or SnS2 were intended to avoid toxic waste. The Zn(O, S) has been 

previously used as a buffer layer due to its higher transmission and better collection of short-

wavelength photons compared to CdS [102]. Its band gap can be tuned to optimize the 

buffer/absorber interface barrier for better transport properties and band alignment [103], [104]. 

Increasing carrier concentration, and optimizing the oxygen amount of Zn(O, S) can control the 

properties of conduction band offset (CBO) barrier which then reflects on the improvement of 

FF parameter [105]. 

The InxSy buffer doped with Na has been used due to its promising characteristics on achieving 

comparable efficiencies of 16.4% [106]. In addition, elemental diffusion to InxSy buffer could 
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be beneficial or detrimental depending on the segregated element. For example, Cu diffusion 

from CIGS to InxSy is known to degrade the electrical conductivity, and reduce the band gap of 

the InxSy buffer [107]. On the other hand, Na diffusion from soda lime glass substrate to InxSy 

buffer layer showed an increase in its band gap [108], [109]. 

2.5 Intrinsic (i)- layer 

This layer is commonly implemented to prevent damage to the absorber and buffer layers during 

the deposition of the front contact. Another purpose is to avoid current leakage through shunts 

due to its high resistivity. It has been reported that the implementation of intrinsic (i)-layer 

between the buffer and front contact is difficult to characterize, as it could be controlled by 

other process variables, some reported that omitting i-layer results in the reduction of Voc [110], 

hence reduction in the efficiency. Other reported no significance influence on the Voc unless the 

i-layer thickness is above 100 nm [111]. Often, i-ZnO is used as it showed to reduce the 

influence of shunts and the current leakage [111]–[113], although production with RF 

sputtering is costly. Another common alternative candidate that can be used is (Zn, Mg)O, it 

has a 3.3 eV band gap, which is  wider band gap than i-ZnO (3.2 eV) and can reduce the losses 

due to parasitic absorption [113]. 

2.6 Window layer 

The solar cell structure is terminated by the window layer. It is used to minimize the surface 

recombination velocity by reducing density of defects on the surface [105], [114], and to 

transport the current to an external circuit. The uncommonly achieved simultaneous 

characteristics of this layer is the coexistence of high electrical conductivity and optical 

transparency due to the reason that conductivity is proportional to mobility that can lead to free 

carrier absorption as a result of high charge density [115]. The most used front contacts are 

transparent conductive oxides (TCO) like Aluminum (Al)-doped ZnO with a band gap of 3.2 

eV [62] or indium-tin oxide (ITO) [116]. 
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Chapter 3 Physical Background 

3.1 Semiconductor physics 

Semiconductors are materials that need an external energy equal or greater than its band gap to 

start conducting electricity. Their conductivity properties are classified to be in between 

insulator and conductor. They are the building block of electronic devices such as light emitting 

diodes, transistors, cameras, lasers, detectors, solar cells, etc. 

The main difference between different materials’ properties lies in their band gap values and 

crystal structures, which results from the diverse arrangement of atoms and elemental 

composition, that all reflect on the material optical properties and are governed by the band 

structure. For instance, metals have no bandgap, while for energy gap larger than 3 eV materials 

are often considered as insulators [117]. 

A semiconductor can absorb a photon if its energy is greater than or equal to the bandgap. When 

this occurs, an electron with -q charge can be excited from valence band to move freely in the 

conduction band. The electron leaves a vacancy in the valence band with an opposite charge +q 

called a hole. This behaves as a quasi-particle that can be re-occupied by another electron either 

from a neighboring atom or due to recombination process. 

3.1.1 Effects of temperature on semiconductors 

At 0 K temperature, all electrons in a semiconductor are bonded tightly by their atoms and the 

valence band is thereby filled completely with electrons, whereas the conduction band is 

entirely empty. At this temperature, semiconductor will act as insulator, unless enough external 

energy, i.e. heat, is supplied to the semiconductor. Only then electrons can be excited to the 

conduction band and become free. At room temperature, a considerable number of electrons 

will be indeed excited from the highest occupied level in the valence band to the lowest 

unoccupied level in the conduction band. Therefore, it exhibits weak conductivity. Raising the 

temperature further will lead to a reduction in the bandgap energy of a semiconductor, this is 

ascribed to the larger interatomic spacing resulting from the increment of atomic vibrations due 

to rise of thermal energy by the intense thermal motion at high temperature. Since electrons 

must be excited by the energy difference between the conduction and valence band to be free 

[118], at higher T this energy will be easier to gain because the band gap shrinks. The bandgap 

energy as well as doping determine the electrical conductivity of semiconductor devices [119]. 
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A semi-empirical relation for the semiconductor bandgap variation with temperature was 

proposed by Varshni [120] 

 𝐸𝑔(𝑇) = 𝐸𝑔0 −
𝛼𝑇2

𝛽 + 𝑇
 (3.1) 

where Eg0 represents the bandgap of the material at 0 K, α and β are fitting parameters of the 

equation. The carrier density in the conduction band depends strongly on temperature and the 

band gap of the semiconductor. Under thermal equilibrium the intrinsic carrier concentration is 

given by equation (3.2) 

 𝑛𝑖
2 = 𝑁𝑐𝑁𝑣 ∗ 𝑒

−
𝐸𝑔
𝑘𝑇 (3.2) 

with 𝑁𝑐/𝑣 = 2(
2𝜋𝑚𝑒/ℎ

∗ 𝑘𝑇

ℎ2
)

3

2
 as the effective densities of states in the conduction and valence 

band, respectively, k is the Boltzmann constant, 𝑚𝑒
∗  and 𝑚ℎ

∗  are the corresponding effective 

masses of electrons and holes. Some studies revealed that those effective masses are 

temperature dependent [121]. The carrier concentration and their mobility are temperature 

dependent. 

Different intervals of temperature impact discernibly the free carrier concentration in a 

semiconductor. At temperatures below 100 K, the acceptors and donor’s dopant atoms do not 

have enough thermal energy to be fully ionized, this region is called the freeze-out or 

incomplete ionization regime. This is only true for a low doped non-degenerate semiconductor, 

where the occupation probability of states is determined by Fermi-Dirac distribution function 

 𝑓(𝐸) =
1

𝑒(
𝐸−𝐸𝐹
𝑘𝑇

) + 1
 

(3.3) 

At 0 K, for energy levels located below the Fermi level (EF), the probability of occupation 

would be 100%. Therefore, the valence band would be fully occupied by electrons. The contrary 

applies for energy levels above the EF, in the conduction band, the probability of an electron to 

occupy an energy level there is 0. At any temperature, the electron has a 50% probability to 

occupy a state with energy equal to the Fermi level energy. 

For a degenerate semiconductor, the Fermi level is inside the energy band level, not in the 

bandgap as is the case for a non-degenerate semiconductor. Depending on the type of dopants 

the Fermi level can then be inside the conduction band for n type, or inside the valence band 

for p type. Therefore, the semiconductor behaves in intermediate manner between a 
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semiconductor and a metal, because still the semiconductor has significantly less charge carriers 

than a metal. The fact that the Fermi level lies in the conduction band is owed to the merged 

levels of impurity atoms in close proximity. The interference of the impurities leads to the 

transformation from discrete energy levels to an energy band, which cancel the freeze out effect. 

At high doping density, the resulting broadening growth of the impurity’s bands would add a 

downwards or upwards shift towards the free main bands. At this point, there is no longer 

tangible cut between the free bands and the localized defects bands. Subsequently, the 

conductivity in a degenerate semiconductor is high at all temperatures and the freeze-out effect 

is not considered. Therefore, the type of semiconductor plays an important role in the 

conductivity’s temperature dependence. 

When the temperature range is higher than or equal to 100 K and less than 500 K, the 

semiconductor is in the so-called extrinsic regime. Surely, at this temperature most of the 

donors/acceptors have been already ionized and carriers can move freely in the corresponding 

bands. This region is also called saturation region where the density of dopants is similar as the 

density of ionized impurities, whereas for temperatures higher than 500 K the intrinsic carrier 

concentration exceeds the dopants concentration. 

The carrier mobility is an important parameter that describes the speed of carriers under an 

applied electric field, it indicates the performance of different semiconductor devices and hence 

the suitability for its applications. The mobility of a semiconductor is not only dependent on 

the applied electric field but also on the temperature. There are two types of scattering that 

influence the mobility significantly. The first type is scattering by lattice waves; it is a result of 

the increase in number of phonons with temperature. Consequently, the scattering time will 

decrease and thus the mobility decreases with higher temperature. The other scattering type is 

caused by the ionized impurities. It is created due to the electrostatic force between the ionized 

impurities and the carriers. Here, it also depends on the density of ionized impurities, which 

can enhance the scattering and thereby lower the mobility. Their effect is explained by the 

carriers’ thermal velocity: the higher the velocity the lower the interaction time with impurities 

it becomes. In turn, the scattering is reduced and the mobility increases. 

It is worth noting that the difference between a compensated and uncompensated semiconductor 

would also affect the mobility individually. For the case where there is an equal concentration 

of shallow donors and shallow acceptors in a compensated semiconductor, the shallow acceptor 

would capture the ionized donor’s electron instead of producing this electron to be free in the 

conduction band. This would ionize the existing shallow acceptor simultaneous to the ionization 
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of shallow donor. The resultant is a larger number of charged impurities, which as explained 

before, will reduce the mobility. Therefore, the mobility in an uncompensated semiconductor 

is higher than in a compensated semiconductor. Additionally, in an uncompensated 

semiconductor the mobility is temperature dependent because the change in shallow defects 

density with temperature will also reflect on scattering. On the other hand, for a compensated 

semiconductor where the opposite ionized charges of equal amount for both shallow defects 

will lead to neutral net charge that will not induce an electrostatic scattering force. Thus, the 

temperature dependence of mobility based on dopants scattering is strongly dependent whether 

it is a compensated or uncompensated semiconductor. In overall, the mobility changes with 

temperature in such way that the dominant mechanism would control its behavior. The resultant 

mobility is then a balance between the two counteracting mechanisms [122]. 

3.1.2 Recombination 

The radiative recombination determines the solar cell open circuit voltage and hence it can give 

an estimation about the maximum reachable conversion efficiency. Non-radiative 

recombination, on the other hand, is considered as a non-desired process that deteriorates the 

solar cell efficiency. In CIGS particularly, losses via recombination centers dominate the 

recombination processes, which have led to device efficiencies of around 20% [123]. The 

recombination depends strongly on the diffusion length of carriers. It is described as the average 

distance that carriers can travel before recombining. Likewise, the carrier’s lifetime is expressed 

by the average time taken to cover this distance. Since the mobility () is related to the diffusion 

length (L) through Einstein relation as 𝐿 = √
𝜏0𝜇𝑘𝑇

𝑞
, where 𝜏0 is the minority carrier lifetime, the 

diffusion length is also temperature dependent.  

The recombination mechanisms that can take place in semiconductors are, (i) band to band 

recombination (radiative), (ii) Shockley, Read and Hall (SRH) trap assisted recombination 

(non-radiative) and (iii) Auger recombination (non-radiative) and (iv) Surface recombination 

(non-radiative). These can be visualized in Figure 3. The first mechanism emits the energy of a 

recombined electron in form of a photon, that is why it is called radiative recombination. This 

mechanism in direct band gap semiconductors like CIGS emits all the energy in the form of 

photons. The second mechanism releases the recombination’s energy in form of phonons that 

are responsible of increasing the device’s absorber temperature. For Auger recombination, the 

excess energy of recombination is transferred to another carrier in form of kinetic energy that 

serves as an accelerator for a third carrier, thus it thermalizes and emits phonons as well. Lastly, 
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Surface recombination can occur at the boundaries of the semiconductor, where atoms have 

dangling bonds due to missing bonding partners. These dangling bonds are very abundant and 

act as defect states through which minority carriers can recombine. It must be noted that even 

for high quality absorbers like in monocrystalline Si solar cells, the Auger recombination as 

well as surface recombination govern the electrical properties [76]. 

 

Figure 3: Recombination mechanisms present in semiconductors. (a) Band to band recombination, (b) Auger 

recombination, (c) Shockley, Read Hall recombination, and (d) Surface recombination. 

3.1.3 Working principle of solar cells 

In dark conditions, when a p-doped semiconductor and n-doped semiconductor get in contact, 

the difference in chemical potential due to the difference in carrier concentration will drive a 

diffusion current. This current is a result of majority charge carrier’s diffusion in both types of 

semiconductors in opposite directions. Due to diffusion of electrons from n type side to the p 

type side, an accumulation of static positive charge in the n type side will be present. As well, 

the p type side will accumulate a static negative charge. The vicinity of the junction will be 

depleted from charge carriers. This region is known as the space charge region. Due to the 

difference in static charges between the two sides, an electric field will be induced inside the 

SCR, whereas the regions outside the depletion region where the electric field is almost zero 

are referred as quasi neutral regions. This electric field will push electrons in a direction 

opposite to diffusion current, from p side to the n side. This current is called drift current or 

minority carriers current, which counteracts the diffusion current in the opposite direction. This 

process will equilibrate at some point (the diffusion current is counterbalanced with the drift 

current). This state of the p n junction is called thermal equilibrium condition. At this condition, 

the Fermi level is completely flat through the whole device (Figure 4a).  
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Figure 4: Simplified band diagram of a p-n junction (a) at dark, (b) at short circuit conditions, and (c) at open 

circuit conditions. 

Under illumination conditions, this equilibrium condition is disrupted, and the Fermi level will 

split due to the generation of electrons in the p side, similarly for holes in n side. Therefore, 

each carrier type concentration will no longer be described by a single Fermi level as in thermal 

equilibrium. Instead, a quasi-Fermi level is employed to describe the carrier statistics for each 

energy band as 

 𝑛 = 𝑁𝑐 ∗ 𝑒
−(
𝐸𝑐−𝐸𝐹,𝑛
𝑘𝑇

)
 (3.4) 

 
𝑝 = 𝑁𝑣 ∗ 𝑒

−(
𝐸𝐹,𝑝−𝐸𝑣
𝑘𝑇

)
 (3.5) 

The p and n product therefore is 

 𝑝𝑛 = 𝑛𝑖
2 ∗ 𝑒

𝐸𝐹,𝑛−𝐸𝐹,𝑝
𝑘𝑇  (3.6) 

After the generation of electrons in the p side, if the electron has a sufficient diffusion length to 

reach the SCR, it will be driven by the electric field towards the n side, and similarly holes 

generated in the n side will be drifted to the p side. Consequently, a gradient in electrochemical 

potential at both p and n terminals will be induced due to the opposite charge accumulation in 

both semiconductors. 

In open circuit conditions, the voltage obtained from this gradient in chemical potential is the 

maximum voltage that a solar cell can provide when there is no more current flow (Figure 4c). 

If the circuit is not open and is connected with a wire with no load, this current generated will 

recombine through the external circuit and no electrochemical potential is present. This state is 

called short circuit condition, where the maximum current of the cell is measured at zero voltage 

(Figure 4b). If the cell is connected to an external load, the separation of charge by the electric 

field will contribute to the current, here the role of the back and front metal contact come into 

play to extract different carriers correspondingly. Holes extracted from the back contact and 

electrons from the front contact, resulting in a net flow of current in the external load. Hence, 

the load is fed and can generate power under illumination. 



Chapter 3 Physical Background 

19 

 

3.2 Diode models and solar cell equivalent circuits 

The dark JV characteristics of a solar cell are typically described with the ideal diode model, 

expressed as 

 𝐽(𝑉) = 𝐽0,1(𝑒
𝑞𝑉
𝑘𝑇 − 1) (3.7) 

where q is the elemental charge, V is the applied voltage and J0 is referred as the diffusive dark 

saturation current, which is expressed as 

 𝐽0,1 = 𝑞 (
𝐷𝑒
𝐿𝑒𝑁𝐴

+
𝐷ℎ
𝐿ℎ𝑁𝐷

)𝑛𝑖
2 (3.8) 

where De and Dh are the electron and hole diffusion constants, respectively, Le and Lh are the 

mean diffusion lengths for electrons and holes, respectively, NA is the acceptor density, and ND 

is the donor density. This model assumes that the space-charge region is sharply separated from 

the quasi-neutral region, as well as neglecting the current contribution from carriers generated 

in the SCR. Only carries diffusing from the quasi-neutral region are considered to contribute to 

the current.  

Under illumination conditions, the ideal one diode model reads 

 𝐽(𝑉) = 𝐽𝑑𝑖𝑜𝑑𝑒,1(𝑉) − 𝐽𝑝ℎ = 𝐽0,1 (𝑒
𝑞𝑉
𝑘𝑇 − 1) − 𝐽𝑝ℎ (3.9) 

where Jph is the photogenerated current. An equivalent circuit of an ideal solar cell is shown in 

Figure 5. 

 

Figure 5: Equivalent circuit for an ideal single junction solar cell 

At low light intensities, the dark saturation current density can be dominated by recombination 

in the SCR. In this case, the dark saturation current density can be expressed as [124] 

 𝐽0,2 =
𝑛𝑖𝑊𝑆𝐶𝑅𝑘𝑇

2(𝑉𝑏𝑖 − 𝑉)𝜏0
 (3.10) 
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where 𝜏0 is the carrier lifetime, Vbi is the built- in voltage, and WSCR is the SCR width. The 

diode equation under illumination conditions would then read 

 𝐽(𝑉) = 𝐽0,2 (𝑒
𝑞𝑉
2𝑘𝑇 − 1) − 𝐽𝑝ℎ (3.11) 

In a solar cell where both bulk and SCR recombination mechanisms can be present at the same 

time. Then, the expression for the current of the illuminated solar cell would be 

 𝐽(𝑉) = 𝐽0,1 (𝑒
𝑞𝑉
𝑘𝑇 − 1) + 𝐽0,2 (𝑒

𝑞𝑉
2𝑘𝑇 − 1) − 𝐽𝑝ℎ (3.12) 

This can be represented as two diodes in parallel with a current source, as seen in Figure 6. 

 

Figure 6: Equivalent circuit for a single junction solar cell with two recombination mechanisms. 

This model is commonly expressed as a single diode with an added factor in the exponential 

term as 

 𝐽(𝑉) = 𝐽0 (𝑒
𝑞𝑉
𝑚𝑘𝑇 − 1) − 𝐽𝑝ℎ (3.13) 

This model is insufficient for less efficient cells, where multiple recombination mechanisms 

and the effects of parasitic series and shunt resistances are relevant. In this case, a more realistic 

diode model can be represented as 

 𝐽(𝑉) = 𝐽0 (𝑒
𝑞(𝑉−𝐽𝑅𝑠)
𝑚𝑘𝑇 − 1) +

𝑞(𝑉 − 𝐽𝑅𝑠)

𝑅𝑠ℎ
− 𝐽𝑝ℎ (3.14) 

where Rs and Rsh are the series and shunt resistances, respectively. The parameter m is referred 

as the “ideality factor”. It can have values between 1 and 2, as well as it can provide information 

of the dominant recombination mechanism present in the solar cell: m=1 is observed for 

recombination occurring in the quasi-neutral region or the interface of the p-n junction, while 

m=2 indicates a dominant recombination in the space-charge region. Values in between are 

indication of a mixture of the recombination mechanisms mentioned previously. J0 is given by 
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 𝐽0 = 𝐽00𝑒
−
𝐸𝐴
𝑚𝑘𝑇 (3.15) 

with activation energy EA, and a prefactor J00 dependent on the recombination mechanism 

dominating J0 [62]. The equivalent circuit is shown in Figure 7. 

 

Figure 7: Equivalent circuit for a non-ideal solar cell, where effects of shunt and series resistances are 

present. 

An example of dark and an illuminated JV curves are shown in Figure 8a. It is known that in 

CIGS solar cells, the superposition principle does not hold, and the dark and illuminated JV 

curves often cross together, which happens when the photocurrent is voltage dependent. A 

detailed explanation on the superposition failure can be found in reference [125].  

Another common artifact seen on CIGS JV curves, is the so-called rollover effect, which 

consists of an increase of resistance at forward bias larger than Voc. This happens due to the 

presence of transport barriers for majority carriers. This effect becomes more evident at low 

temperatures, where the thermionic emission current cannot overcome the interface potentials 

between layers in the cell’s structure (see Figure 8b). 

The red kink or double diode effect is also a commonly observed effect on IV curves of CIGS 

solar cells when illuminated with high wavelength light (as seen in Figure 8b). Under such 

illumination conditions, photons can only be absorbed in the absorber layer. If a high barrier at 

the buffer/absorber interface is present, minority carriers will not be efficiently collected under 

forward bias conditions. This is evident in generally low FF values. Another cause of this effect 

is due to the presence of a p+ layer in the front near-interface region of the absorber, where the 

accumulation of a large density of negative charge leads to the formation of a conduction band 

barrier in this region of the absorber, which consequently, also affects the carrier collection 

efficiency. 
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Figure 8: (a) Dark and illuminated JV curves of a CIGS sample, showing a crossover effect. (b) JV curves of 

a CIGS sample at different temperatures, where the effects of a red kink and the rollover of the curves are 

present. 

3.3 Efficiency losses 

In principle, a solar cell can be described as an energy converter of the sun´s thermal energy 

and transform it into electrical energy. Therefore, as any heat engine, it is subject and limited 

by the laws of Thermodynamics. Nevertheless, it differs from a Carnot engine in the sense that 

the incoming energy from the sun is through photons and not heat. 

In a single junction solar cell, efficiency conversion losses can be categorized in extrinsic and 

intrinsic loses. Extrinsic losses include series/shunt resistances, parasitic recombination, and 

grid shadowing, just to name a few. In theory, these could be avoided by improving the 

fabrication approaches. Intrinsic losses, on the other hand, cannot be avoided even in an 

idealized solar cell. Five types of intrinsic losses can be considered: (1) Incoming photons with 

energy smaller than the energy band gap of the solar cell will not be absorbed, and therefore 

will not contribute to the generation of carriers (< Eg loss). (2) For absorbed photons with 

energies larger than Eg, a further loss is observed in the form of thermalization of excited 

carriers, where their excess of energy is transmitted to the crystal lattice in the form of phonons 

(thermalization loss). (3) According to Kirchhoff’s law, any light absorber semiconductor also 

behaves as a light emitter. As voltage is built in the solar cell, this expected emission rate is 

increased, resulting in energy lost in the form of photon emission (emission loss). (4) According 

to the second law of thermodynamics, any engine that converts energy into work (or into 

another type of energy), requires to lose some of the input energy in the form of heat. For a 

solar cell, this is seen as a voltage loss during carrier separation (Carnot loss). (5) Finally, 

another energy loss is present due to the angle mismatch between absorption and emission of 
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photons in the solar cell, resulting in an increase of entropy due to the increased number of 

photon modes (Boltzmann loss). In Figure 9, these losses are represented in a solar cell band 

diagram. There, it is possible to differentiate the impact of each loss either on the current or the 

voltage of the cell. 

 

Figure 9: Intrinsic loss mechanisms present in a single junction solar cell. 

As described above, a solar cell can be considered an energy converter device, where the energy 

source is the sun. Here, the sun can be modelled as a blackbody, emitting its characteristic 

~6000 K spectrum. Due to the large distance between the sun and the earth, the solid angle of 

absorption of the solar cell will be very small. Furthermore, as a voltage is built in the solar cell, 

its light emission will increase, but with a larger solid angle. Both light absorption and emission 

on the solar cell can be described by the total photon emission flux n(E,Tem,µ,Ω) with the 

generalized Planck equation 

 𝑛(𝐸, 𝑇𝑒𝑚, 𝜇, Ω) =
2Ω

𝑐2ℎ3
𝐸2

𝑒
𝐸−𝜇
𝑘𝑇𝑒𝑚 − 1

 
(3.16) 

where E is the photon energy, Tem is the emitting body’s temperature, c is the speed of light in 

vacuum, h is Planck’s constant, Ω is the solid angle, and µ is the chemical potential of the 

source. 

From a detailed balance perspective, under optimum power generation conditions, assuming 

transmission of all photons with sub bandgap energies, and no other parasitic recombination 

losses, the generated photocurrent in a solar cell can be expressed as the difference between the 

absorbed and emitted photons [126]  
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 𝐽𝑚𝑝𝑝 = 𝑞∫ 𝑛𝑎𝑏𝑠(𝐸, 𝑇𝑠𝑢𝑛, 0, Ω𝑎𝑏𝑠)𝑑𝐸
∞

𝐸𝑔

− 𝑞∫ 𝑛𝑒𝑚𝑖𝑡(𝐸, 𝑇, 𝑉𝑚𝑝𝑝, Ω𝑒𝑚𝑖𝑡)𝑑𝐸
∞

𝐸𝑔

 
(3.17) 

where Ωabs and Ωemit are the solid angles of absorption and emission, respectively. Tsun and T 

are the temperatures of the sun and the solar cell, respectively. µcell=Vmpp is the voltage of the 

cell under maximum power conditions. For the sun, µsun=0 as it is modelled as a blackbody. 

Ultimately, Jmpp ends up being a function of Eg and V. 

The efficiency η of the solar cell is calculated as 

 𝜂 =
𝑃𝑚𝑝𝑝

𝑃𝑖𝑛
=
𝐽𝑚𝑝𝑝𝑉𝑚𝑝𝑝

𝑃𝑖𝑛
 (3.18) 

with Pin being the total incident light power. Jmpp is a function of Eg and V, both being 

independent variables. Therefore, there is an ideal efficiency reachable under optimized Eg and 

V, that can be found by solving two partial differential equations: 

 (
𝜕𝜂

𝜕𝑉
)
𝐸𝑔

= 0 (3.19) 

 
(
𝜕𝜂

𝜕𝐸𝑔
)
𝑉

= 0 (3.20) 

The first condition gives information about the ideal Eg in a solar cell. The second condition 

can be solved analytically by using the Boltzmann approximation in the denominator of 

Planck’s generalized equation, yielding [127]  

 𝑞𝑉𝑚𝑝𝑝 = 𝐸𝑔 (1 −
𝑇

𝑇𝑠𝑢𝑛
) − 𝑘𝑇 ln (

𝛺𝑒𝑚𝑖𝑡
𝛺𝑎𝑏𝑠

) (3.21) 

This relation gives two of the intrinsic voltage losses present in a solar cell. The first term in 

the right side of the equation refers to the Carnot loss due to energy transformation, while the 

second term refers to the Boltzmann loss due to different angles of incoming and emitting light 

on the cell [127]. 

Table 1 shows an overview of all five intrinsic energy losses in a single junction solar cell. 

There, it is evident that only the losses coming from the detailed balance analysis (3-5) are 

sensible to T, where increasing cell temperatures generate larger losses. This is the fundamental 

reason of why solar cells become less efficient as their temperature increases. Furthermore, 

Carnot and Boltzmann losses increase linearly with temperature. In fact, also Emission losses 

vary approximately linearly with temperature, if while solving its integral using Boltzmann’s 
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approximation, neglecting the -1 in the denominator and simplifying depreciable terms during 

integration by parts [38], results in 

 𝐸𝑚𝑖𝑠𝑠𝑖𝑜𝑛 𝑙𝑜𝑠𝑠 ≈ 𝑇 (
2Ω𝑒𝑚𝑖𝑡
𝑐2ℎ3

𝑘 𝐸𝑔
3 𝑒

−
𝐸𝑔
𝑘𝑇𝑠𝑢𝑛

−ln(
𝛺𝑒𝑚𝑖𝑡
𝛺𝑎𝑏𝑠

)
) (3.22) 

being clearly linear with T. This explains why solar cell efficiency decreases linearly with 

temperature, on the temperature range of common operation. 

Table 1. Mathematical description of intrinsic energy losses in a single junction solar cell. 

(1) <Eg loss 
2Ω𝑎𝑏𝑠
𝑐2ℎ3

∫
𝐸2

𝑒
𝐸

𝑘𝑇𝑠𝑢𝑛 − 1

𝐸 𝑑𝐸
𝐸𝑔

0

 

(2) 
Thermalization 

loss 

2Ω𝑎𝑏𝑠
𝑐2ℎ3

∫
𝐸2

𝑒
𝐸

𝑘𝑇𝑠𝑢𝑛 − 1

(𝐸 − 𝐸𝑔) 𝑑𝐸
∞

𝐸𝑔

 

(3) Emission loss 
2Ω𝑒𝑚𝑖𝑡
𝑐2ℎ3

𝐸𝑔∫
𝐸2

𝑒
𝐸−𝑞𝑉𝑚𝑝𝑝

𝑘𝑇 − 1

 𝑑𝐸
∞

𝐸𝑔

 

(4) Carnot loss 𝐸𝑔 (
𝑇

𝑇𝑠𝑢𝑛
) 𝐽𝑚𝑝𝑝 

(5) 
Boltzmann 

loss 
𝑘𝑇 ln (

𝛺𝑒𝑚𝑖𝑡
𝛺𝑎𝑏𝑠

) 𝐽𝑚𝑝𝑝 

 

3.4 Metastabilities in CIGS 

 

3.4.1 Light soaking 

The photovoltaic device performance exhibit alteration during illumination, such as reversible 

metastability. The magnitude of these light induced effects depends on the device technology 

[50], for instance multijunction solar cells have less sensitivity towards light induced changes 

than single junction devices. Therefore, it is necessary to characterize devices under short, and 

long-term light exposure to have an adequate performance characterization and that is known 

as light soaking (LS). Apart, from IV curve stabilization, it is known to improve the 

performance of some solar cells depending on the fabrication and structures [128]–[130], it is 

commonly observed that p-doping increases in CIGS absorbers upon LS [131], thereby, its 

carrier concentrations also change and results in Voc change. In CIGS modules, it has been 

reported that the metastability occurred due to light exposure results from the charging and 
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discharging of defects in the buffer absorber interface, additionally, due to the persistent 

photoconductivity effect in the bulk [132]. 

3.4.2 Buffer photoconductivity effect 

The photoconductivity effect in thin film solar cells results from the buffer layer, when it is 

compensated by mid gap trap states and generated electron-hole pairs are involved in secondary 

effects. Under illumination, the buffer free minority carrier concentration increase based on the 

change of trap occupation, and the n-type conductivity increase under blue light illumination. 

Consequently, the Fermi level in the buffer shifts closer to the conduction band, which will 

reduce the barrier in the buffer/absorber interface. This will cause the carrier collection to 

increase significantly [133]. 

 

Figure 10: Buffer photoconductivity mechanism activated with blue light. (a) Buffer with reduced donor 

concentration due to trapped electron in deep traps. (b) hole-electron pairs generated due to blue light 

absorption, where trapped electrons recombine with photogenerated holes. (c) Overall resulting in the 

recovery of the donor concentration and consequent raise of the Fermi level, leading to an improved built-in 

electric field in the p-n junction. 
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Chapter 4 Experimental and characterization 

techniques 

In this section, an overview on optical and electrical characterization techniques and methods 

specified for extracting physical parameters will be introduced briefly. The main aim of 

characterization methods is to determine the loss mechanisms in solar cells along with the 

influence of modified fabrication strategies on the device parameters and efficiency. Therefore, 

establishing series of reasonable experiments are significant for modelling different behaviors 

of the parameters at different realistic conditions. This leads to the basic development of further 

optimization regarding fabrications. Additionally, it would be possible to correlate crucial loss 

mechanisms to the corresponding cell modification and conclude on methods to prevent such 

deficiency in the output power. 

4.1 Characterization methods 

 

 

Figure 11: Schematic of general characterizations realized on all studied CIGS solar cells. 

4.1.1 Standard IV measurements and solar cell parameters 

The IV set-up comprises a halogen lamp light source (Photo Emission Tech SS100AAA), to 

mimic the standard condition spectrum (AM1.5g). The solar simulator was left on for about 

two hours to properly stabilize it. After that, its light intensity was adjusted using a Si solar cell 

reference with calibrated Jsc value at 1000 W/m2 and 25 °C conditions. In addition, a height 
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adjustable sample stage was used to compensate for the thickness mismatch between the 

reference cell and the cell under investigation. The stage is adapted to a temperature water 

cooler to set the cell’s temperature to 25°C, which was monitored by a sensor coupled to a 

dummy CIGS cell. Light intensity variations were realized by using diverse optical density 

filters with multiple transmittance values, ranging from ~95% to ~18% transmission on light 

with wavelengths over 300 nm. Solar cells’ active areas were measured in a Ritzroboter setup, 

using the software Dino Capture. 

The voltage source and the current measurement units are combined in a Keithley 2400 device. 

To avoid parasitic resistances between the solar cell and the metallic probes, four-point 

measurements were carried out. Two probes were used to apply the voltage between the cell’s 

contacts and two more were used in parallel to measure the output current. The voltage range 

applied on the solar cell was from -0.2V to 1V, and a compliance current of 0.1A to protect the 

solar cell. 

IV measurements are a fundamental characterization technique for solar cells. With them, 

conversion efficiencies and other solar cells parameters can be obtained. In Figure 12, an 

overview of all solar cell parameters obtained from a typical IV measurement are shown. Under 

illumination and no bias, the solar cell produces current that is dependent on the illuminated 

area and the illumination intensity. This current normalized to the active cell area value is called 

short-circuit current density Jsc, which is known to be the maximum current density that flows 

through the cell at zero load conditions. The voltage under open-circuit conditions (no current 

flow) is called open-circuit voltage (Voc). The power at maximum power point (Pmpp) is the 

highest value of power a solar cell can produce. 
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Figure 12: Representative example of an JV curve of an illuminated solar cell (red) and the corresponding P-

V curve. 

The fill factor (FF) is calculated as 

 𝐹𝐹 =
𝑃𝑚𝑝𝑝

𝑉𝑜𝑐 ∗ 𝐽𝑠𝑐
 (4.1) 

It is a measure of the squareness of the JV curve. It can be reduced by parasitic series/shunt 

resistive losses. The shunt resistance Rsh is the slope of the IV curve around 0V. It is required 

to have high Rsh value to avoid current losses in shunt paths. Conversely, a low series resistance 

Rs is desired to avoid voltage losses. The ideality factor determines the junction quality as well 

as the type of recombination in a solar cell. It typically takes values from 1 to 2 but it can be 

higher than 2 in case of high defect densities [134] , which will reflect negatively on the Voc and 

FF (see Chapter 7). The extraction of the series and shunt resistances Rs and Rsh, diode ideality 

factor m and the saturation current density J0 are realized by following the procedure proposed 

by Hegedus et al. [135]. 

4.1.2 Parameter’s extraction. Hegedus method 

Although basic solar cell parameters Voc, Jsc, FF, Pmpp and efficiency (η) are good indicators of 

its performance, there is plenty of information regarding parasitic losses that can be obtained if 

the whole JV curve is analyzed. For this, four different plots are necessary, where comparisons 

between dark and white light illuminations are made. These are: 

(a) Standard JV curve. Where sufficient data from the first and third quadrant is present, in 

order to observe non-idealities, as described in equation (3.14). 
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(b) Plot of dJ/dV vs V near Jsc and reverse bias. As the diode current is negligible in this 

bias region, the shunt resistance can be extracted, assuming it has an ohmic behavior. 

(c) Plot of dV/dJ vs (J+Jsc)
-1. From equation (3.14) it yields 

 
𝑑𝑉

𝑑𝐽
= 𝑅𝑠 +

𝑚𝑘𝑇

𝑞
(𝐽 + 𝐽𝑠𝑐)

−1 (4.2) 

considering Rs/Rsh<<1. This plot will give a straight line, whose intercept with the Y-

axis is Rs and its slope is mkT/q, from where m can be obtained. If the effect of Rsh is 

not negligible, the X-axis can be (J+Jsc-V/Rsh)
-1 instead. 

(d) Plot of ln(J+Jsc) vs (V-RsJ) after having acquired the value of Rs from plot (c). 

Rearranging equation (3.14), results in  

 ln(𝐽 + 𝐽𝑠𝑐) = ln (𝐽0) +
𝑉 − 𝑅𝑠𝐽

𝑚𝑘𝑇
 (4.3) 

Here, a linear region would indicate a proper fit to the diode equation (3.14), where the 

intercept with the Y-axis indicates J0, and the slope is q/mkT, so m can be calculated 

again and compared with the value obtained from plot (c) [135]. If Rsh is not large 

enough, the Y-axis can be represented by ln(J+Jsc-V/Rsh) instead. 

4.2 Light soaking treatment 

To account for the stability of all solar cells under white light conditions, IV measurements 

under different illumination times were performed. For all measured cells, it was shown that 

their parameters changed with illumination time and stabilized after ca. 2 hours of white light 

exposure. In Figure 13, graphs show the evolution of Voc, and FF for representative examples 

of the studied cells. 
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Figure 13: Light soaking studies for cells A-E. As light exposure passes, solar cell parameters stabilize. 

4.3 IV-temperature dependent measurements 

IV measurements were further taken at different temperatures. These measurements provide 

information about the solar cell’s recombination mechanisms, as well as solar cell parameters’ 

sensitivity towards temperature variations. Also, it can give information about the existing 

heterostructure interface barriers.  

Characterization was performed inside a closed-cycle helium cryostat using a xenon lamp 

spectrally adjusted by a water filter as light source. IV measurements were taken in a 

temperature interval of 293 to 323K, in steps of 5K. The cell temperature was controlled by a 

Lake Shore 336 unit and monitored by a Si-diode sensor mounted directly on top of the cell, 

near the active area. IV recordings were realized with a Keithley 2400 in a four-point probe 

arrangement to avoid parasitic resistances between contacts. The applied voltage interval was 

from -0.2 to 1V and a compliance current of 0.1A was used. A revolver between the lamp and 

the sample allows to select between multiple density filters (1, 0.5, 0.2 suns), and a red-light 

filter (>600 nm) for illumination measurements. 

To account for error in the measurements, a test cell was measured five times under the 

conditions mentioned above. The position of the solar cell on the sample holder was kept 

exactly the same in each of the measurements to assure identical illumination area (see 

Supplementary information Table S. 1). 

Solar cell temperature coefficients 

As described in Section 3.3, solar cell efficiencies tend to decrease linearly with temperature. 

This linear trend is also similar to the rest of solar cell parameters. For this reason, it is practical 

*Light soaking measurements made in collaboration with Dr. Hippolyte Hirwa. 
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to express the temperature sensitivity of solar cell parameters with a single temperature 

coefficient (βX, rel) value, normalized to the corresponding parameter value at 298K (X298K), as 

 
𝑋,𝑟𝑒𝑙

 =100 
1

𝑋298𝐾

𝑋,𝑎𝑏𝑠

 =100 
1

𝑋298𝐾
 
𝑋(𝑇2) − 𝑋(𝑇1)

𝑇2 − 𝑇1
 (4.4) 

where X is the parameter of interest, 
𝑋,𝑎𝑏𝑠

 is the absolute temperature coefficient, and the 100 

factor is included to express βX, rel in %/K units. 

Considering a linear decrease of Voc, Jsc, FF and Pmpp with temperature, a relation between the 

temperature coefficients of all these four parameters can be assessed. Recovering the expression 

of Pmpp 

 𝑃𝑚𝑝𝑝(𝑇) = 𝑉𝑜𝑐(𝑇) ∗ 𝐽𝑠𝑐(𝑇) ∗ 𝐹𝐹(𝑇) (4.5) 

By differentiating equation (4.5) with respect to temperature, and dividing the result by equation 

(4.5), it yields 

 
𝑃𝑚𝑝𝑝,𝑟𝑒𝑙

= 
𝑉𝑜𝑐,𝑟𝑒𝑙

+ 
𝐽𝑠𝑐,𝑟𝑒𝑙

+ 
𝐹𝐹,𝑟𝑒𝑙

 
(4.6) 

It has been reported that, for high quality solar cells, the contribution of 
𝑉𝑜𝑐,𝑟𝑒𝑙

 to 
𝑃𝑚𝑝𝑝,𝑟𝑒𝑙

 can 

be of up to 90% of its value [34]. Therefore, it is worth describing the behavior of the 

temperature coefficient of Voc. 

Green proposed a dark saturation current in the form of 

 𝐽0 = 𝐴𝑇
𝛾′e−

𝐸𝑔0
𝑚𝑘𝑇 (4.7) 

where A is a parameter independent of temperature, Eg0 is the absorber band gap at 0K, and γ’ 

accounts for the temperature dependence of a range of microscopic processes, like diffusion 

lengths, carrier mobilities or effective densities of states [136]. 

By using equation (3.14) and assuming Rs=0 and Rsh →∞, and combining it with equation (4.7), 

the open circuit voltage can be expressed as 

 𝑉𝑜𝑐 =
𝐸𝑔0

𝑞
−
𝑚𝑘𝑇

𝑞
ln (

𝐴𝑇𝛾′

𝐽𝑠𝑐
) (4.8) 

By taking its derivative respect to temperature, it gives 

 𝛽𝑉𝑜𝑐,𝑎𝑏𝑠 =
𝑑𝑉𝑜𝑐
𝑑𝑇

= −
1

𝑞

(𝐸𝑔0 − 𝑞𝑉𝑜𝑐) + 𝛾𝑘𝑇

𝑇
 (4.9) 

where γ represents the product (m γ’). 
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4.4 External Quantum efficiency 

The photovoltaic external quantum efficiency (EQE) is defined as the ratio of incident photons 

to extracted electrons, it is equivalent to a solar cell’s spectral response (SR), which is 

determined by the amount of current density produced by the incident power radiation. 

 𝑆𝑅 =
𝐽𝑜𝑢𝑡(𝜆)

𝑃𝑖𝑛(𝜆)
 (4.10) 

The EQE can then be obtained as 

 𝐸𝑄𝐸(𝜆) = 𝑆𝑅 
ℎ𝑐

𝑞𝜆
 (4.11) 

The short circuit current density can be obtained by the multiplication of SR with the 

illumination spectrum and integrating over the wavelength range as 

 𝐽𝑠𝑐 = ∫ 𝑃𝐴𝑀1.5𝑔(𝜆) ∗ 𝑆𝑅(𝜆)𝑑𝜆
∞

0

= 𝑞∫ 𝑃𝐴𝑀1.5𝑔(𝜆) ∗
𝜆

ℎ𝑐
∗ 𝐸𝑄𝐸(𝜆)𝑑𝜆

∞

0

 (4.12) 

where PAM1.5g is the incident spectral power density (in W/cm2 nm). Ideally, the Jsc obtained 

from IV and EQE measurements should be similar, however this is not always the case, as the 

spectral mismatch between lamps and the actual solar spectrum can occur [135]. This 

measurement gives information on density of electrons that are extracted from a solar cell 

device corresponding to a specific wavelength of incident photons. 

Ideally, the ratio between extracted minority carriers to incident photons should be equal unity, 

whereas the quantum efficiency is zero when the incident photons have an energy below the 

band gap, since they are not being absorbed. In such ideal case, the EQE spectrum is represented 

as a squared shape. In a more realistic case, the EQE is less than one due to the associated loss 

mechanisms [137].  

Minimum band gap energy determination 

The common approach to determine the band gap of thin film solar cells rely on the study of 

the low-energy wing of EQE measurements. There are multiple methods used to extract the 

band gap from this region, each of them with their limitations. Two of the most commonly used 

ones are stated below: 

• (𝐸𝑝ℎ ∗ ln(1 − 𝐸𝑄𝐸))
2
𝑣𝑠 𝐸𝑝ℎ plot: For the case of direct band gap absorbers, this 

method assumes an absorption coefficient α through the absorber of the form 𝛼 ∝
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√𝐸𝑝ℎ − 𝐸𝑔,𝑚𝑖𝑛. In this case, the plot gives a straight line in the low-energy values and 

its intersection with the X-axis gives the Eg,min value. Although this method gives 

reliable results in non-graded high-quality absorber solar cells, it fails when used to 

obtain the Eg,min of a graded absorber, as in the case of most CIGS solar cells. The failure 

in this method is due to inappropriate linear fitting intervals, which is user dependent, 

and the non-square root behavior of α on these absorbers [138].  

• Peak of d(EQE)/dλ: Multiple works interpret the peak position of the EQE derivative in 

the high wavelength region as Eg,min [139], [140]. This method appeared to be more 

robust since it is not affected by subjective linear fitting regions, as in the previous 

case[141]. Although this method has been criticized as “unphysical”[142], further 

studies have proposed it as an “external” property of the solar cell, instead of an 

“internal” one (like the previous method) [140]. The derivative method has served to 

consistently study solar cells’ Voc losses, by using only externally measured properties 

[140]. 

In Figure 14, a comparison of both extraction methods is shown. Clearly, the linear 

extrapolation method differs from the derivative method by about 25 meV. For the solar cells 

used in this work, band gaps were extracted with the derivative method. 

 

Figure 14: Eg,min extraction approaches from EQE measurements. 

4.5 CV measurements 

Capacitance-voltage (CV) measurements are a widely used method to obtain the doping density 

of CIGS solar cells as well as the width of the space charge region (SCR). This is achieved by 

applying a small AC signal offset with a varying DC voltage. The former allows to obtain the 

capacitance of the junction, and the latter gives information about the SCR width (WSCR). The 
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capacitive characteristics of a single junction solar cell can be approximated by a resistor in 

parallel with a capacitor. Some assumptions are generally taken into account when analyzing 

the solar cell capacitance. The depletion approximation considers an abrupt end of the SCR, 

and that it is totally emptied of free carriers. In this condition, an applied bias will change the 

WSCR. Furthermore, the charge density inside the SCR is estimated to stay constant. In order to 

avoid the contribution of defect states to the capacitance, a high enough AC frequency must be 

used. The capacitance of the solar cell can then be approximated to a parallel plate capacitor as 

 𝐶 = 𝜀
𝐴

𝑊𝑆𝐶𝑅(𝑉)
 (4.13) 

where ε is the permittivity of the junction and A is its cross-sectional area. 

CIGS solar cells’ p-n junctions are typically one sided, which means that the doping densities 

on each side of the junction vary by some orders of magnitude. In this case, the WSCR extends 

along the least doped side and can be expressed as 

 𝑊𝑆𝐶𝑅 = [
2𝜀

𝑞𝑁𝐴
(𝑉𝑏𝑖 + 𝑉 −

𝑘𝑇

𝑞
)]
1/2

 (4.14) 

The CV analysis via the Mott-Schottky evaluation can be used to infer the doping density of 

the CIGS absorber. Assuming a constant acceptor density through the whole absorber, the Mott-

Schottky equation reads 

 
1

𝐶2
=

2

𝑞𝐴2𝜀𝑁𝐴
(𝑉𝑏𝑖 + 𝑉 −

𝑘𝑇

𝑞
) (4.15) 

By plotting 1/C2 vs V, the acceptor density can be obtained from the slope, followed by the Vbi 

from the intersection with the Y-axis. 

 

4.6 Glow discharge optical emission spectroscopy 

Glow discharge optical emission spectroscopy (GDOES) is an extensively used 

characterization technique to analyze quantitively and qualitatively the chemical composition 

of the materials under investigation as a function of their gradient profile depth. The device 

consists of a small glow discharge chamber with an aperture where a sample is mounted facing 

to the inside. The glow discharge chamber is filled with argon gas, which will then be ionized 

by an applied potential between electrodes. This will lead to the creation of the argon plasma. 

This argon plasma, due to electrical attraction, will be accelerated towards the cathode where 
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the sample rests. Upon the impact of argon ions with the sample, atoms from the latter will be 

ablated and diffused into the plasma. 

The measurement technique is based on analyzing the photons emitted from the plasma 

relaxation of the ablated sample, by calibrated Paschen-Runge spectrometer. The exact depth 

of the detected material is referred by other techniques like ellipsometry or scanning electron 

microscopy. Since this technique requires the subsequent sputtering of the sample. It becomes 

not suitable for in situ characterization tool. For more details on the accuracy and calibration of 

the experiment, the reader can refer [143]. 

4.7 Cells Preparation 

The CIGS samples were acquired in a pilot line by Avancis (Munich) by the following layer 

arrangement: glass substrate, back electrode, absorber, buffer, i-layer, ZnO window. The 

fabrication process is briefly addressed here (for more details on the process the reader is 

referred to the work of Dalibor et al. [144]). CIGS absorbers were prepared by stacked 

elemental layer (SEL) precursors that were deposited by sputtering, and subsequently reacted 

by a rapid thermal process (RTP) with S-containing atmosphere and Se evaporation. The band 

gap grading with the elemental depth distribution in the absorber layer were achieved by 

changing the Ga/In and S/Se ratios, employing a variation of the precursor composition or a 

variation in the RTP process. The window layer consisting of (Zn,Mg)O i-layer, ZnO:Al front 

contact and the Zn(O,S) buffer layer were deposited by sputtering. The InS:Na buffer layer was 

prepared by thermal evaporation. Two back contact types were implemented on a Mo-based or 

a Cu-Mo-based back electrode, respectively. A silicon nitride barrier between substrate and the 

back-contact was incorporated for preventing alkali diffusion from the glass into the absorber 

layer in order to have control over this process. All cells used in this work were not laminated 

at the end step of the fabrication process. 

 

Figure 15: Layer structures of all non-laminated CIGS solar cells used in this work. 
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For clarity, each two neighboring sample types from Figure 15 only differ in one layer or 

treatment, so that each modification’ influence can be investigated solely. 
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Chapter 5 CIGS solar cells’ temperature 

coefficients 

In this section, the influence of temperature variation on solar cell parameters are shown and 

discussed in terms of different layer structures. The temperature sensitivities are extracted for 

each structure and expressed as temperature coefficient. To further improve and to tailor CIGS 

temperature behavior for different environments, it is important to gain a detailed understanding 

of the microscopic mechanisms involved. Therefore, physical parameters that drive the 

temperature coefficient are discussed, and an empirical correlation is presented. 

5.1 Methods 

First, the characterization started by two hours of light soaking on all cells at STC to stabilize 

the IV curves [145]. The temperature hysteresis check was performed for all cells by going up 

and down in the temperature range 293 to 323 K. Afterwards, IVT measurements were 

performed for two cells of each variation type at 1 sun light intensity, starting from 293 to 323 

K (20-50°C) with 5 K steps. At 298 K, the STC parameters were extracted. The external 

quantum efficiency (EQE) measurements* were performed to obtain the minimum band gap 

energy (Eg,min) values, which were extracted by the first order derivative of the EQE 

(𝑑𝐸𝑄𝐸/𝑑 ) [23], where  is the wavelength. The band gaps at 0K were obtained by operating 

EQE at room temperature and ramping 5 K steps up to ~55°C, then by T-dependence linear 

extrapolation of the band gap to 0 K [23]. The band gap profiles were attained from GDOES 

measurements. All results were obtained from the measurements and analysis of two cells from 

the same type. Absolute temperature coefficients 𝛽𝑋,𝑎𝑏𝑠 and relative temperature coefficients 

𝛽𝑋,𝑟𝑒𝑙  were calculated as described in Section 4.3. 

  

*EQE(T) measurements made by Dr. Hippolyte Hirwa and Dr. Jörg Ohland. 
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5.2 Results 

A representative example of IV(T) for cell K is shown in Figure 16. 

 

Figure 16: Behavior of a current-voltage curve at different temperatures. As temperature increases, Voc, FF 

and Pmpp and η parameters deteriorate. 

The Voc, FF and Pmpp parameters were extracted at the previously mentioned range of 

temperatures. In Figure 17, it can be observed that Voc, FF and Pmpp decrease linearly with 

increasing temperature, and Jsc change slightly with temperature. 

For all samples, the extracted solar cell parameters at STC were in the following ranges: Voc = 

590-695 mV, Jsc = 32.2-37.2 mA/cm2, FF = 54-70%, Pmpp = 13.1-16.7 mW/cm2. Only one cell 

type, B, showed a metastable behavior for the FF(T). This will be discussed in more detail in 

the next chapter. 
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Figure 17: Behavior of (a) Voc, (b) Jsc, (c) FF and (d) Pmpp parameters between 293 to 323 K at a constant 

illumination intensity of 1 sun*. For clarity, behaviors from cell A-E and cells E to I were separated in the left 

and right columns, respectively. Legend labels indicate the cell type. 

The following results show the contribution of 𝛽𝑋,𝑟𝑒𝑙 to the total 𝛽𝑃𝑚𝑝𝑝,𝑟𝑒𝑙 using equation (4.6), 

from methodology section. In average, the 
𝑉𝑜𝑐,𝑟𝑒𝑙

 contributes with around 65± 5.5% to the 

𝛽𝑃𝑚𝑝𝑝,𝑟𝑒𝑙 value, followed by 35±3.5% of 
𝐹𝐹,𝑟𝑒𝑙

 contribution for the presented CIGS cells. 

Therefore, the relative temperature coefficients 𝛽𝑃𝑚𝑝𝑝,𝑟𝑒𝑙 and 𝛽𝑉𝑜𝑐,𝑟𝑒𝑙 were used to compare 

different solar cell’s temperature sensitivity. The resulting relative temperature coefficients 

𝛽𝑃𝑚𝑝𝑝,𝑟𝑒𝑙 and  𝛽𝑣𝑜𝑐,𝑟𝑒𝑙 are shown in Figure 18a and b, respectively. It is noted that the 

experimentally observed differences in 𝛽𝑉𝑜𝑐,𝑟𝑒𝑙 between samples follows partially the general 

*IV(T) measurements made in collaboration with Mohamed Elshabasi. 
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behavior of Voc under STC, while the rest of the contribution comes from the 𝛽𝑉𝑜𝑐,𝑎𝑏𝑠 (see 

supplementary information, Figure S 1). 

 

Figure 18:(a) 𝜷𝑷𝒎𝒑𝒑,𝒓𝒆𝒍 (b) and 𝜷𝑽𝒐𝒄,𝒓𝒆𝒍 temperature coefficients for all studied CIGS solar cells. The (c) Pmpp 

and (d) Voc behaviors between each cell layer modification is also shown. 

 

Table 2. Eg,min, band gap temperature coefficient, and 0 K-extrapolated band gap (𝑬𝒈𝟎) for all studied CIGS 

solar cells. 

Cell 

𝑬𝒈,𝒎𝒊𝒏 

[eV] 

𝑬𝒈𝟎 

[eV] 

d𝑬𝒈/𝒅𝑻 

[eV/K] 

■    A1 1.048 1.076 -9.36E-05 

■    A2 1.048 1.076 -9.36E-05 

■    B1 1.085 1.120 -1.18E-04 

■    B2 1.076 1.111 -1.18E-04 
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■    C1 1.095 1.120 -8.19E-05 

■    C2 1.099 1.123 -8.19E-05 

■    D1 1.113 1.140 -9.24E-05 

■    D2 1.093 1.121 -9.24E-05 

■    E1 1.133 1.155 -7.24E-05 

■    E2 1.135 1.156 -7.07E-05 

■    G1 1.088 1.108 -6.57E-05 

■    G2 1.092 1.121 -9.93E-05 

■    K1 1.085 1.109 -8.19E-05 

■    K2 1.085 1.113 -9.29E-05 

■    I1 1.164 1.185 -7.07E-05 

■    I2 1.163 1.185 -7.40E-05 

 

From the Voc absolute temperature coefficient (𝛽𝑉𝑜𝑐,𝑎𝑏𝑠) expression deduced in equation (4.9), 

the term 
𝐸𝑔0

𝑞
− 𝑉𝑜𝑐 can make reference to the Voc,def, which indicates the quality of solar cells 

[146]. The 𝛾 term is the dark saturation current dependence on temperature. This term accounts 

for the carrier diffusion lengths, the electron and hole mobilities as well as the doping densities 

and the effective densities of states [147], [148]. For studying the influence of both parameters 

on the 𝛽𝑉𝑜𝑐,𝑎𝑏𝑠, the 𝛾 values and Voc,def were extracted for all cells and plotted versus 

𝛽𝑉𝑜𝑐,𝑎𝑏𝑠(Figure 19). A stronger direct correlation is observed between 𝛽𝑉𝑜𝑐,𝑎𝑏𝑠 and 𝛾 with a 

correlation coefficient ρ = –0.90, whereas the correlation between 𝛽𝑉𝑜𝑐,𝑎𝑏𝑠 and the Voc,def is 

weakly negative ρ = –0.63. It is worth noting that using Eg or Eg0 does not make a tangible 

difference, as can be seen from Table 2, because both values are similar. 
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Figure 19: (a) Comparison between 𝜷𝑽𝒐𝒄,𝒂𝒃𝒔 and (a) Voc, def and (b) 𝜸. Legend labels indicate the cell type. 

In order to have deeper insights on the individual corresponding impact of both 𝛾 and Voc,def 

terms to the total 𝛽𝑉𝑜𝑐,𝑎𝑏𝑠, a comparison of the contribution of each term to the total 𝛽𝑉𝑜𝑐,𝑎𝑏𝑠 

was made. In Figure 20, it can be seen that Voc,def has a larger contribution to the 𝛽𝑉𝑜𝑐,𝑎𝑏𝑠 

compared to 𝛾 parameter. Nevertheless, the 𝛾 term has a larger variation through all cells. 

 

Figure 20: Contribution of 𝜸 and Voc,def terms to the total 𝜷𝑽𝒐𝒄,𝒂𝒃𝒔. Larger contributions come from Voc,def, 

while larger variations come from 𝜸. 

5.3 Discussion 

The 𝛽𝑉𝑜𝑐,𝑟𝑒𝑙 correlation with Voc at STC partially results from the basic definition of the relative 

temperature coefficient, that depends on the Voc at STC, and the remaining contribution to 

𝛽𝑉𝑜𝑐,𝑟𝑒𝑙 comes from 𝛽𝑉𝑜𝑐,𝑎𝑏𝑠. (see Supplementary information, Figure S 1). It was found that 


𝑃𝑚𝑝𝑝,𝑟𝑒𝑙

 was mainly driven by 
𝑉𝑜𝑐,𝑟𝑒𝑙

. 

In Figure 20 is shown that although the Voc,def term has a larger overall contribution, the 

variations in 𝛽𝑉𝑜𝑐,𝑎𝑏𝑠 in these samples are strongly determined by the variation in the 𝛾 
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parameter. It is interpreted as the reason why 𝛾 is the main parameter causing changes in 

𝛽𝑉𝑜𝑐,𝑎𝑏𝑠. In particular, cells A and K, which show the worst and best 𝛽𝑉𝑜𝑐,𝑎𝑏𝑠, respectively, 

differ mainly in the 𝛾-contribution to 𝛽𝑉𝑜𝑐,𝑎𝑏𝑠. It can be seen for cells K, which have the lowest 

contribution of 𝛾, that also have the smallest 𝛽𝑉𝑜𝑐,𝑎𝑏𝑠. On the other hand, cells A have the 

highest contribution of 𝛾, as well as the worst 𝛽𝑉𝑜𝑐,𝑎𝑏𝑠 (cf. Figure 19b). 

From an empirical study of the Voc,def , it can be seen that the distribution of 
𝑉𝑜𝑐,𝑟𝑒𝑙

 can be 

grouped in three main zones, being the principal zone the one following a linear correlation 

with Voc,def. This zone includes cells B, C, D, E and G, all of them sharing an absorber with 

nominally similar Ga profiles and thickness confirmed from GDOES. As heterointerfaces’ 

quality of cells in this zone improve, so does their 
𝑉𝑜𝑐,𝑟𝑒𝑙

, which can be indicated by the value 

of Voc,def. This is further confirmed by looking at the remaining two zones being outside of this 

linear trend. For example, for cells A, a Ga profile with reduced GGI ratios is used, and their 


𝑉𝑜𝑐,𝑟𝑒𝑙

 and Voc,def. do not fall on this linear trend. On the other side, cells K and I, have an 

increased thickness and Ga profile, respectively. It becomes evident, that increasing the GGI 

ratios of the Ga profile enhances the 
𝑉𝑜𝑐,𝑟𝑒𝑙

 considerably. On the following, a direct 

comparison between neighboring cells appearing on the first zone will be discussed. 

 

Figure 21: Empirical correlation between 
𝑽𝒐𝒄,𝒓𝒆𝒍

 and Voc,def. A linear trend is found for solar cells with 

nominally similar Ga grading. 

By keeping the fabrication inhomogeneities low for cells C, as in the rest of cells, it can be 

concluded that a small enhancement is observed for both 
𝑉𝑜𝑐,𝑟𝑒𝑙

 and Voc,def when a Zn(O,S) 

buffer layer is used instead of an InxSy buffer layer (as in cells B). Furthermore, a perceivable 

improvement on Voc is observed (cf. Figure 18d). Comparing cells C to D, it can be noticed no 



Chapter 5 CIGS solar cells’ temperature coefficients 

45 

 

considerable improvement of 
𝑉𝑜𝑐,𝑟𝑒𝑙

 and Voc,def, owing to the fact that removing the i-layer 

doesn’t directly affect the absorber’s interfaces’ quality. 

As studied before, the Cu rich in the back part of the absorber and Cu poor in the front part 

leads to an enhancement in the Voc [149], and hence, a higher 
𝑉𝑜𝑐,𝑟𝑒𝑙

. By comparing cells D 

and E, a detrimental effect is observed when the pure Mo-based back contact is used instead of 

the Cu-Mo-based back contact. GDOES analysis showed a relatively lower Cu concentration 

on cells E in the back side of the absorber, as well as a Cu gradient towards the back contact. 

This effect is not seen in cells D, which suggests that a proper amount of Cu in the back contact 

could function as a Cu diffusion semi-barrier or Cu compensator for the absorber, preventing 

the back side of the absorber of becoming Cu poor. According to the Voc,def values for both D 

and E cells, it is evident that the interfaces surrounding the absorbers of cells E are of lower 

quality than of cells D. 

An outstanding effect is evident when cells E and G are compared, which show the effect of a 

Na post deposition treatment (PDT), known to passivate heterointerface defects [150]. 

Although cell E shows one of the most detrimental 
𝑉𝑜𝑐,𝑟𝑒𝑙

 values, this treatment enhanced the 

quality of the heterointerface remarkably, noticeably improving Voc,def. 

Taking into account the individual effect of each studied layer modification, it seems plausible 

to consider that a solar cell with improved temperature sensitivity would consist of a Mo-Cu-

based back contact. A CIGS absorber with the Ga profile of cells of zone 1 (cf. Figure 21) 

would also be necessary. As buffer layer, the Zn(O,S) material appeared to yield the best results 

and avoid metastable behavior. Although the effect of the i-layer appeared to be negligible 

under the used illumination conditions, it is encouraged to be included as it can prove to be 

beneficial when using the final solar cell under lower illuminations (further discussed in the 

low light chapter). Finally, a PDT is encouraged to be implemented, as it proved to be one of 

the most remarkable modifications regarding temperature stability. 

5.4 Summary 

Different characterization methods were used on the eight different CIGS samples variations, 

in order to investigate the relation between the layer variation and the cells 
𝑋

. From the one 

diode model,  𝛾 showed to be the key parameter behind the enhancement of 
𝑉𝑜𝑐,𝑎𝑏𝑠

.It was 

found that the most influencing layer on the cells’ 
𝑋
 is the absorber layer, as the rest layer 

variations did not show a significant difference. In order to enhance 𝛽𝑃𝑚𝑝𝑝,𝑟𝑒𝑙, 𝛽𝑉oc,rel has to 
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be improved as it contributes with more than 65% of the 𝛽𝑃𝑚𝑝𝑝,𝑟𝑒𝑙 value for CIGS, followed 

by 𝛽𝐹𝐹,𝑟𝑒𝑙 which also provided with 30% of it, approximately. There is a quite interesting clear 

linear correlation between V𝑜𝑐,𝑑𝑒𝑓 and 
𝑉𝑜𝑐,𝑟𝑒𝑙

 for the same absorber thickness and GGI profile, 

which could shade an initial approach to optimize the 
𝑉𝑜𝑐,𝑟𝑒𝑙

 through the absorber fabrication 

stage. 
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Chapter 6 Experimental assessment of 

metastable behavior of FF temperature 

coefficients in CIGS solar cells 

In this chapter, metastable effects seen on four samples of cell B, which were mentioned briefly 

in Chapter 5 are discussed in more detail. To deepen in the understanding of this phenomena, 

the presence of metastable states is studied for different buffer/absorber heterojunction 

structures, i.e., for cells A, B and C, which present subsequent modifications on this interface. 

The location of the source of the metastability is determined. Additionally, the origin of 

metastability in the corresponding structure is suggested. The buffer photoconductivity effect 

and its relevance to the metastability effect is also inspected. 

6.1 Methods 

The IV and IV(T) spectral dependence measurements were implemented and carried out in the 

short and long wavelength range. For IV(T) measurements, high temperature (298 to 323K) as 

well as low temperature ranges (100 to 150K) were used. Samples were preconditioned by light 

soaking treatment with the corresponding wavelength of interest for two hours. 

IV measurements were carried out under > 600nm (“red light”) and  between. ~300 to ~600 

nm (“blue light”). This is a basic method to identify characteristics that are known to distort IV 

curves. As described in Section 3.2, such IV distortions can be, among others, the so-called red 

kink, perceived in the fourth quadrant, and/or rollover effect, perceived in the first quadrant. 

EQE measurements were performed under red and blue light bias light to account for the 

photodoping effect described before in Section 3.4.2. 

CV measurements have been applied in low temperature conditions before and after red light 

soaking and before the measurement a reverse bias was applied for 20 minutes (ROB) to 

accounts for the change in acceptor density in each cell. 

Cross-sectional EDX measurements were performed on a JEOL 2100F Schottky field emission 

transmission electron microscope. For this elemental characterization, a cell B lamella of ~200 

nm thickness was prepared in a FEI Helios Nanolab 600i SEM-FIB setup. 
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6.2 Results 

As a first approach, IV(T) hysteresis measurements were taken for cells A, B and C in the 

temperature range of 293 to 323 K. The hysteresis cycle (HC) started with a ramping-up in 

temperature and ended with the ramping down. The corresponding behavior is shown in Figure 

22. It can be seen that for cells A and C, Voc, FF and Pmpp parameter’s trend remain unchanged 

during ramping-up and down in temperature (cf. Figure 22a-c). On the other hand, cell B, shows 

a significant difference in its FF(T) characteristics, and to a lesser extent in Pmpp(T) as well (cf. 

Figure 22d-f). 

 

Figure 22: (a) Voc, (b) FF and (c) Pmpp behaviors of cells A and C through one temperature hysteresis cycle. 

(d) Voc, (e) FF and (f) Pmpp behaviors of cell B through two temperature hysteresis cycle. For all cases, one 

sun white light illumination was used. 

𝛽𝐹𝐹,𝑟𝑒𝑙 were extracted for all four temperature runs, shown in Figure 23. At a first glance, it 

seems that when measurements are taken from low to high T, there is a better temperature 

coefficient, in comparison to the ones taken from high to low T. As all three cells were white 

light-soaked for two hours, it is then evident that cell B presents a different stability response. 
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Figure 23: 𝜷𝑭𝑭,𝒓𝒆𝒍 for cell B under white light.  

To account for the spectral effect of light on the studied cells, IV-curves under red and blue 

illumination IV(λ) were performed and shown in Figure 24. It is noted that cell B shows a higher 

FF under blue light as compared to red light. (Figure 24b). Whereas cells C and A did not show 

a difference of comparable magnitude under same wavelength conditions. The effect of red 

light on cell B is seen as an increase in series resistance and a decrease in shunt resistance, 

which directly affect FF. This detrimental effect is not seen in cell A and relatively slightly in 

cell C, suggesting that the presence of red photons during measurement is the primary source 

of metastability in cell B. On the following, particular attention will be given to the overall 

behavior of cell B. 

 

Figure 24: JV curves* under red and blue light illumination for (a) cell A, (b) cell B and (c) cell C. 

To deepen in the impact of spectral wavelength and temperature behavior of cell B’s FF, IV(T) 

measurements were carried out under red and blue light separately, followed by subsequent IV 

measurements at the highest temperature of the interval of interest (323 K). Behaviors can be 

seen in Figure 25. Under blue light exposure, FF values followed the expected decaying trend 

with temperature, and stayed similar over the subsequent high temperature IV measurements. 

On the other hand, measurements taken under red light showed an increasing FF with 

*IV(λ) measurements made by Ndoukoue Kader. 
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increasing temperature, and after the subsequent IV measurements taken at high temperature, 

FF values kept increasing after more than one and a half hours of red-light exposure. It must be 

noted that FF values under red light were always lower than under blue light. This suggest that 

blue light has a beneficial effect that enhances FF overall and makes the cell stable, while red 

light shows a rather detrimental effect on FF but with a constant enhancement over time. This 

indicates that, under red light, the solar cell is under the influence of a transport barrier for 

carriers that is strongly affected by temperature and slightly minimizes its effect over time, 

although always present, as can be seen in the corresponding resistance vs voltage plots under 

blue and red-light conditions (Figure 25c-f). 

 

Figure 25: FF(T) behaviors for cell B under (a) blue and (b) red light illuminations. After reaching the 

highest temperature of the interval, subsequent IV measurements were taken at that constant temperature. 

Resistance vs voltage plots under blue light at different temperatures (c) and at 323 K through different times 

(d), and under red light at different temperatures (e) and at 323 K through different times (f). 

Further IV(T) hysteresis measurements with red light for cell B were performed. Now, a larger 

number of cycles were implemented to look for a stability condition. Results are shown in 

Figure 26. It can be seen that Voc, FF and Pmpp show consistent improvement as cycles pass. 

Nevertheless, parameters still show way lower values than if measured with blue light. This 

suggests that red light soaking solely would not reach a stable condition that compares with the 

state that blue light produces. 



Chapter 6 Experimental assessment of metastable behavior of FF temperature coefficients in 

CIGS solar cells 

51 

 

 

Figure 26: (a) Voc, (b) FF and (c) Pmpp behaviors of cell B through five temperature hysteresis cycles. 

Measurements were taken under red light illumination. Arrows indicate the direction of the first cycle. 

𝛽𝐹𝐹,𝑟𝑒𝑙 were calculated for all temperature runs and shown in Figure 27. Here, a trend appears 

for 𝛽𝐹𝐹,𝑟𝑒𝑙 obtained from measurements taken in each T change direction. When measuring 

from low to high T, 𝛽𝐹𝐹,𝑟𝑒𝑙 is generally better but worsens as cycles pass. On the other hand, 

𝛽𝐹𝐹,𝑟𝑒𝑙 obtained from high to low T shows worse values but remain relatively constant. Since 

red light is exclusively absorbed in the absorber layer, this indicates that the stable state caused 

by blue photons is produced due to their absorption in any of the front layers (buffer, i-layer 

and/or window). 

 

Figure 27: 𝜷𝑭𝑭,𝒓𝒆𝒍 for cell B under red light. 

Following the previous hint regarding absorption of blue photons in the front side of the solar 

cell, EQE measurements were performed under red and blue light bias for all three cells to 

account for their effect on carrier collection. Results are shown in Figure 28. It becomes 

remarkably evident, that cells A and C behave essentially the same under both light biases. On 

the contrary, cell B presents a carrier collection enhancement under constant red-light 

illumination, showing EQE values over 100% at wavelengths bellow 600 nm. Under blue light 

bias, cell B again shows a stable behavior in the collection efficiency, comparable to the other 
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two cells. Since samples were not light soaked prior to the measurements, results support the 

claim that the stable state in the solar cell is achieved by blue light absorbed in the large band 

gap layers of the solar cell and that this effect occurs very rapidly. Therefore, the absorption of 

blue photons in the front layers appear to have a double effect: one fast, as seen here, and 

another much slower while being part of white light, as seen in IV(T) hysteresis measurements 

from Figure 22. 

 

Figure 28: EQE measurements* taken under red and blue bias light for (a) cell A, (b) cell B and (c) cell C. 

To further examine the metastability effect at lower temperature, IV(T)-hysteresis 

measurements under red light were also performed in a lower temperature range (i.e from 100 

to 150 K with steps of 5 K). From Figure 29, it can be seen that the enhancement in the change 

of Voc, FF, Pmpp parameters over multiple temperature cycles indeed is no longer present, 

leaving only a small hysteresis effect that becomes almost negligible after each cycle. It can be 

infered that not only red light but also temperature is fundamental to activate the metastable 

behavior in the solar cell. 

 

Figure 29: (a) Voc, (b) FF and (c) Pmpp behaviors of cell B through two low temperature hysteresis cycles. 

Measurements were taken under red light illumination. 

CV measurements were further performed at 120 K on all three samples to account for the 

change in NA after different light-bias treatments. Samples were initially brought from room 

temperature to 120 K in dark conditions, then a CV measurement was taken from -0.8 to 0.5 V. 

After the first measurement, the sample was exposed to red light and a reverse bias of -2 V for 

*EQE measurements made by Tash Motsi. 
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ca. 20 minutes. This treatment is commonly called Red-on-bias (ROB), after which another CV 

measurement was performed in the dark. Finally, the sample was exposed to white light for ca. 

one hour, followed by a third CV measurement in the dark. The corresponding Mott Schottky 

plots are shown in Figure 30, from where NA values were extracted. NA values in the front region 

of the absorber were extracted from the slope between -0.2 and 0 V. 

 

Figure 30: Low temperature CV measurements for (a) cell A, (b) cell B and (c) cell C. Inset in (b): 

magnification of CV measurement after ROB treatment. Arrows indicate the order in which measurements 

were taken. Colored rectangles indicate the data region from which NA in the front region of the absorber was 

extracted. 

In Table 3, the NA values of all cells are shown for each of the three conditions described 

previously. For all cells, NA values increased after ROB treatment, but cell B presented the most 

remarkable increment, as NA raised more than two orders of magnitude. This trend is followed 

by cell C, which showed an NA increment of one order of magnitude, and lastly by cell A, whose 

NA value increased only by a factor of ~2 after ROB treatment. Finally, after exposure to white 

light, the stronger effect is seen in cell B, which decreased its NA value by two orders of 

magnitude. Cell C also decreased its NA value by a factor of ~2. Finally, cell A showed a slight 

increase in NA. 

Table 3. NA values for all three cells for all used treatments. NA values were extracted from regions close and 

far from the buffer/absorber heterointerface. 

 
NA (cm-3) 

A   B   C 

Before 

ROB 
1.49*1015   1.14*1015   1.20*1016 

After 

ROB 
2.63*1015   5.22*1017   1.08*1017 

After  

white light 
3.33*1015   3.69*1015   5.27*1016 

These results indicate that an increase in NA can be provoked at low temperatures under the 

effect of red light and reverse bias conditions and that not in all cases NA can be recovered by 
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exposing the cell to white light. This suggests that the nature of the metastable characteristics 

on each of the cells could stem from similar type of defects, but with different concentrations, 

and that the only set of concentrations affecting the temperature coefficients at room 

temperature range is the one seen in cell B. 

6.3 Discussion 

As already stated in chapter 1, it is quite sophisticated to experimentally determine the origin 

as well as the type of defects that causes the metastable behavior. The red kink effect observed 

in the IV(λ) characteristics of cell B results in the deterioration of FF under the exposure to 

photons that are exclusively absorbed in the CIGS layer. It is commonly agreed that this effect 

is a result of a transport photo-barrier in a solar cell interface [53]. Since the only structure layer 

that is modified between cell A and cell B is the absorber, and between cell B and cell C is the 

buffer layer, the logical conclusion is to infer that the photosensitive barrier is present 

somewhere in the buffer/absorber heterointerface. 

From the analysis of the IV(T, λ) measurements taken for cell B (Figure 25), it is clear that blue 

light makes the cell very stable through the whole set of measurements since FF remained 

constant after continuous measurements at high T, as well as showing overall higher FF values. 

On the other hand, with red light, FF improves with subsequent measurements, but they do not 

appear to reach an equilibrium condition, indicating that the blue component of white light is a 

cause of the temperature coefficient stability. As temperature hysteresis cycles are measured 

(Figure 26), the overall performance of the cell improves, although slightly. This could be 

attributed to an increase of NA due to red light (discussed later). 

EQE measurements under red and blue light bias supported this argument further (Figure 28), 

as cell B showed EQE values over 100% at wavelengths under 600 nm only with red-light bias. 

This effect indicates the presence of a photosensitive barrier that impedes carrier collection 

under the absence of blue light. It is expected that this barrier is found at the buffer/absorber 

interface, as this is the only modified region in cell B. Commonly, it is described as the effect 

of the buffer/absorber conduction band offset due to decreased donor density in the buffer, 

leading to a detrimental built-in electric field in the junction [133]. Red light biased cells would 

generate carriers exclusively in the absorber layer, but as there is a strong effect of the 

photosensitive barrier, not all of these photogenerated carriers will be collected. On these 

measurements, the probe wavelength sweeps from short wavelengths towards long 

wavelengths. When the probe reaches wavelengths under 600 nm, a large EQE spike is 
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presented, indicating that the blue light coming from the probe is the responsible of the barrier 

reduction. This phenomenon is known as buffer photoconductivity and it is observed when the 

buffer in a solar cell presents deep acceptor levels that trap electrons from the donor levels, 

thereby decreasing the overall donor doping density, decreasing the built-in electric field, and 

maximizing the barrier effect in the buffer/absorber conduction band offset [133], [151]. As 

blue photons are absorbed in the buffer, holes generated are used to detrap the mid-gap 

electrons, causing a recovery of the donor doping density, enhancing the built-in electric field, 

and reducing the photobarrier effect. It is then clear, that the buffer of cell B presents a 

photoconductive effect. Nevertheless, this effect is not enough to explain the overall 

improvement of solar performance in cell B since the photoconductivity effect showed to be 

instantaneous, while the overall metastable effect seen did not equilibrate under white light. 

Therefore, the sole buffer photoconductivity effect is not enough to explain the metastable 

behavior observed. 

Low T IV(T) hysteresis measurements with red light taken for cell B showed that the metastable 

behavior shown at high T was practically gone, indicating that, apart of red light, high 

temperatures are also necessary to induce the metastable behavior. 

Over the last years, diverse explanations have been given to understand the phenomenology of 

metastabilities in CIGS solar cells. One of the most recognized, is the so-called VCu-VSe 

divacancy model, proposed by Lany and Zunger [52]. This divacancy defect presents 

amphoteric behavior, i.e. can show properties of donor and acceptor depending on the In-In 

distance for CuInSe2 (CIS) absorbers and on the Ga-Ga distance for CuGaSe2 (CGS) absorbers. 

In order for it to transform from its shallow donor configuration into the shallow acceptor 

configuration, three requirements must be simultaneously satisfied: (1) The Fermi level must 

be above EV+0.19 eV for CIS absorbers, and above EV+0.32 eV for CGS absorbers. (2) a 

thermally activated barrier ΔE1 of ~0.1 eV (~50 K) must be overcome. (3) Successful capture 

of one electron. This reaction can be expressed as 

 (𝑉𝑆𝑒 − 𝑉𝐶𝑢)
+ + 𝑒

∆𝐸1
→ (𝑉𝑆𝑒 − 𝑉𝐶𝑢)

− + ℎ (6.1) 

The inverse transformation (from shallow acceptor to shallow donor) also has three 

requirements that must be simultaneously fulfilled: (1) The Fermi level must be below EV+0.19 

eV for CIS absorbers, and below EV+0.32 eV for CGS absorbers. (2) A thermally activated 

barrier ΔE2 of ~0.35 eV (~200 K) must be overcome. (3) Successful simultaneous capture of 

two holes. This transformation reads as 
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 (𝑉𝑆𝑒 − 𝑉𝐶𝑢)
− + 2ℎ

∆𝐸2
→ (𝑉𝑆𝑒 − 𝑉𝐶𝑢)

+ (6.2) 

In Figure 31a, a simplified configuration coordinate diagram is shown to describe the 

transformation behavior of this divacancy complex in CIS absorbers. According to this model, 

the donor configuration presents the most stable state. Supposing an electron is photogenerated 

and captured by the complex, this then transforms into an intermediate state (VCu-VSe)
0, which 

afterwards can overcome a thermally activated energy barrier ΔE1 to transform and relax into 

the acceptor configuration. The opposite transformation occurs by overcoming the thermally 

activated energy barrier ΔE2 while simultaneously two holes are captured by the complex. If 

the electron quasi-Fermi level is high enough (~Ev+1 eV) the defect in shallow acceptor 

configuration can further transform into a deep acceptor configuration. This is expected to occur 

in the front surface of the absorber, where EF,n takes the highest value [52]. 

 

Figure 31: (a) Simplified configuration coordinate diagram for the different relative charge states of the VCu-

VSe. (b) Electron trapping (yellow arrow) and detrapping (blue arrow) under the presence of both red and blue 

light. The former photogenerates electrons in the absorber, which are captured by the complex. The later 

photogenerates holes in the buffer, which drift towards the absorber and recombine with previously trapped 

electrons. 

Nevertheless, this model is insufficient to describe the observed changes in NA values before 

ROB, after ROB and after white light soaking treatments made during low T CV measurements. 

At temperatures below 200 K, the VCu-VSe acceptor-to-donor transformation is inhibited due to 

insufficient thermal energy to overcome the barrier ΔE2. Under this condition, white light 

should not produce a decrement in NA (as in cell A). Instead, it should increase NA (as more 

photogenerated electrons could be further trapped), or if complexes are already saturated, 

maintain NA invariant. On the contrary, this is the case observed for cell B (and to a lesser extent 

on cell C), which shows a decrement of NA by almost two orders of magnitude after white light 

exposure at low T. This indicates that there is another mechanism present that does not require 

high temperatures, i.e., does not have a thermally activated mechanism that outcomes in a 
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decrease of NA. This phenomenon is known as ROB metastability, and has been attributed to a 

different complex, the so-called InDX or GaDX defects, modeled as well by Lany and Zunger 

[56]. Similar to the VCu-VSe divacancy, a DX defect also has the amphoteric property of 

transforming from a shallow donor configuration to a deep charge-neutral configuration. Here, 

these complexes are modeled as Frenkel pairs, where an interstitial In (or Ga) atom adjacent to 

a VCu defect (InDX, deep charge-neutral state) can recombine to form the InCu antisite (shallow 

donor configuration), and vice versa. If these defects are surrounded by neighboring VCu, they 

can form complexes with them, so that their DX configuration presents acceptor characteristics. 

For example, a complex consisting of one DX defect and a single VCu can transform from donor 

to acceptor configuration (𝐼𝑛𝐶𝑢 − 𝑉𝐶𝑢)
+ ↔ (𝐼𝑛𝐷𝑋 − 𝑉𝐶𝑢)

− if the Fermi level is ~1.11 eV above 

the valence band maximum, which can happen in the front surface of the absorber [56]. This 

configuration can be found in large quantities, as VCu defects are abundant [56]. In CIGS 

absorbers, the InCu donor configuration would represent an overall decrease of NA, as it 

compensates the intrinsic acceptor VCu, which is the main contributor to the p-type conductivity 

of the material. While in DX configuration, this complex would increase NA. 

The deep charge neutral state-to-shallow donor configuration transformation can occur by 

either (1) capturing holes and lattice relaxation, expressed as 

 𝐼𝑛𝐷𝑋
0 + ℎ → 𝐼𝑛𝐷𝑋

+ → 𝐼𝑛𝐶𝑢
+  (6.3) 

(2) By absorption of light and subsequent relaxation, as 

 𝐼𝑛𝐷𝑋
0 → 𝐼𝑛𝐷𝑋

+ + 𝑒 → 𝐼𝑛𝐶𝑢 (6.4) 

(3) By overcoming a thermally activated barrier (~0.32 eV for CIS absorbers) and 

simultaneously emit an electron to the conduction band.  

The first transformation mechanism does not require to overcome any thermally activated 

energy barrier, and therefore it could occur even at low T [56]. Under this premise it is 

understandable, then, that cell B had shown this effect after being white light soaked during low 

T CV measurements, causing a strong decrement in NA. Around room temperature conditions, 

it is expected that the third mechanism of InDX (or the acceptor complex) to InCu conversion 

occurs at higher rates due to more available thermal energy. This translates in higher density of 

DX centers in shallow donor configurations. Consequently, the effective NA is compensated. 

Now, under the consideration of all three (i) photoconductivity effect, (ii) the presence of VCu-

VSe and (iii) (InDX-VCu)
- complexes, it appears now possible to describe the metastable behavior 

of FF(T) of cell B under red and white light. To illustrate this, band diagrams under different 
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light and temperature conditions are shown in Figure 32 and Figure 33. The explanation is made 

under the argument of a conduction band barrier present in the absorber. This type of barrier is 

commonly created due to a p+ layer in that region, which can be caused by a large density of 

(InDX-VCu)
- or VCu-VSe complexes in acceptor configuration. 

After light soaking at room temperature, an induced quasi-equilibrium is reached (Figure 32b 

and Figure 33b) and both complexes will be present with a corresponding configuration and 

corresponding densities, according to the system conditions, i.e. electron quasi-Fermi level 

position, temperature, and carriers density. A modification on these conditions, i.e. temperature, 

will result in a change in the equilibrium concentrations of each defect configuration, affecting 

the solar cell FF. 

First, FF(T) hysteresis cycles under red light illumination are discussed. A certain initial value 

for the height of the p+ layer barrier after red light soaking at room temperature is considered. 

Through the first half of the first hysteresis cycle (first T ramp up), FF is observed to slightly 

increase with temperature (Figure 32a, state I to II). This is attributed to the result of two 

beneficial and one detrimental mechanisms: (1) enhanced electron emission from (InDX-VCu)
- 

states to the conduction band due to higher temperature, which decreases the height of the p+ 

layer. (2) Increased transformation of VCu-VSe
 complexes to acceptor configuration deeper in 

the absorber, which raise the conduction band up relative to the p+ layer, decreasing its barrier 

effect (Figure 32c). The strongest effect of both mechanisms will be observed at the highest 

temperature reached (323 K). (3) Electron capture in (InDX-VCu)
- states (detrimental) will 

counteract the effect of the previous two mechanisms, rising the p+ layer barrier height. Through 

the first T ramp down (back at 293 K), FF values improve due to the decreased barrier effect 

achieved during the previous half temperature cycle. Nevertheless, in the last two points of the 

second half hysteresis cycle, FF deteriorated (Figure 32a, state III). This indicates that the 

(InDX-VCu)
- electron emission rate reduces when temperature is decreased, but the electron 

capture in (InDX-VCu)
- complexes continued, slightly recovering p+ barrier height (Figure 32d). 

A repeating trend of this behavior can further describe the remaining hysteresis cycles, slowly 

reaching an equilibrium condition. 
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Figure 32: (a) FF(T)hysteresis cycles under red light illumination, from Figure 26b. Band diagram of cell B 

at (b)state (I), (c) state (II), and (d) state (III). Band diagrams represent Pmpp condition. 

In the following, FF(T) hysteresis cycles under white light illumination are discussed. Again, 

after white light soaking, an initial value for the height of the p+ layer barrier is expected, as 

well as improved FF values, due to the photoconductivity effect of the buffer. Under white 

light, three beneficial and two detrimental mechanisms are involved: (1) electron emission from 

(InDX-VCu)
- states to the conduction band, decreasing p+ layer barrier height, (2) bulk acceptor 

increase due to VCu-VSe complexes transforming to acceptor configuration, (3) buffer 

photogenerated hole capture in (InDX-VCu)
- states, further decreasing the p+ layer barrier height. 

(4) electron capture in (InDX-VCu)
- states (detrimental), increasing the p+ barrier, and (5) hole 

capture in bulk VCu-VSe
 complexes (detrimental), lowering the conduction band relative to the 

p+ barrier, increasing its effect (Figure 33c). Through the first T ramp up, FF decreases with a 

smaller rate compared to the following T ramps (Figure 33a, state I to II). This is attributed to 

enhanced (InDX-VCu)
- electron emission, formation of VCu-VSe in acceptor configuration, both 

increasing with temperature, and photogenerated holes captured by (InDX-VCu)
- states, further 

decreasing the p+ layer barrier height. Through the first T ramp down, FF values increase as 

temperature decreases, closely resembling the expected behavior. During the second T ramp 

up, FF values match with the previous ramp down values until ~308 K, where the trend splits 
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towards higher FF values (Figure 33a, state IV). Again, this indicates that higher temperatures 

can further decrease the present p+ layer barrier due to the previously described mechanisms. 

The overlap from 293 K to ~308 K is attributed to the reduced (InDX-VCu)
-
 electron emission 

and an equilibrated effect of electron capture and hole capture mechanisms. After 308 K, (InDX-

VCu)
-
 electron emission and VCu-VSe electron capture rates raises again considerably, enhancing 

FF with increasing temperature. 

 

Figure 33: (a) FF(T)hysteresis cycles under white light illumination. Band diagram of cell B at (b)state (I), 

(c) state (II), and (d) state (III). Band diagrams represent Pmpp condition. 

Since all CIGS solar cells are expected to present VCu-VSe divacancy complexes due to the 

relatively similar abundant nature of both VSe and VCu, the discussion shifts now towards 

explaining the source of the particular set of defects present in cell B. As proposed previously, 

the source of this behavior appears to come from the buffer/absorber interface under these 

particular sets of buffer and absorber. As cells A and C did not show this metastable behavior, 

it becomes clear that for cell B it must come from both the InxSy buffer, along with the (Ga+) 

CIGS absorber together. It is known that, in the presence of Ga, the antisite InCu does not form 

as easy, since GaCu antisites present larger formation energies than InCu [152]. These 

observations seem to contradict the fact that cell B presents a large density of InDX complexes. 
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Nevertheless, it can be expected that diffusion mechanisms could be involved between the two 

layers that promote the formation of such complexes. 

Scanning Electron Microscope (SEM) micrographs for the bare absorbers of cells A and B were 

taken and shown in Figure 34. It can be seen that for the absorber of cell B (Figure 34b), the 

surface shows a much rougher texture compared to cell A’s absorber (Figure 34a), where the 

amount of Ga is less. It is proposed that the rougher the surface, the larger the overall contact 

area between the absorber and the buffer. Consequently, an increase in the overall elemental 

(inter)diffusion between the absorber and the buffer is expected. It is perceived that the terraces’ 

sizes are bigger for cell A compared to cell B. Therefore, the reason behind the elemental 

diffusion between absorber and buffer could be attributed to the higher presence of Ga in the 

absorber. These data are supported by another cell configuration that showed similar behavior 

for the Ga increase in the absorber (see supplementary information, Figure S 2). 

 

Figure 34: SEM micrographs* of the bare absorber surface of (a) cell A and (b) cell B before buffer 

deposition. A graphical representation of the overall effective contact area between absorber and buffer 

illustrates the elemental diffusion capacity in each cell due to differences in surface roughness. 

TEM/EDX analysis were performed to infer the elemental diffusion between layers. In Figure 

35a, a lamella sample from cell B is shown, along with the profile line region for EDX 

measurements (Figure 35b). The normalized at% of each element is shown in Figure 35c. 

Similar measurements were made on a lamella of cell C. Although measurements were made 

under uncalibrated conditions, they still help to infer the depth through which some elements 

appear to diffuse. A comparison between Cu and Se atoms show that Cu diffuses towards the 

*SEM micrographs taken by Dr. Ulrike Künecke, Dr. Matthias Schster and Dr. Peter Wellemann, Erlangen 

University 
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front side of the solar cell. In fact, this diffused atoms can lead to Cu vacancies in the absorber, 

which can be occupied by another element. Similarly, the Cu diffused to the InxSy buffer could 

occupy In vacancies, forming CuIn.antisites, which are expected to behave like compensating 

mid-gap acceptor levels [107]. This would explain the notorious photoconductivity effect that 

led to EQE values over 100% under red light bias. This elemental diffusion could be the source 

of the perceived density of DX states in cell B, as well as the buffer photoconductivity effect. 

Furthermore, this interdiffusion seems to be catalyzed by the rougher surface seen in cell B. 

This would explain the fact that cell A is not metastable, but cell B is. 

 

Figure 35: (a) SEM micrograph of the lamella* taken from cell B. (b) TEM micrograph** of the region of 

the lamella where an EDX line scan was performed. (c) Normalized at% distribution along the scan line of 

cell B. Green and red bars indicate qualitatively the maximum diffusion position of Se and Cu, respectively. 

(d) Normalized at% distribution along the scan line for the lamella of cell C. Gray bar shows the limiting 

position of absorber elements. Atomic percentages are normalized to the highest measured value along the 

profile.  

* CIGS lamellae fabricated by Vita Solovyeva. 

**TEM/EDX measurements performed by Dr. Vita Solovyeva and Dr.Erhard Rhiel. 
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As Cu is able to diffuse through the InxSy due to the absorber roughness, it should be expected 

that a similar effect occurred in cell C. Since both cells have nominally the same absorber, their 

surface roughness should also be similar. Nevertheless, the Zn(O,S) buffer of cell C appeared 

to be more resilient towards Cu interdiffusion, possibly explaining the reason as of why no other 

cell with Zn(O,S) buffer (cells D to I) with different structure presented buffer 

photoconductivity in a manner like cell B. In Figure 35d, the EDX elemental profile on a lamella 

of cell C is shown, where elements present in the absorber are no longer detected at the same 

position, indicating negligible layer interdiffusion. This interdiffusion resilience of the Zn(O,S) 

buffer could be due to the presence of the heavier Zn atoms in the lattice, which appear less 

mobile than Cu atoms. Nevertheless, the actual effect that Cu diffusion would have on Zn(O,S) 

buffers is expected to not be as detrimental. For InxSy buffers, for example, a CuIn antisite, 

which would behave as a compensating acceptor level, would present two available states to 

trap electrons. On the contrary, for Zn(O,S) buffers, diffusion of Cu on this layer could produce 

CuZn antisites instead. This defect also acts as a compensating acceptor level but would only 

contribute a single level for electron trapping, since Cu would be present as Cu+1. Suja et al. 

showed that CuZn defect in ZnO films presented a shallow acceptor level at 0.15 eV above the 

valence band, making this state difficult to act as an electron trap and more as a compensating 

acceptor [153]. In short, the negative impact of Cu antisites in InxSy can be double as detrimental 

than in Zn(O,S), giving another explanation as to why Zn(O,S) didn’t present such metastable 

behaviors. 

6.4 Summary 

An intriguing aspect of CIGS solar cells is an improvement and stability in solar cells’ 

parameters with light soaking conditions. The presence of this effect has been ascribed to 

various mechanisms, for instance, an amphoteric VSe-VCu divacancy complex, which can 

transform from shallow donor to shallow acceptor configuration, increasing NA through the 

absorber, or to InCu DX defect centers, which undergo a shallow donor to deep acceptor 

transition, forming a p+ layer conduction band barrier close to the absorber front surface. 

In this chapter, the effect of 𝛽𝐹𝐹,𝑟𝑒𝑙 metastability has been discussed in the frame of different 

CIGS layer configurations. It was observed from SEM micrographs that increasing the Ga 

amount in the CIGS absorber layer leads to a rougher absorber surface, thereby enhancing the 

elemental diffusion from the absorber to the buffer layer due to increased effective surface area. 

It was found out using TEM/EDX analysis, that indeed Cu diffuses from the CIGS absorber to 

the InxSy buffer, whereas with similar absorbers, Zn(O,S) buffer showed a resilient response 
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towards Cu diffusion. The diffusion of Cu into the InxSy buffer led to the creation of mid-gap 

acceptor levels that trapped electrons, decreasing the overall buffer doping density. This 

detrimental outcome causes the buffer photoconductivity effect under blue light, confirmed by 

red bias EQE values over 100% at wavelengths below 600 nm. This effect changes the 

conductivity of the buffer upon blue light illumination and yielded an enhanced carrier 

collection due to the doping density recovery. 

The increase in net acceptor density in the absorber bulk of cell B upon red light illumination 

led to an increment of Voc, FF and Pmpp. This effect is known as Persistent photoconductivity 

that can stem from VSe-VCu complexes. DX states appeared to act as acceptors close to the 

absorber front surface, counteracting the effect of increasing temperature on VSe-VCu 

complexes, which tend to transform to acceptors. Since these two mechanisms, having opposite 

impacts on the cell performance, are also light and temperature sensitive, light soaking at higher 

temperatures would be needed to stabilize the cell properly. This double dependence can be the 

reason as why cell B did not show explicitly the metastable behavior while light soaking it at 

room temperature (cf. Figure 13). This could also explain the stability of 𝛽𝐹𝐹,𝑟𝑒𝑙 over 

temperature cycles using white and red-light illumination, and sheds light on the influence of 

these defects on the temperature coefficients stability. It was shown that the metastability of 

𝛽𝐹𝐹,𝑟𝑒𝑙 disappeared at low T, which confirms that the metastable effect caused in the bulk of the 

absorber is attributed to VSe-VCu. Finally, it could be observed that the particular selection of 

absorber and buffer combination play a fundamental role in the metastability of the solar cell 

𝛽𝐹𝐹,𝑟𝑒𝑙 due to complex microscopic defect distributions along both sides of the heterointerface. 

In order to avoid this effect, buffer materials with high atomic interdiffusion resilience should 

be implemented, or in the worst case, materials that minimize the detrimental effect of defects 

caused from adjacent layer elements. 
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Chapter 7 Low light behavior of temperature 

coefficients and parameters of CIGS solar cells 

In this chapter, investigations on the performance of different CIGS solar cell structures under 

low light conditions were made. The dominant recombination location in different CIGS 

structures was determined at different light intensities. The relation between dominant 

recombination location within the solar cell and temperature coefficients are discussed. The 

resilience of low light performance was studied in terms of the corresponding layer 

modification. A method to identify the dominant recombination location for graded solar cells 

is presented. 

7.1 Methods 

The IV and IV(T) measurements* as function of intensity were realized using the previously 

described setups in the methodology chapter, with the aid of different optical density filters. 

Using the IV setup, it becomes possible to have insights on the parameters’ intensity 

dependence, in addition to the low light behavior performance of different solar cells’ 

parameters. The light intensity was varied from 1 sun to ~0.2 suns of light intensity, always 

keeping a constant cell temperature of 25°C. Similarly, the IV(T) measurements were 

performed at same range of light intensities in order to study the intensity dependence of solar 

cell parameters’ temperature coefficients. IV(T, λ) measurements were performed with light of 

> 600nm (“red light”) and  between. ~300 and ~600 nm (“blue light”). For all IV(T) 

measurements, the EA was extracted by extrapolating Voc(T) to zero K. 

Eg,min values for all cells were obtained from EQE measurements. Using the WSCR obtained 

from CV measurements along with the band gap profiles extracted from GDOES measurements 

for each cell, it was possible to locate the Eg,min position in the profile. A slight correction was 

done by subtracting from the GDOES Eg profile the difference between Eg,min obtained from 

GDOES and Eg,min of EQE. Afterwards, Eg values at the absorber front interface (Eg,IF) were 

inferred from the corrected GDOES profile. 

In order to properly extract EA values unaffected by Rsh, the one diode model was implemented. 

Commonly, the current-voltage characteristics of a solar cell behaves following the one diode 

model expressed with equation (3.14). 

*IV(T,φ).measurements were made in collaboration with Mohamed Elshabasi. 
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Under open circuit conditions, and expressing J0 as 𝐽0 = 𝐽00𝑒
−𝐸𝐴
𝑚𝑘𝑇 [62], equation (3.14) can be 

rewritten as 

 𝑉𝑜𝑐 = 𝐸𝐴 +
𝑚𝑘𝑇

𝑞
∗ ln(

𝐽𝑠𝑐 −
𝑉𝑜𝑐
𝑅𝑠ℎ

𝐽00
) (7.1) 

Where J00 is a saturation current prefactor, usually independent of temperature. If Rsh is not 

large enough, EA cannot be simply extracted by extrapolating Voc(T) measurements to 0 K, as 

commonly seen in literature [23], [154]. 

By implicitly differentiating equation (7.1) respect to temperature, it gives 

 𝐸𝐴 = 𝑉𝑜𝑐 − 𝑇
𝑑𝑉𝑜𝑐
𝑑𝑇

(1 +

𝑚𝑘𝑇
𝑞

𝐽𝑠𝑐 ∗ 𝑅𝑠ℎ − 𝑉𝑜𝑐
) (7.2) 

where Rsh is extracted by obtaining the inverse slope of the JV curve at reverse bias [135]. 

Similarly, the ideality factor m and J0 are extracted from the one diode model by obtaining the 

slope of a ln (𝐽𝑠𝑐 −
𝑉𝑜𝑐

𝑅𝑠ℎ
) vs Voc and the Y-axis intercept from JV curves taken at different 

illumination conditions, respectively, following 

 ln (𝐽𝑠𝑐 −
𝑉𝑜𝑐
𝑅𝑠ℎ
) =

𝑞

𝑚𝑘𝑇
𝑉𝑜𝑐 + ln (𝐽0) (7.3) 

7.2 Results 

J0, Voc, FF and  parameters were extracted and normalized to their corresponding STC values 

for different illuminations. In Figure 36, the behaviors of Voc, FF and  parameters of all studied 

cells at different light intensities are shown. Among all cells, Cell I presents the strongest FF 

and  decrease at low illuminations, while cell C shows a rather resilient behavior for those 

parameters. Also, cell C shows the largest Rsh values at different light intensities, while cell I 

presented the lowest ones, indicating that their light behavior is determined by their Rsh values 

(Figure S 3a). From Figure 36a, the Voc behavior of cell I present a considerable decrease at low 

illuminations, whereas the rest of the cells seem to decrease with a similar rate. Additionally, 

J0 of cell I shows a strong increment at lower illuminations in comparison with the rest of the 

cells (Figure S 3b). It is worth noting that the solar cells used for this study are not laminated 
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as mentioned before in the experimental section, which explains the  values range extracted. 

Normally, encapsulated solar cells show a relatively higher  values. 

 

Figure 36: (a) Voc, (b) FF, and (c) η behaviors under different light intensities. Parameters were normalized 

to their respective values at 1 sun illuminations. 

In order to have a closer look into the role of i-layer on the performance’ resilience, IV(T) 

measurements under white, red and blue light were carried out. EA values under different white 

light intensities for cells C and D are quite similar (Figure 37a and b). Since window layers are 

transparent to long wavelengths, under red light conditions, charge carriers are expected to be 

generated exclusively in the cell’s absorber. Under red light, the EA for cell C (1.092 eV) is 

almost equal to Eg,min (1.095 eV). Cell D shows an EA (1.144 eV) close to the Eg,min (1.113 eV) 

value as well. Conversely, carriers can be generated in the window layer, including i-layer and 

buffer layers, when exposed to blue light. Under short wavelength illuminations, an EA larger 

than the expected buffer/absorber interface Eg is observed for cell D. On the other hand, cell C 

presents an EA of similar value as the absorber Eg at the front interface. These can be observed 

in Figure 37c and d. 
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Figure 37: Voc(T) plots taken with white light at different illuminations for (a) cell C, and (b) cell D. Voc(T) 

plots taken under (c) blue and (d) red light illuminations for (c) cells C and D. Voc values extrapolated at 0 K, 

at 298 K, and EA values extracted from the one diode model are shown for each different light measurement. 

It must be noted, that Rsh showed low values due to the non-lamination of our studied solar 

cells. Furthermore, all cells showed a negligible effect of Rsh on EA values and therefore, on 

their recombination location. This was confirmed by modelling the EA behavior of the studied 

solar cells by using the one diode model analysis (equation (7.2)) to account for the Rsh effect 

(see Figure 38). It is observed that, although the implementation of the i-layer led to an increase 

of Rsh, this is not the cause of the dominant recombination location shift discussed previously. 
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Figure 38: Effect of Rsh on EA of all used solar cells at (a) 1 sun, (b) 0.5 sun, and (c) 0.2 sun light intensities. 

As illumination decreases, the effect of Rsh on EA values becomes more evident. For our used cells, Rsh had a 

negligible effect on obtained EA values. Cross symbols indicate the Voc(0) values, extracted from Voc(T) 

measurements. 

To pinpoint the position of the absorbers where Eg,min values are found, band gap profiles were 

extracted from GDOES elemental composition profiles by using the method proposed by Bär 

[80]. Briefly, it makes use of the GGI and SSSe values along the absorber depth to create an Eg 

profile obtained by 

 𝐸𝑔(𝑋, 𝑌) = (1.00 + 0.13𝑋
2 + 0.08𝑋2𝑌 + 0.13𝑋𝑌 + 0.55𝑋 + 0.54𝑌)𝑒𝑉 (7.4) 

Where X and Y represent the GGI and SSSe ratios, respectively. These band gap profiles are 

shown in Figure 39 for all studied cells. GDOES sputtering times were normalized to the 

corresponding absorber thickness. By using the WSCR extracted for each cell from CV 

measurements (equation (4.14)), the location of the Eg,min either in the SCR or bulk of the 

absorber can be inferred. 

 

Figure 39: Band gap profiles extracted from GDOES elemental composition profiles* and implementing Bär 

method [80]. 

 

* Measurements performed by Dr. Tim Kodalle. Helmholz-Zentrum Berlin. 
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Table 4, WSCR, Eg,min and Eg,min locations for all studied solar cells 

Cell 
WSCR 

(nm) 

Eg,min position 

(nm) 

Eg,min 

(eV) 

Eg,IF 

(eV) 

C 266 230 1.095 1.412 

D 265 250 1.113 1.362 

E 226 230 1.134 1.459 

G 283 230 1.092 1.256 

K 327 315 1.085 1.281 

I 257 230 1.164 1.413 

The ideality factors were extracted by taking the derivative of a Voc versus ln (Jsc-Voc/Rsh) plot, 

at low light and high light intensities. They are shown in Table 5. It is observed that at high 

light, the ideality factor values decrease compared to low light values, except for cell K, whose 

ideality factor slightly increases. In general, the ideality factor values are in the range between 

1 and 2, except for cell I, which show an ideality factor larger than 2 at low light conditions. 

Table 5. Ideality factors extracted at low light (LL, ca. 0.3 suns) and high light (HL, ca. 1 sun) illuminations, 

extracted by using: 𝒎 =
𝒒

𝒌𝑻

𝒅𝑽𝒐𝒄

𝒅(𝒍𝒏(𝑱𝒔𝒄−
𝑽𝒐𝒄
𝑹𝒔𝒉

))
. 

Cell 
Ideality factor 

(low light) 

Ideality factor 

(high light) 

C 1.68 1.56 

D 1.68 1.42 

E 1.92 1.67 

G 1.62 1.52 

K 1.65 1.70 

I 2.23 1.50 

Scheer described the meaning of EA as the band gap through which carriers recombine[62]. 

Therefore, EA values are expected in the range between Eg,min and Eg,max of the absorber of a 



Chapter 7 Low light behavior of temperature coefficients and parameters of CIGS solar cells 

71 

 

solar cell. Since the band gap of all studied CIGS absorbers are graded with a notch-like profile, 

it appears not so straightforward to assign the recombination region based simply on the strategy 

proposed by Scheer. A new parameter “ER” is proposed and defined as 𝐸𝑅 =
𝐸𝐴

𝐸𝑔,𝑚𝑖𝑛
 to 

determine the dominant recombination region relative to Eg,min. Solar cell parameters’ values 

were compared with their corresponding ER values at 0.2, 0.5 and 1 sun light intensities, in 

order to address the influence of the recombination’s location shift on the solar cell parameters 

at different intensities. As can be seen in Figure 40a, only cell I showed an ER increment with 

increasing illuminations. Voc, η, and FF were then compared with their corresponding ER values 

at different illuminations, showing for the case of FF a clear improvement with increasing ER 

values. Other cell parameters did not show any interesting trend with ER. Lastly, a comparison 

of the effect of Rsh on FF was also made, where the effect of Rsh on the FF resilience in low 

light conditions is further supported. 

 

Figure 40: (a) ER values at 0.2, 0.5 and 1 sun illuminations for all studied solar cells. (b) Voc, (c) η, and (d) 

FF at 0.2, 0.5 and 1 sun illuminations compared with their corresponding ER values. (e) Correlation between 

FF and Rsh for all studied cells. A green line marks the optimized minimum Rsh value found for the studied 

cells. Arrows indicate the direction of increasing illumination, from 0.2 to 1 sun. 

Similar to the parameter’s investigation, the 𝛽𝑋,𝑟𝑒𝑙 of Voc, FF and  under different light 

intensities were extracted and compared with their ER values. In Figure 41a, it can be seen that 

𝛽𝑉𝑜𝑐,𝑟𝑒𝑙 shows a similar trend as Voc with illumination (Figure 40b). 

𝛽𝐹𝐹,𝑟𝑒𝑙 shows an inflection point in trend with illumination for thinner and thicker cells (marked 

with a green line in Figure 41c). Furthermore, since the Rsh is an important parameter that 
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influence the FF, shunt resistance relative temperature coefficients (𝛽𝑅𝑠ℎ,𝑟𝑒𝑙) were obtained and 

compared with 𝛽𝐹𝐹,𝑟𝑒𝑙. It can be seen that the temperature sensitivity of shunt resistance 

correlates strongly with 𝛽𝐹𝐹,𝑟𝑒𝑙 (Figure 41d). As 𝛽𝑅𝑠ℎ,𝑟𝑒𝑙 becomes smaller, 𝛽𝐹𝐹,𝑟𝑒𝑙.is improved. 

 

Figure 41: (a) 𝜷𝑽𝒐𝒄,𝒓𝒆𝒍, (b) 𝜷,𝒓𝒆𝒍, and (c) 𝜷𝑭𝑭,𝒓𝒆𝒍 solar cell temperature coefficients at 0.2, 0.5 and 1 sun light 

intensities, compared with their corresponding ER values. (d) Correlation of 𝜷𝑭𝑭,𝒓𝒆𝒍 with 𝜷𝑹𝒔𝒉,𝒓𝒆𝒍 at 0.2, 0.5 

and 1 sun illuminations. The direct trend between these two parameter temperature sensitivities is denoted 

with two dashed lines. 

7.3 Discussion 

7.3.1 i-layer and shunt resistance impact on the performance resilience 

The strong non-resilient effect of Cell I with decreasing illuminations is attributed to an 

increased density of defects in the front side of the absorber, originating from the incorporating 

a larger Ga concentration in the absorber for cell I compared to cell K [155], [156]. These 

defects lead to a stronger recombination of photogenerated carriers. This is further supported 

by the increasing J0 at low light (Figure S 3b), and the abnormally high ideality factor seen in 

Table 5. The stronger J0 increment seen at lower illuminations explains the fact that 

recombination defects saturate at high illumination, making their effect more prone at low light 
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illumination. On the contrary, cell C shows the most resilient performance under different 

illuminations, as well as the highest Rsh value among all cells, which can be explained by the 

positive impact of i-layer implementation on the interface defect states with the buffer layer. 

Thus, the buffer/i-layer interface recombination is mitigated and consequently, holes generated 

in the buffer or i-layer diffuse and recombine in the buffer/absorber interface instead. In cell D, 

where the i-layer is not implemented, a larger density of defects is estimated in the 

window/buffer interface, which lead to higher recombination in this interface. To illustrate the 

impact of Rsh on the FF resilience at low light illuminations, Figure 40f shows FF values for 

all cells and compared with their corresponding Rsh values. It was confirmed that, regardless of 

the layer structure, aiming for a large Rsh value is fundamental when working in low light. For 

the studied cells, a Rsh value of ~1000 Ω cm2 showed to be the minimum value required to 

maintain the FF stable at all illuminations studied. 

From Figure 37d, under red light conditions, both cells C and D show EA values close to their 

Eg,min values, indicating a dominant recombination close to the bulk/SCR interface, since the 

Eg,min was found to be located in the bulk edge with the SCR. For Cell D, the dominant 

recombination is further complemented with an increased EA under blue light conditions. This 

recombination mechanism enhancement seems to increase the EA value due to the larger band 

gap present in the buffer/window interface [157]. It is suggested that there is a mixture of 

recombination paths on the buffer/window interface and the absorber that causes EA to have 

values larger than any band gap present in the absorber. On the other hand, Cell C presents a 

more discrete EA increase under blue light conditions. This is attributed to the role of i-layer in 

cell C for reducing the recombination in that region [158]. This can further support the 

interpretation that cell C shows a better performance due to the recombination reduction in 

buffer/i-layer. When the i-layer is omitted, a larger density of interface defects is expected in 

the buffer/window layer interface, leading to an enhanced recombination at all light intensities 

in that region, and a consequent overall decrease of cell performance. This is further supported 

by comparing Voc values for both cells under blue light conditions, where cell C shows a Voc 

value at 298K of ~80 mV larger than in cell D, indicating less recombination losses when light 

is absorbed in front layers (Figure 37c). On the contrary, under red light conditions, both cells 

show a lower Voc difference at 298K of ~30 mV (Figure 37d). This highlights the importance 

of accounting for the recombination occurring in the buffer/window interface to further improve 

the performance of solar cells under low light intensities. 
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For all modifications implemented in the studied solar cells, an improvement noticed in their 

low light performance is accompanied by a large shunt resistance, which emphasize the 

importance of this parameter for the low light behavior. Therefore, the optimization of this 

parameter must be carefully controlled during cell fabrication. This highlights the importance 

of accounting for the recombination occurring in the buffer/window interface in order to further 

improve the performance of solar cells under low light conditions. 

7.3.2 Determining the dominant recombination location shift in graded band 

gap absorbers 

Based on the model from Scheer et al. for dominant recombination location in solar cell, it is 

assumed that different recombination behaviors depend on the region where carriers are being 

generated. Recalling the definition of EA as the band gap through which carriers recombine (see 

Table 6). It should be noted that this description is only considered for a non-graded absorber 

band gap. For a graded band gap, the EA would change according to the corresponding band 

gap through which carriers recombine dominantly. Therefore, the GDOES profile was used to 

locate the region with Eg,min, as well as to indicate the direction of recombination shifts. 

Table 6. EA values corresponding for different recombination mechanisms in a solar cell with 

non-graded and graded absorber band gap. 

Recombination 

region 
Condition 

EA  

(non-graded 

absorber) 

EA  

(graded absorber) 

SCR  Eg,a Eg,SCR 

Bulk  Eg,a Eg,bulk 

IF 

No-FLP Eg,IF Eg,IF 

FLP φb
0 φb

0 

 

Since the S grading in the front side of absorbers is implemented, the Eg in the surface of the 

absorber is larger than Eg,min. Therefore, an EA values larger than Eg,min, indicate dominant 

recombination closer to the buffer/absorber interface. ER values closer to one, rather suggests 

recombination within the SCR or bulk edge, as Eg,min is located in this region. To determine the 

region towards which recombination shifts at different illumination, first the dominant 
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recombination location must be identified. Since the ideality factors are between 1 and 2 values 

for all cells at high illumination, it could be interpreted that the dominant recombination 

location is in SCR. Starting from there, an increase in ER value will indicate a shift towards the 

buffer /absorber interface, while recombination shift towards the bulk region would imply a 

lower ER value. Therefore, it is noteworthy that the 𝛽𝑋,𝑟𝑒𝑙 and the cell parameters’ behavior at 

different illuminations can be described by the different recombination region dependencies for 

each. Parameters improve when the recombination shifts towards the interface rather than bulk, 

and the opposite trend is seen for the 𝛽𝑋,𝑟𝑒𝑙, which improve when the recombination region 

shifts towards the absorber bulk. 

Grover’s model describes the recombination contribution from interface, SCR and bulk regions 

[154]. Nevertheless, this approach is only valid at high light intensities, where m is close to 1. 

This does not apply for the studied case since lower light intensities are used. Nevertheless, it 

showed relatively similar observed trends between cells, which indicated similar shifts in 

recombination location. As a guide for the recombination location, an analysis relating 

interface-to-bulk recombination ratios were made [154], [157], showing comparable behaviors 

(see Supplementary information, Figure S 4). 

7.3.3 Na-PDT influence on the dominant recombination 

Figure 40 and Figure 41 show the effect of a PDT implementation when cells E and G are 

compared. Here, Improvements on Voc, η, FF, and their corresponding temperature coefficients 

become evident. This effect could be attributed to the efficacy of Na in passivating the interface 

defects that reflects on a reduction of the recombination at grain boundaries [159]. 

In Figure 41 it is shown that cells G, K and I present better 𝛽𝑋,𝑟𝑒𝑙 than cells C, D and E. 

Furthermore, since it was observed that shifting the recombination towards the bulk improve 

the 𝛽𝑋,𝑟𝑒𝑙 , the behavior of cells G, K and I is owed to the passivated absorber surface due to 

the implementation of a PDT step. Consequently, the relatively smaller ER values observed 

could be attributed to the reduction in buffer/absorber interface recombination, hence the shift 

towards the bulk region. It is worth mentioning that the dominant recombination region and the 

magnitude of the recombination are mutually independent. This could be the reason behind the 

similar ER values seen for cells E and G, while they present different 𝛽𝑋,𝑟𝑒𝑙 , specially at low 

illuminations. Apart from the influence of the PDT on the low light trend, it is apparent that the 

absorber thickness’s modification also contributes to the illumination trend seen on the 𝛽𝐹𝐹,𝑟𝑒𝑙. 
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7.3.4 Absorber’s thickness influence on the 𝜷𝑭𝑭,𝒓𝒆𝒍 

It is generally discernible, that shifting the recombination towards the bulk region leads to an 

improvement in 𝛽𝐹𝐹,𝑟𝑒𝑙 values. Cells with thicker absorbers could exhibit a longer diffusion 

path in the bulk, therefore increasing the probability of bulk recombination in comparison to 

cells with thinner absorbers (Figure 42). 

Since the low light 𝛽𝐹𝐹,𝑟𝑒𝑙 for cells K and I are smaller than in high light, FF(T) plots were 

analyzed under 1, 0.5 and 0.2 sun illuminations, in order to further investigate the recombination 

through defects under low light intensities. In Figure 42a and b, FF(T) for cells G and K are 

shown, respectively. From these graphs it can be seen that, at the low temperature region, FF 

increases with increasing temperature, attributed to the effect of a thermionic emission barrier 

in the direction of carrier collection, most probably present in the buffer/absorber 

heterointerface. This barrier becomes more prominent and effective as temperature decrease, 

mainly due insufficient energy present in carriers to overcome said barrier. After electrons 

overcome the heterointerface barrier at higher temperatures, FF starts to decrease, and at 

sufficiently high temperatures, it decreases linearly with increasing temperature [42]. After 

overcoming the transport barrier, both cells show a different behavior under low light 

conditions. Cell G (with thinner absorber), under 0.2 sun illuminations shows a linear trend 

through the rest of the temperature interval, while cell K (with thicker absorber) shows two 

different regions, labeled I and II, where FF decreases at different rates. In region I, cell K 

shows a fast FF decrease, while in region II, this FF loss rate is decreased. Clearly, a beneficial 

effect stemming from high temperatures is present in the thicker absorber cell. This speculation 

is based on the role of electron traps along the absorber that directly affect the transport of 

minority carriers. Figure 42d and e show the transport mechanism for cells with thin and thick 

absorbers. In cells with thin absorbers (Figure 42d), light is absorbed (1) and photogenerated 

carriers then travel towards the buffer/absorber interface, which is reachable within the 

diffusion length of the carrier (2). In the case of cells with thicker absorbers (~50% thicker), the 

mean diffusion length could be not sufficient to reach this interface (Figure 42e), therefore 

increasing the probability of electron trapping (2). At low temperatures, electrons could 

recombine due to insufficient thermal energy to be re-emitted (3a), promoting the decrease of 

FF (region I in Figure 42b). On the other hand, when the temperature is high enough, trapped 

carriers can be re-emitted to the conduction band and diffuse further towards the buffer/absorber 

interface (3b), which would slow the overall FF decrease rate with increasing temperature 

(region II in Figure 42b) and consequently, improve 𝛽𝐹𝐹,𝑟𝑒𝑙 as well. In Figure 42c, current 
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densities at maximum power point (Jmpp) values correlate with the described FF(T) behavior at 

0.2 sun illuminations and temperatures over 200 K, indicating that the enhanced carrier 

collection under Pmpp conditions is the cause of the resilient FF(T) behavior of cell K. As 

illumination is increased, regions I and II of FF(T) are no longer differentiable, indicating that 

the available defects become saturated due to an excess of photogenerated electrons, thereby 

minimizing their effect on the transport characteristics. This detrapping mechanism is not 

observed in a thin absorber solar cell since the mean diffusion path can already be enough to 

reach the front interface without the need of trapped carriers’ re-emission (Figure 42d). For the 

case of Cell I, this also suggests the presence of a larger defect density in the bulk region of 

thicker absorbers, that could result from grain boundaries formed precisely due to thicker 

absorber implementation [160]. This is further supported by ideality factors larger than 2 found 

at low illuminations in cell I (Table 5). 

It must be noted that this FF behavior on thick absorber cells could not be attributed to the 

effect of a thermionic barrier, where a thermionic emission current is described as 

 𝐼 = 𝐴𝐺𝑇
2𝑒−

𝜙
𝑘𝑇 (7.5) 

Where AG is a material specific constant in the order of 106 with units A m-2 K-2, T is the 

sample’s temperature, k is the Boltzmann constant and Φ is the thermionic barrier height. 

Clearly, an effect of such a barrier would be affected only by the material temperature and the 

value of Φ. 
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Figure 42: FF(T) plots taken at 0.2, 0.5 and 1 sun illuminations for (a) cell G, and (b) cell K. (c) Jmpp(T) 

values for both cells at 0.2 sun illuminations. (d) and (e) show the proposed mechanism affecting the FF(T) at 

low illuminations for thin and thick absorber solar cells, respectively. 

These differences in diffusion paths between thinner and thicker absorbers can further serve in 

the explanation of an interesting inflection point in the intensity behavior of 𝛽𝐹𝐹,𝑟𝑒𝑙, which is 

shown with a green dashed line in Figure 41c. Under low light, photogenerated carriers in 

thicker absorbers (cells K and I) tend to recombine in the bulk, due to the longer diffusion 

distance needed to reach the interface (Figure 43b). On the other hand, under same light 

conditions, thin absorber’s carriers might recombine easily through the buffer/absorber 

interface, as the diffusion path is shorter compared to thicker cells (Figure 43a). At high light 

intensity, thin absorbers’ carrier recombination tends to saturate the close-to-interface region 

and further promote recombination through bulk states (Figure 43c), confirming the obtained 

lower ER values that indicate a recombination shift towards the bulk region with higher 

illumination. On the other hand, for thick absorbers’ cells under high light intensities, generated 

carriers can first saturate bulk recombination channels and further diffuse to the interface region 

due to a larger presence of photogenerated carriers, enhancing interface recombination (Figure 

43d). As illumination is increased, cells with thicker absorbers showed an increase in ER values. 

It might turn questionable, if this increase is a result of an enhanced recombination towards the 

back of the absorber, where Eg is also larger than Eg,min. Nevertheless, it is not expected that 
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photogenerated carriers will diffuse to the back of the absorber because the implemented back 

grading is designed to yield a back-surface field, which precisely avoids recombination in the 

back interface. 

 

Figure 43. Proposed recombination locations for thin (a) and thick (b) absorber solar cells under low light 

conditions, respectively. The recombination mechanisms under high light conditions are represented for thin 

and thick absorber solar cells in (c) and (d), respectively. Orange arrows indicate the dominant recombination 

channel for all cases, while red arrows indicate the recombination mechanism that is promoted under high 

illumination conditions. 

7.4 Conclusion 

Temperature coefficients and parameters of different CIGS solar cell structures were 

investigated at temperatures between 250-300 K and at light intensities between ∼0.1 to 1 sun. 

The impact of different solar cell structures on the dominant recombination region at different 

light intensities were shown. A method to describe the dominant recombination location in 

CIGS solar cells with graded absorbers was proposed and implemented. It was found out, that 

decreasing recombination in buffer/window region leads to a considerable FF and η resilience 
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in low light conditions. A new parameter ER is defined as the normalized EA to the Eg,min to 

account for the relative dominant recombination region with respect to the absorber Eg,min 

location. The change in light intensities’ effect on the shift of dominant recombination location 

was also studied. It was observed that solar cells with increased Ga in the absorber (cell I) 

showed a dominant recombination shift towards the front of the absorber at higher 

illuminations, while the rest of solar cells showed an opposite trend. Finally, the i-layer showed 

to have an enhancing effect for the solar cell resilience under different light intensities, which 

gives insight on the significance of diminishing recombination on the near-window region at 

low light intensities. 
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Chapter 8 Final conclusions and outlook 

In this work, the characteristics influencing the performance, such as solar cell parameters’ 

temperature coefficients and low light behavior of CIGS solar cells were investigated by means 

of optoelectronic device characterization and one diode modelling. This study was made for 

CIGS solar cells with different layer’s elemental compositions and designing parameters’ 

variations. At the beginning of this project, it was not yet known if any of the layer change 

would yield a considerable impact on the temperature sensitivity of the studied solar cells and 

their low light performance. Additionally, the low light temperature sensitivity and performance 

was not investigated before in the frame of layer heterostructures and parameters’ design. 

Furthermore, the positive or negative impact of these changes on CIGS solar cells performance 

has not been investigated previously. 

It was concluded that the absorber layer had the major influence on the temperature sensitivity 

of the solar cell, while the other layers did not show a comparable impact. The sodium post 

deposition treatment, the absorber thickness’ increment up to 2.3 m and implementing GGI 

and SSSe values in the front side of the absorber of up to 0.05 and 0.7, respectively, had the 

most remarkable enhancement on 𝛽𝑉𝑜𝑐,𝑟𝑒𝑙, whereas increasing the GGI further and using pure 

Mo back contacts showed a rather detrimental effect. This was highly attributed to the 

microscopic physical parameter’s temperature dependence such as recombination currents and 

electron lifetimes rather than to Voc,def. Nevertheless, the latter governs the 𝛽𝑉𝑜𝑐,𝑟𝑒𝑙 under the 

condition that the cells exhibit similar band gap grading profile. It was estimated that the total 

value of 𝛽𝑃𝑚𝑝𝑝,𝑟𝑒𝑙 proved to be dominated by a ~65% contribution of its value from the 𝛽𝑉𝑜𝑐,𝑟𝑒𝑙 

followed by the ~30% attributed to the 𝛽𝐹𝐹,𝑟𝑒𝑙, while the 𝛽𝐽𝑠𝑐,𝑟𝑒𝑙 showed the smallest impact. 

The solar cell parameters’ temperature coefficients at low light appeared to be improved when 

the dominant recombination location shifts towards the bulk of the absorber rather than the 

interface, and the opposite is shown for the parameters of solar cells. 

The i-layer implementation is particularly important for improving the low light performance 

of the solar cell, as it increases the shunt resistance considerably and shifts the recombination 

towards the absorber/buffer interface. This sheds light on the relevance of the i-layer/buffer 

interface to improve the resilience of the cell’s performance at different light intensities. 

Cells with thicker absorbers revealed surprisingly a better 𝛽𝐹𝐹,𝑟𝑒𝑙 value at low light compared 

to high light intensities. This is ascribed to the role of the temperature on the effective diffusion 
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length of the photogenerated carriers, which can be re-emitted from traps in the absorber. This 

mechanism is more beneficial under low light conditions, as the ratio of re-emitted carriers to 

photogenerated carriers is larger. Furthermore, large ideality factors observed under low light 

conditions for the Ga-richest absorber cells suggested the presence of large defect densities, 

which could have served as recombination centers at low temperatures, while at higher 

temperatures behave as traps. 

The metastability of 𝛽𝐹𝐹,𝑟𝑒𝑙 on cell B was found to be resulting from the choices of the combined 

elemental layers together. On one hand, solar cells with an arrangement of Ga and S poor CIGS 

absorbers along with InxSy buffers showed a stable performance. On the other hand, an identical 

buffer combined with a similar absorber that is only different in slightly larger GGI and SSSe 

values showed a considerable metastable behavior in the temperature coefficients of the device. 

This highlighted the contribution of the elemental grading of the absorber to the metastability 

of the solar cell. It was observed that the larger GGI present in the absorber, the rougher the 

absorber surface becomes. This roughness enhanced the elemental interdiffusion between 

absorber and buffer layer. This implied the importance of finding a compromise between 

achieving high parameters’ values and causing elemental interdiffusion that could translate to 

a metastable performance, due to increased Ga in the absorber. The amphoteric defect causing 

the metastable behavior observed was determined by the analysis of low temperature CV and 

IV(T, ). TEM/EDX analysis showed diffusion of Cu into the InxSy buffer. This led to the 

creation of mid-gap acceptor levels in the buffer that are known to induce a photoconductive 

behavior, seen by EQE(). This effect changes the conductivity of the buffer upon blue light 

illumination and yielded an enhanced carrier collection due to the doping density recovery. 

Two counteracting defects, DX states and VSe-VCu complexes found in the absorber of the 

metastable structure cell are light and temperature sensitive. These characteristics led to longer 

light soaking times needed to stabilize the cell properly to overcome the detrimental effects of 

their amphoteric behavior on the 𝛽𝐹𝐹,𝑟𝑒𝑙. It is worth noting that this long time of light soaking 

needed is only to stabilize the temperature coefficient. For the solar cell parameters, only few 

hours of white light soaking at constant temperature were enough to stabilize them. In order to 

prevent the metastability effect on the temperature coefficients, buffer materials with high 

atomic interdiffusion resilience should be selected such as Zn(O,S), as it showed to minimize 

the detrimental impact of defects caused from diffused elements from high Ga absorbers. 
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Future possibilities for improvement could be considering the layers’ elemental composition 

structures as fundamental for enhancing the temperature coefficient, their stability, and the low 

light performance. It is estimated that if the absorber layer modifications of cells G to I were 

implemented on Mo-Cu back contact solar cells (cell D), the temperature coefficients would 

show a considerable enhancement. Additionally, if the applied variations of the absorber were 

implemented without removing the i-layer (on cell C), a resilient performance under different 

light intensities could have been achieved for all cells. The non-laminated cells investigated in 

this thesis were of great help to study the intrinsic properties of the cells. Nevertheless, 

laminated (encapsulated) cells of the same type variations would have been necessary to 

improve the external shunt resistance effect. 

The final influence of the temperature coefficients, the low light, along with the effect of 

spectral sensitivity on solar cell performance should be estimated at different geographical 

locations for further decision-making regarding the layer configurations, which could have 

made the analysis much more complicated. Therefore, this work’s aim was first to study the 

influence of each effect independently as a preliminary step. Nevertheless, it is highly suggested 

to integrate their influences together to predict the real behavior of the solar cell modules in the 

future. 

In closing, it can be briefly concluded that varying the layer structures was an ideal following 

strategy for investigating their influence on solar cells temperature coefficients. Particularly, 

the absorber layer variations were appropriate to achieve a significant enhancement of the 

temperature coefficients, competing with 𝛽𝑃𝑚𝑝𝑝,𝑟𝑒𝑙 of crystalline Si solar cells, and surpassing 

them in 𝛽𝑉𝑜𝑐,𝑟𝑒𝑙. It also must be noted that, when aiming to improve the temperature coefficient 

of the output power of CIGS modules, temperature coefficient of open circuit voltage 

enhancement is a key for the development. Furthermore, studies of dominant recombination 

location shed light on their impact on temperature coefficients and solar cell parameters. 

Finally, caring for appropriate buffer/absorber pairs in CIGS solar cells is fundamental to reduce 

metastable defects, which could affect the temperature coefficients. 
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Supplementary Information 

Table S. 1. Obtained parameters for cell E after four IV(T) hysteresis measurements, showing the accuracy of 

the used IV(T) device. 

Parameter Value Std. Error 

Voc 658.632 mV 0.567 mV 

FF 64.202 % 0.097 % 

η 14.390 % 0.037 % 

   

𝜷𝑽𝒐𝒄,𝒂𝒃𝒔 -2.266 mV/K 0.016 mV/K 

𝜷𝑭𝑭,𝒂𝒃𝒔 -0.115 %/K 0.002 %/K 

𝜷𝜼,𝒂𝒃𝒔 -0.076 %/K 0.001 %/K 

   

𝜷𝑽𝒐𝒄,𝒓𝒆𝒍 -0.344 %/K 0.002 %/K 

𝜷𝑭𝑭,𝒓𝒆𝒍 -0.179 %/K 0.003 %/K 

𝜷𝜼,𝒓𝒆𝒍 -0.528 %/K 0.009 %/K 

 

 

Figure S 1: 𝜷𝑽𝒐𝒄,𝒂𝒃𝒔 for all studied solar cells. 

 

Figure S 2: SEM micrographs* of bare absorbers of cells (a) K and (b) I. 

*SEM micrographs taken by Dr. Ulrike Künecke, Dr. Matthias Schster and Dr. Peter Wellemann, Erlangen 

University 
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Figure S 3: (a) Rsh values and (b) Normalized J0 values at different illuminations for all studied solar cells. 

 

Figure S 4: Correlation of solar cell parameters with their interface-to-bulk recombination rates, according to 

the model described by Grover and Riley [154], [157] . Here, 𝑹𝟎
𝒊  represents the interface recombination rate, 

while 𝑹𝟎
𝒃 indicates the bulk recombination rate. 
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