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Abstract

Wind turbines extract energy from the wind. Consequently, wakes with lower wind speed and
higher turbulence than in the upstream flow propagate downstream. For this reason, in a wind
farm, different energy budgets are generally available to downstream turbines even under steady
and homogeneous inflow conditions.

Several models with different orders of detail can estimate the wind deficit in the wake. Engineering
wake models – i.e. models implementing simplified equations to describe the fluid mechanics of
the wind flow at a low computational cost – are applied in the initial planning phase of a wind
farm to predict its annual energy yield. Common simplifications are for instance the assumption of
axisymmetric wakes and the possibility to assess the wakes of single turbines independently in a
first step and then to combine arithmetically their wind speed deficits.

The main objective of this thesis is to suggest an alternative engineering model to solve the flow
equations considering all turbines at once. This research was supported by full-field measurements
realised with scanning lidars (remote sensing instruments based on infra-red laser) for the calibration
and verification of the model. For this reason, the first part of the thesis is dedicated to lidar
experiments for the assessment of wakes and the second one to the novel engineering model.

Lidars can scan the wind speed in a range from tens of metres to ten or more kilometres. However,
they have two major limitations: (i) They measure only the projection of the wind vector on the
radial direction of the laser beam; hence, wind field reconstruction models are needed to estimate
the local wind vector. (ii) They average the wind projection over long (from tens to hundreds of
metres) and thin (in the order of ten centimetres) volumes along the radial direction.

In this respect, the first part of the thesis is dedicated to answering the question: How to overcome
the limitations of lidar technology when being applied to wake measurements?

A lidar simulator was applied to test several experimental layouts, on the one hand for measure-
ments of the average wind speed profile in wakes and, on the other hand, to study the dynamic
path of a single wake (wake meandering). The results indicate that the accuracy of the measure-
ment is sensitive to the experimental configuration (lidar position, scanning trajectory and wind
field reconstruction method). In the test cases analysed, the faster trajectories with the lower
misalignment with respect to the average flow direction provided better results.

The experimental activities dealt first with wake meandering. Onshore and offshore lidar measure-
ments demonstrate that the effects of wake meandering can be identified in lidar measurements

vii



viii

along a fixed radial direction. The spectral analysis of these measurements suggests that the
increased low-frequency turbulent fluctuations at the flanks of the wake can be associated with
wake meandering. This result was also confirmed by lidar simulations.

Another offshore campaign was conducted to measure the wake with a nacelle-based lidar. The
main goal was to estimate the average wind speed profile in the wake. The measurements compare
well with an analytical wake model; however, the results in terms of the initial wake width deviate
from the theoretical expectations.

The second part of the thesis deals with the implementation of a three-dimensional shear-layer
(3DSL) wake model which is based on the same assumptions as of other engineering wake models,
but it is extended to simulate non-axisymmetric flows as the multiple wakes given by the mutual
interaction of wind turbines and wakes in wind farms.

The development of the model is presented in two main steps. The first one provides the skeleton
of the model with a rough approximation of pressure effects in the downstream induction range of
the rotor. A comparison between multiple wakes simulated with the 3DSL model and extracted
from large-eddy simulations (LES) highlights the advantages of the 3DSL model in relation to an
axisymmetric wake model.

In the second step, a mixing-length model of the turbulent diffusion in the wake and a model
for the streamwise pressure gradient within the rotor induction range are implemented into the
3DSL model. These two modules were calibrated and verified for single wakes by means of the
aforementioned nacelle-based lidar measurements and LES. The comparison with multiple wakes
extracted again from LES confirmed the results obtained with the first development. A detailed
analysis of the wind field on selected wake cross-sections indicates that the deviations between
the results of the LES and the 3DSL model are partly due to upstream initial conditions and to
non-homogeneous convective turbulent structures present in the LES but not included in the 3DSL
model.

In the end, the 3DSL model could be seen as a "patchwork wake model" which combines modules
taken from other engineering models in order to reproduce in a simple way the complexity of the
wind flow in wakes. In this regard, it makes sense to ask: How far is it possible to conveniently
improve the physics of engineering wake models? A general answer to this question is suggested in
the final remarks of the thesis.



Zusammenfassung

Windenergielagen entziehen dem Wind Energie. Daher breiten sich Nachläufe mit geringerer Wind-
geschwindigkeit und höherer Turbulenz stromabwärts aus. Aus diesem Grund steht Turbinen, die in
Windschatten in einem Windpark operieren, generell ein niedrigerer Energiegehalt zur Verfügung,
selbst unter stationären und homogenen Bedingungen. Mehrere Modelle mit unterschiedlichen
Detailanforderungen können das Winddefizit im Nachlauf abschätzen. In der ersten Planungsphase
von Windenergieprojekten werden Modelle zur Vorhersage des jährlichen Energieertrags zukünftiger
Windparks angewendet, d. h. Modelle mit vereinfachten strömungsmechanischen Gleichungen, die
die Strömung mit geringem Rechenaufwand beschreiben können.

Übliche Vereinfachungen sind beispielsweise die Annahme von achsensymmetrischen Nachläufen und
die Möglichkeit, in einem ersten Schritt die Nachläufe einzelner Turbinen unabhängig voneinander
zu bewerten und dann deren Winddefizite rechnerisch zu kombinieren.

Das Hauptziel dieser Arbeit ist es, ein alternatives Modell vorzuschlagen, um die Strömungsgleichun-
gen unter Berücksichtigung aller Turbinen zu lösen. Diese Forschungsarbeit wurde durch Messungen
mit scannenden Lidar-Geräten (auf Laserstrahlen basierende Fernerkundungsmessinstrumente)
unterstützt. Aus diesem Grund befasst sich der erste Teil dieser Arbeit mit Lidar-Experimenten
zur Bewertung von Nachläufen und der zweite Teil mit den Nachlaufmodellen.

Lidar-Geräte können den Wind in einem Bereich von zehn Metern bis zu zehn oder mehr Kilometern
erfassen. Sie haben jedoch zwei Hauptbeschränkungen: (i) Sie messen nur die Projektion des
Windvektors auf der radialen Richtung des Laserstrahls; aus diesem Grund werden Windfeldmodelle
benötigt, um den lokalen Windvektor abzuschätzen. (ii) Sie mitteln die Windprojektion über lange
(von zehn bis Hunderten von Metern) und dünne (in der Größenordnung von zehn Zentimetern)
Volumina entlang der radialen Richtung.

In diesem Zusammenhang widmet sich der erste Teil der vorliegenden Arbeit der Beantwortung
der Frage: Wie kann mit den Einschränkungen von Lidar-Geräten umgegangen werden, die
für Nachlaufströmungsmessungen verwendet werden? Die Antwort wird indirekt durch einige
beispielhafte Anwendungen und einige Kommentare in der Schlussfolgerung am Ende der Arbeit
gegeben.

Mit einem Lidar-Simulator wurden mehrere Versuchsanordnungen zur Messung des gemittelten
Windprofils im Nachlauf und des dynamischen Verlaufs eines einzelnen Nachlaufs (Nachlauf-
mäanderströmung) getestet. Die Ergebnisse zeigen, dass die Genauigkeit der Messung von der
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experimentellen Konfiguration abhängt (Lidarposition, Abtasttrajektorien und Windfeldrekon-
struktionsmethode). In den analysierten Testfällen lieferten die schnelleren Trajektorien mit der
geringeren Fehlausrichtung in Bezug auf die durchschnittliche Strömungsrichtung bessere Ergebnis-
se.

Die experimentellen Untersuchungen befassten sich zunächst mit der Nachlaufmäanderströmung.
Onshore- und Offshore-Lidar-Messungen haben gezeigt, dass der dynamische Verlauf der Nachläufe
in Lidar-Messungen identifiziert werden kann, die entlang einer festen radialen Strahlrichtung
abgetastet wurden. Die Spektralanalyse der Messungen legt nahe, dass die erhöhten niederfrequenten
turbulenten Fluktuationen an den Flanken des Nachlaufs teilweise auf das Mäandern zurückzuführen
sind. Dieses Ergebnis wurde auch durch Lidar-Simulationen bestätigt.

Eine weitere Offshore-Kampagne wurde durchgeführt, um den Nachlauf mit einem gondelbasierten
Lidar zu messen. Das Hauptziel war die Messung des mittleren Windprofils im Nachlauf. Im Allge-
meinen lassen sich die gemessenen Profile gut mit einem analytischen Nachlaufmodell vergleichen.
Die Ergebnisse in Bezug auf die anfängliche Nachlaufbreite weichen jedoch von den theoretischen
Erwartungen ab.

Der zweite Teil der Arbeit befasst sich mit der Implementierung eines dreidimensionalen Scherungs-
grenzschicht-Nachlaufmodells (3DSL), das auf den gleichen Annahmen wie die anderen technischen
Nachlaufmodelle basiert, jedoch erweitert wurde, um nicht-achsensymmetrische Strömungen zu
simulieren, die durch die Wechselwirkung von Windenergieanlagen und Nachläufen in Windparks
entstehen.

Die Entwicklung des Modells wird in zwei Schritten vorgestellt. Der erste liefert das Gerüst des
Modells mit einer groben Näherung der Druckwirkungen im stromabwärts gelegenen Gebiete
hinter dem Rotor. Ein Vergleich zwischen mehreren mit dem 3DSL-Modell simulierten und aus
Large-Eddy-Simulationen (LES) extrahierten Nachläufen zeigt die Vorteile des 3DSL-Modells
gegenüber einem axialsymmetrischen Nachlauf-Modell.

Im zweiten Schritt werden ein Mischungs-Längenmodell der turbulenten Nachlaufdiffusion und
ein Modell für den Druckgradienten entlang der Strömung im Rotorinduktionsbereich vorgestellt.
Diese beiden Module werden mit den oben genannten gondelbasierten Lidar-Messungen und
LES anhand von Einzelnachläufen kalibriert und verifiziert. In einem Vergleich mit mehreren
Nachläufen, die erneut aus LES extrahiert wurden, wurden die Ergebnisse des ersten Arbeitsschnitts
bestätigt. Eine detaillierte Analyse des Windfeldes an ausgewählten Nachlaufquerschnitten zeigt,
dass die Abweichungen zwischen LES- und 3DSL-Modellsimulation teilweise auf vorgelagerte
Anfangsbedingungen und auf inhomogene konvektive turbulente Strukturen zurückzuführen sind,
die in LES vorhanden, aber nicht im 3DSL-Modell enthalten sind.

Am Ende könnte das 3DSL-Modell als "Patchwork Wake-Modell" anzusehen sein, bei dem Module
aus anderen technischen Modellen kombiniert werden, um die Komplexität des Windfeldes im
Nachlauf auf einfache Weise zu reproduzieren. In diesem Zusammenhang ist es sinnvoll zu fragen:
Inwieweit ist es möglich, die physikalische Beschreibung von Nachlauf-Modellen zu verbessern?
Eine allgemeine Antwort auf diese Frage wird in den Schlussbemerkungen am Ende der Arbeit
gegeben.
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Nomenclature

Greek letters

∆Q overall variation of the mass flow between two consecutive cross-section s
∆α difference between the wind direction Vdir and the azimuth angle χ
∆p spatial extension of the laser pulse emitted by a lidar
∆r spatial extension of the range gate processed by the lidar
∆u difference between the simulated and the reference streamwise wind speed

components usim and uref , respectively
∆v difference between the simulated and the reference cross-stream wind speed

components vsim and vref , respectively
∆w difference between the simulated and the reference vertical wind speed

components wsim and wref , respectively
Γb bound vortex of a vortex-cylinder wake model
Γl longitudinal vortex of a vortex-cylinder wake model
Γr root vortex of a vortex-cylinder wake model
Γt tangential vortex of a vortex-cylinder wake model
Π complete elliptic integral of the third kind
Φ potential function of the cross-stream and vertical wind speed components
ΦM non-dimensional shear profile
γt intensity of the tangential vortex Γt
εinc incoming eddy-viscosity implemented in the definition of the aerodynamic

correction factor Caero
ε′ initial radius of the wake implemented in the model of the turbulence mixing-

length σr
εy eddy-viscosity along the cross-stream direction
εz eddy-viscosity along the vertical direction
ζ elevation angle of the radial direction
η weighting function applied to the radial wind speed in the convolution of

the laser pulse and the range gate
ηF weighting function applied to the radial wind speed in the convolution of

the laser pulse and the range gate if the laser is focused
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κ von Karman constant
λL wave length of the laser
ρ air density
σr parameter defining the wake radius in the bivariate Gaussian function fG

and in the horizontal function WDF describing the wind speed deficit in a
wind turbine wake;
turbulence mixing-length in the eddy-viscosity model

χ azimuth angle of the radial direction
χmax phase shift applied to the sinusoidal function in the visual azimuth display

wind field reconstruction method

Symbols

A area of the the lidar telescope aperture
AG difference between the maximum and the minimum values of the bivariate

Gaussian function fG
D rotor diameter
Caero aerodynamic correction factor applied to model the aerodynamic under-

performance of rotors operating in wakes
CT thrust coefficient
D rotor diameter
D non-dimensional unit of length representing the number of rotor diameters

from a reference turbine
DM difference between the maximum and the minimum values of the horizontal

function WDF describing the wind speed deficit in a wind turbine wake
E complete elliptic integral of the second kind
F1 filter function implemented in the eddy-viscosity model to modulate the

contribution of the wake in the near-wake range
F2 filter function implemented in the eddy-viscosity model to modulate the

contribution of ambient turbulence in the near-wake range
Gγ scaling factor of the streamwise pressure gradient implemented in the 3-D

shear-layer model
IF Lorentzian shape used to approximate the energy distribution of a focused

lidar
Ip Gaussian shape used to approximate the laser pulse of a lidar
L1 to L5 test cases simulated with LiXim in Chapter 2
K complete elliptic integral of the first kind
LMO Monin-Obukon length
MeR

matrix collecting the unity vectors eR1, eR2 and eR3 of three radial direc-
tions

P0 centre of the Lissajous trajectory applied to lidar wind measurements in the
wake of a wind turbine

RV radius of the rotor in the vortex-cylinder wake model
SF focal length



Nomenclature xix

SR Rayleight length
TI turbulence intensity
V wind vector
Vi wind vector [uDi vi wi] at the ith cross-section downstream
VH horizontal wind vector
VR radial wind component measured by a lidar scanning
VRE radial wind component measured during a Doppler beam swinging trajectory

with the azimuth angle aligned with the East direction
VRN radial wind component measured during a Doppler beam swinging trajectory

with the azimuth angle of the North direction
VRS radial wind component measured during a Doppler beam swinging trajectory

with the azimuth angle of the South direction
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Chapter 1
Introduction

1.1 Motivation

In the last decades, the earth has been subject to climate mutations which can be generally
attributed to global warming. Specifically, worldwide average temperatures have already increased
by 1° from pre-industrial time, at a rate of 0.2° per decade in the last years. As a consequence
of higher temperatures, polar ice caps are melting, glaciers are retreating, sea levels are rising,
seasonal and rainfall patterns are changing and extreme weather events are becoming more frequent.
The Intergovernmental Panel on Climate Change, (2018) warned that these conditions are not
sustainable and will lead to dramatic changes to the world if global warming is not contained.

Energy production based on the combustion of fossil fuels is one of the main causes of increasing
temperatures. In fact, their carbon emissions into the atmosphere are responsible for the green-
house effect, i.e. on the one side the exhaust fumes let the sun’s radiation into the atmosphere which
gets warmer, but on the other side they are an obstacle to the release of the heat accumulated into
the atmosphere itself. In this respect, global warming can be limited reducing carbon emissions.

In 2018, 68 % of the global primary energy demand was fulfilled by fossil fuels. Renewable energies
had a share of 25 % and the remaining part was provided by nuclear plants. Very similar figures
describe also the electricity generation mix (IEA, 2018). Considering Europe only, 32 % of the
electric energy was produced from renewable sources, in particular, wind had the largest share
with about 12 % (Jones et al., 2019).

National governments are together discussing possible solutions to limit carbon emissions and global
warming. The European Commission compiled a strategic long-term vision (European Union,
2019) with the main goal of limiting to 1.5° the temperature increase with respect to pre-industrial
time. According to the calculations by the European Commission, renewable electricity must rise
to 57 % by 2030 to achieve this goal. In this scenario, wind energy has still the largest share in the
renewable energy mix with 26 % of the overall production. Focusing on wind energy, the installed
capacity should rise to 350 GW by 2030. This is a challenge considering the 189 GW capacity
installed at the end of 2018 WindEurope, (2019) and the average growth rate of 17.4 GW a year
expected for the next five years WindEurope, (2018).

1
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These figures point out the importance of wind energy as a renewable source to limit global
warming. In this respect, research should support the development of new technologies to reduce
the cost of wind energy and facilitate its use. This could be achieved for instance by developing
technologies to improve the efficiency of wind power plants, optimising their construction process,
or investigating wind physics to improve the accuracy of prediction models implemented in the
design and development of wind projects.
Proper wind farm planning is a key point for the success of wind projects because it brings major
economic benefits to both investors and developers. This complex task comes with technological
challenges and is subject to many sources of uncertainties which can undermine the profitability of
the project during its expected life-time. This is the reason why accurate planning, modelling and
optimisation are required for the technical feasibility and competitiveness of wind projects.
Wake losses are one of the adverse factors affecting the energy yield of a wind farm and need to
be assessed already at the beginning of a wind project. A wake is the region behind an obstacle –
such as the turbine rotor – characterised by slower wind, increased vorticity and higher turbulence
levels. As a result, a wind turbine exposed to a wake has less kinetic energy available to convert
into mechanical and then electric energy. Because of the increased turbulence, a waked turbine
experiences higher load fluctuations that could reduce the lifetime of turbine components or increase
their operation and maintenance costs due to increased fatigue loading.
The width and intensity of a wind turbine’s wake depend on the wind conditions defining the
operating point of the turbine but have opposite behaviours: Whilst the former grows with the
downstream distance, the latter decreases. Accordingly, wake effects can be reduced by increasing
the space between the turbines in a wind farm. In this respect, wake losses depend on the wind
resource at the site and on the layout of the wind farm; e.g. a wind farm with closely packed
turbines in line with the prevailing wind direction is not going be economically viable in terms of
wake effects.
Wake models are often applied to estimate the reduction of the wind resources caused by wakes at
a wind farm site. They are implemented in automatic optimisation tools (Schmidt et al., 2014;
Thøgersen et al., 2011) to test different layouts, predict their wake losses and chose an optimal
solution. Also the effects of the higher turbulence levels expected in wakes can be predicted by
wake models and included into the optimisation of the wind farm design (Réthoré et al., 2013),
however, this is not common practice (Herbert-Acero et al., 2014). ,
The development of wake models is supported by experimental activity in order to reveal specific
physical aspects of the wake or to validate their implementation. Scaled wind turbine models (Medici
et al., 2008; Rockel et al., 2016) or porous discs are installed in wind tunnels for measurements in
wakes. Typical instruments for these measurements are based on laser Doppler velocimetry (García
et al., 2017), hot wire anemometry (España et al., 2012; Muller et al., 2015) or particle image
velocimetry (España et al., 2011). Wind tunnel experiments have the advantage of a controlled
environment where the flow parameters (Hancock et al., 2014) and the turbine characteristics
(Schepers, 2012) are well defined.
In full-field measurements, mast-mounted instruments can be implemented to measure the free-
stream atmospheric conditions and the wind velocity in the wake (Lange et al., 2003; Troldborg
et al., 2010). In an indirect manner, the wind speed deficit in the wake can be estimated in terms
of the difference between the power of a front-row turbine and the turbines downstream (Archer
et al., 2018).
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Remote sensing is another more recent option for wake measurements. Its technology is based on
sound, radio or light waves emitted into the atmosphere and enables to scan the wind within a
range from tens of metres to kilometres. Depending on the wave source, remote sensing instruments
are indicated differently; namely, sodar, radar or lidar devices are based on sound, radio and light
waves, respectively.

The application of lidars to wind energy research projects has been growing fast in recent years
(Aitken et al., 2014; García et al., 2017; Herges et al., 2018; Iungo et al., 2014; Smalikho et al.,
2013; Trujillo et al., 2011; van Dooren et al., 2016). Still, lidars measurements are a subject of
research because they have reduced spatial and temporal resolution and rely on flow models which
might be not always representative of real conditions.

Understanding the complexity of the non-linear phenomena dominating wakes and minimising
wake losses – in particular for offshore wind farms – is still an open challenge. This thesis is a
contribution to the development of wake models using modern lidar technology. Following this
purpose, on the one hand, it studies full-field lidar experiments for wake measurements. On the
other hand, it suggests an engineering simplification for the simulation of the wakes in a wind farm.

The following sections provide background about wind turbine wakes, lidar measurements, and
outline the structure of this thesis.

1.2 State of art

This section focuses on the structure and development of the airflow in the wake of a wind turbine,
shortly describes the most important models for numerical simulations of wakes and introduces
remote wind speed measurements in wakes by means of lidars.

1.2.1 Wind turbine wakes

The wake flow is generally divided into the near- and far-wake regions: In the former, the
flow expands and its shape is defined by the geometry and action of the rotor; in the latter,
the development of the flow is driven by turbulent diffusion. Figures 1.1 and 1.2a sketch the
downstream development of the wind speed and turbulence vertical profiles, respectively.

Not only does the rotor affect the downstream region, but it also influences the upstream airflow,
which expands and increases in pressure while approaching the rotor in the so-called upstream
induction zone. The extent of this region can vary between 2 and 4 rotor diameters. At the rotor,
a complex system of vortices is shed by the blades and the aerodynamic energy is converted into
mechanical energy by the rotor, causing the pressure to drop below the value in the free-stream.

The near wake development starts behind the rotor where the pressure of the airflow recovers at
the expense of the kinetic energy with a consequent wind speed reduction. At the same time, the
velocity gradients at the flanks of the wake give rise to an annular shear-layer. The large scale
turbulence generated in this annular layer results in two peaks in the turbulence radial profile. At
the end of the expansion region – between one and two rotor diameters downstream – the wake
has the lowest centre-line wind speed. Due to turbulent mixing, diffusion of momentum becomes
the dominating process in the flow, the peaks in the turbulence profile gradually converge and the
shear-layer grows while moving downstream until it covers the full wake cross-section between 2
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Figure 1.1: Development of the wind speed vertical profile in the wake of a wind turbine. The blue lines
indicate the vertical profile of the stationary wind velocity. The wake region is shaded with
different colours, namely orange where the near wake develops itself and dark blue in the far
wake region. Light blue is the colour of the transition range in between.

Figure 1.2: Turbulence development in a wind turbine wake (a). The solid red lines represent the vertical
profile of the turbulence level in the wake. The shaded area (orange and blue) indicate the
wake region; the shear-layer (darker orange) gets thicker until it reaches the core of the wake
as shown by the dashed red lines. Idealised sketch of the vertical wake meandering (b).

and 5 rotor diameters downstream. At this point, the near wake is fully developed (Crespo et al.,
1999).

Downstream of the near-wake development, the tip-vortices break down; in the far wake region
further downstream only the overall rotor thrust and the total turbulent kinetic energy produced
by the rotor influence the wake profiles which can be assumed self-similar if the ground and the
ambient shear are disregarded.

The above description applies to the case of stationary wakes and implies a wake propagation
along a straight line. In reality, wakes could follow a winding and dynamic path known as wake
meandering. In fact, the interaction between the rotor and the large scale turbulent structures
of the atmospheric boundary layer could make the wake centre oscillate around the axis of the
stationary wake (see Fig. 1.2b).

In wind farms, wakes are not always as simple as their steady-state or dynamic description. Each
turbine sheds a wake which can interact with other turbines or other wakes depending on turbine
positions in relation to the wind direction. Considering the case of two turbines aligned with the
wind direction, the wake of the upstream turbine will cover the entire rotor of the one downstream
which then will be operating in full-wake conditions. If the wind direction changes in a way that
the misalignment between the turbines and the wind direction grows gradually, at a certain point
only part of the rotor will be within the wake (partial-wake conditions). Eventually, the wake will
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not go through the rotor any more, but just pass by and interact with the wake shed by the rotor
(alongside-wake conditions). The wake-wake and the wake-turbine interaction are often indicated
as merging or multiple wakes.

1.2.2 Wake models

Wake models are essential for the estimation of the energy yield of a wind farm. Their main
application is the prediction of the wind conditions downstream of a turbine rotor. With this
information, one can estimate the energy available to the downstream turbines. Extending the
application of wake models to the entire wind farm, it is possible to estimate its annual energy
yield or optimise its layout. In the following, an introduction is given about the main aspects of
wake simulations including an overview of different models and information about their application
within a wind farm.

Kinematic analytical models

Kinematic analytical wake models are steady-state models commonly used for engineering ap-
plications because they are robust, fast, and easy to apply. Models of this family assume a
self-similar velocity deficit profile, an assumption corroborated by experimental and theoretical
research on co-flowing jets. The first kinematic models started appearing along with the first
operating wind farms towards the end of the 1970s. The models by Jensen, (1983), Katic et al.,
(1986), and Lissaman, (1979) belong to this category and are based on the conservation of mass
and momentum assuming an axisymmetric linear expansion of the wake. Larsen, (1988) derived a
different analytical model from the turbulent boundary layer equations, assuming self-similarity of
the wake profile and applying the mixing-length theory to describe the turbulent stresses. Another
example of analytical models is the one proposed by Frandsen et al., (2006) who considered a
simplified momentum balance between the undisturbed flow and the wind turbine wake applied
to a cylindrical control volume with the same axis as the rotor and constant cross-sectional area
equal to the area of the expanded wake. Archer et al., (2018) provide a review of analytical models
commonly used for wind farm planning.

Field models

In contrast to kinematic models, field models calculate the flow quantities at each point of the flow
field. Following this approach, several steady wake models have been developed with a very broad
range in terms of computational requirements. The eddy-viscosity model by Ainslie, (1988) is one
of the first field models; it implements the simplified shear-layer formulation of the axisymmetric
Navier-Stokes equations with an eddy-viscosity closure, disregarding viscous and gravitational
forces. A Gaussian-shaped wind velocity deficit defines the initial conditions at a rotor distance
where pressure gradients can be neglected, i.e. at approximately 2.5 rotor diameters downstream
of the turbine. The width of the Gaussian profile was scaled in order to satisfy the momentum
balance between the free-flow and the wake, while its amplitude was calibrated on the basis of
wind tunnel experiments realised at different turbulence intensity and rotor thrust conditions.

Reynolds averaged Navier-Stokes (RANS) simulations and large-eddy simulations (LES) rely on
field models applied to computational fluid dynamics (CFD); they provide the highest level of
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physical accuracy and are often applied to investigate the physics of wakes. While RANS can
be implemented for engineering applications, LES are rarely implemented because of their high
computational cost. Sanderse et al., (2011) provide a good overview of CFD models of the wake
aerodynamics.

In RANS simulations, the instantaneous Navier-Stokes equations are averaged over time decompos-
ing the main variables into an average and a fluctuating value. The averaged equation equals the
instantaneous equations with the additional contribution of the so-called Reynolds stress tensor,
which results from the non-linearity of the convective terms and describes the mean momentum
transfer given by turbulent fluctuations. Several models have been developed to estimate the
Reynolds stress tensor and the viscous effects of turbulence. Simplified RANS models for wake
simulations are based on a linearised (Ott et al., 2011; Segalini, 2017) or parabolic (Crespo et al.,
1985; Iungo et al., 2018; Schepers, 2003) formulation of the Navier-Stokes equations.

In LES, the airflow is decomposed depending on the scales of eddies, i.e. the turbulent structures
in the airflow. For large scale eddies, the Navier-Stokes equations are solved directly; small scales
eddies are approximated with a sub-grid-scale model. To model the wind turbine, body forces are
imposed on the wind field. The actuator disc model estimates these forces considering a uniformly
loaded rotor and disregarding rotational effects. Thanks to its simplicity, it can be applied with
reasonable results to simulate the flow of large wind farms (Witha et al., 2014). The rotating
actuator line model (Martìnez-Tossas et al., 2016; Troldborg et al., 2010) is a much more complex
and accurate model, but also more demanding in terms of computational time. A solution in
between is an enhanced actuator disk model with rotation (Dörenkämper et al., 2015).

Wake added turbulence and dynamic wake models

Not only does a turbine in wake face lower wind speeds than the undisturbed flow, but it experiences
increased load fluctuations because of the wake added turbulence, the wake meandering and the
load imbalances given by possible partial-wake conditions of the rotor. Prediction of these effects
is required in the design of wind turbines to estimate fatigue loads and the life-time of their
components.

On the basis of wind tunnel experiments, Hassan, (1992) and Quarton et al., (1989) proposed
empirical expressions to model the wake added turbulence as a function of the free-stream turbulence
intensity and the rotor thrust coefficient. Frandsen, (2007) suggested an alternative method based
on the geostrophic drag law and considering the effect of wind farms as additional surface roughness.
This model is also included in the international standard for the design of wind turbines (IEC,
2005) as an informative annexe. In a recent study, Gerke et al., (2018) compared the mentioned
as well as other models with data from the supervisory control and data acquisition (SCADA)
system; they found that the investigated models for wake added turbulence generally overestimate
turbulence and recommend to recalibrate the parameters of the models for multi-megawatt wind
turbines.

The wake meandering. i.e. dynamic vertical and lateral movement of wake, is accounted for in the
dynamic wake meandering model (DWM) (Larsen et al., 2008) in which an analogy associates wakes
to smoke plumes or passive tracers transported through the atmosphere as depicted in Fig. 1.3.
Accordingly, the wake is imagined as a train of discrete particles emitted by the rotor, and moving
downstream driven by vertical and lateral large scale turbulent structures. The contribution by
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Figure 1.3: Meandering of smoke plumes released by a chimney in the atmosphere (a). Dynamic wake
meandering pictured as a train of disc particles meandering like smoke plumes (b).

turbulent structures with smaller scales is assumed to be averaged out by the rotor action. In
practice, a low pass filter is applied to fluctuations of the lateral and vertical wind speed components
(the cut-off frequency is estimated by the mean free-flow wind speed divided by two rotor diameters)
and the turbulent wind field is advected through the rotor applying Taylor’s hypothesis of frozen
turbulence (Panofsky et al., n.d.). Next, the profile of the wind speed deficit calculated at each
time step is transported downstream considering the advection speed of the wake along with the
filtered lateral and vertical wind speed components.

Lately, wake stochastic models have been proposed to predict loads on a waked turbine. Doubrawa
et al., (2017) based their model on the wake of an LES wind field defining the spectral characteristics
of the wake shape in terms of wake radius and azimuthal position. Bastine et al., (2018) developed
a dynamic wake model based on a reduced number of modes from proper orthogonal decomposition
of the wind speed deficit weighted by stochastic coefficients describing their dynamics. Moon et al.,
(2018) presented a wake model in which the stochastic parameters of the wake are calculated with
multivariate multiple linear regression with respect to a reference wind field.

Wakes in a wind farm

Most of the mentioned models are generally applied to simulate single wakes. To reproduce the
flow in a wind farm, merging and multiple wakes are modelled with the superposition of the effects
estimated independently for every single wake beforehand. For instance, while Lissaman, (1979)
suggested to cumulate linearly the wind reduction of individual wakes, Katic et al., (1986) proposed
their quadratic superposition. In more recent work, Machefaux, (2015) proposed a combination of
the linear and quadratic addition methods weighted depending on the thrust conditions on the
rotor.

1.2.3 Doppler wind lidar for wake measurements

Doppler wind lidar systems (hereinafter indicated simply as lidars) are remote sensing instruments
which use the light emitted by a laser into the atmosphere to estimate the wind speed. They are
based on technology developed in the end of the 1980s. First applications dealt for example with
airborne wind speed measurements (Bilbro et al., 1984) or airport weather studies (Rothermel
et al., 1985). However, lidar popularity has increased in the last decades thanks to the development
of telecommunication laser in the infra-red frequency range. This development reduced costs and
dimensions of lidars, which have often become a convenient alternative to tall meteorological towers.
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Lidars send infra-red laser beams into the atmosphere and sample the wind. When the aerosol
particles transported by the wind backscatter the light emitted by the lidar, the frequency of the
reflected light is shifted because of the Doppler effect. This frequency variation can be measured
and is proportional to the relative movement between the light and the aerosol, i.e. to the projection
of the aerosol velocity on the radial direction (see Fig. 1.4).

The underlying assumptions of the lidar working principle are (i) the presence of aerosol in the
atmosphere, (ii) the equality between the speed of the aerosol and of the wind and (iii) the
possibility of the lidar to "see" the aerosol, i.e. the possibility of the light to reach the aerosol and
come back without being absorbed along the way. As a consequence, the environmental conditions
fail the first point in a very clean atmosphere or above the atmospheric boundary layer. Similarly,
the presence of low clouds or fog may fail the third point because of low visibility along the laser
path. In such conditions, lidars do not work properly and have low availability of data.

Depending on the laser source, lidars can sample a single distance for each beam emitted, or at
several ranges from the telescope lens. In the former case, the lidar has a continuous-wave (cw)
laser which is focused on the measurement target and the sampling frequency varies from ∼50 Hz
to ∼400 Hz.

In the latter, the laser is collimated and emits light pulses at a frequency between 10 kHz and
20 kHz. While a pulse propagates through the atmosphere, its light is continuously reflected and
sampled by the lidar until the next pulse is emitted. This means that the light collected between two
pulses comes from different distances along the radial direction. Hence, analysing the backscatter
signal in windows (usually called range-gates) and averaging thousands of pulses it is possible to
calculate the radial wind component simultaneously at several distances. These distances are then
estimated from the time-of-flight of the light collected during the range-gate windows. Due to the
averaging time (also known as accumulation time), the highest sampling frequency is in the range
from ∼0.1 Hz to ∼10 Hz.

The pulse of the laser illuminates a volume in the atmosphere which mainly depends on the shape
and duration of the pulse. The intensity of the pulse can be well approximated by a Gaussian
shape with a full-width half-maximum in the range from 100 ns to 800 ns. For this reason, the
radial wind speed measured by lidars is not representative of a specific point, but of the weighted

Figure 1.4: Illustration of the volume average and radial projection of lidar measurements.
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average over a finite volume which resembles a thin cylinder with a diameter equal to the aperture
of the lidar telescope and extension up to 150 m (see Fig. 1.4).

To retrieve the three components of the wind vector, lidar measurements in at least three linearly
independent radial directions need to be combined with a wind reconstruction model including
some necessary assumptions about the wind flow. The so-called Doppler-beam swinging (DBS) and
the visual-azimuth display (VAD) methods are two common techniques applied to calculate the
full wind vector from lidar measurements over an upside-down conical surface (Peña et al., 2015).
Figure 1.5a-b sketch the scanning patterns suitable for the DBS and VAD wind reconstruction
methods.

Lidars are often used to measure the vertical profile of the horizontal wind speed as completion or
often even as replacement of wind sensors installed on meteorological masts (IEC, 2017; MEASNET,
2016). Pulsed lidars commonly apply the DBS method and measure the wind vector simultaneously
at several heights and a sample rate of around 1 Hz. Continuous-wave lidars operate differently:
They need to change the focus distance after completing a full azimuthal scan of 360° which takes
about 1 s. The two approaches provide similar results in terms of 10 min averaged quantities. A
less complicated and more flexible installation and the possibility to reach the upper tip height of
current multi-megawatt wind turbines are the advantages of lidars in relation to mast mounted
anemometry.

As a consequence of the spatial and temporal averaging over the sample volume and the multiple
radial directions, the wind vector measured with a lidar is not the same as the one measured for
instance with a sonic anemometer which can sample the wind at a single point in space with a
rate of 100 Hz. For the same reasons, in flows dominated by shear or dynamic turbulent structures
uncorrelated wind speeds from different positions could be erroneously averaged by the lidar and
the measurements could be inaccurate or imprecise and misleading. In these situations, it is
recommended practice to verify the measurement strategy by means of lidar simulations within a
synthetic wind field representative of the expected atmospheric conditions (Clifton et al., 2018).

If a hemispherical scanner is incorporated into a pulsed lidar and if the power of the laser enables
long-range measurements, it is possible to map the radial wind speed component with plan position
indicator (PPI) scans over a sector of a shallow cone (see Fig. 1.5c) or with range height indicator
(RHI) scans over vertical slices (see Fig. 1.5d) obtained by varying the azimuth angle at a low and
constant elevation angle in the former case, or keeping the azimuth angle constant while changing
the elevation angle in the latter. Also in these cases, assumptions on the wind flow and a wind
field reconstruction model are necessary to calculate the map of the wind vector from the radial
measurements. These scanning strategies are suitable to study non-homogeneous wind fields, e.g.
wakes, canopies, non-flat terrain or low-level jets.

Analysing the wake of a multi-megawatt turbine on the basis of lidar measurements, Käsler
et al., (2010) demonstrated that long-range scanning lidars are convenient tools to investigate
wakes. In fact, they enable sampling of the wind field in the wake with reasonable time and
space resolution. In similar works, Iungo et al., (2014) and Smalikho et al., (2013) studied the
downstream development of the wind speed deficit in the wake of a wind turbine under different
atmospheric conditions.

To study wake meandering, Trujillo et al., (2011) developed a wake tracking method capable of
identifying the centre-line of a two-dimensional far-wake deficit; the method fits a Gaussian shape
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(a) (b) (c) (d)

Figure 1.5: Position of the radial wind speed measurements (blue dots) for different lidar measuring
strategies: Doppler beam swinging, DBS (a); visual azimuth display, VAD (b); plan position
indicator, PPI (c); (d) range height indicator, RHI (d).

to the radial wind speed measured from the nacelle of a wind turbine to find the centre position
of the wake, its width and maximum wind speed deficit. Different variants of this method can
be applied to identify stationary properties of wakes (Aitken et al., 2014; Barthelmie et al., 2016;
Bodini et al., 2017; Carbajo Fuertes et al., 2018; García et al., 2017; Raach et al., 2017; Trujillo
et al., 2016).

1.3 Objectives and structure of the thesis

As mentioned in Section 1.1, it is of fundamental importance to be able to accurately predict the
annual energy yield of a wind farm already at the beginning of its planning phase. In this respect,
lower uncertainties mean lower risks of investment, better financial conditions and in the end a
lower cost of energy. For this reason, enhancing wake models to reduce the uncertainty of the
annual energy yield predictions is among the primary objectives of wind energy research.

Wakes are generally accountable for power losses with respect to wind turbines facing the undisturbed
flow. Higher wake losses can be in expected in wind farms with closely packed turbines because of
the mutual interaction among wakes and turbines.

The wake models adopted to estimate the annual energy yield of a wind farm, address wakes
interaction pragmatically: Each wake is considered individually and their deficits are combined
where the wakes overlap. This approach enables fast computation, but it is not supported by any
solid physical background. Furthermore, the interaction among wakes and turbines is modelled
considering wakes as isolated entities and not as part of the continuous flow streaming through the
wind farm.

In this respect, the first objective of the present work is to develop an engineering wake model
which abandons the idea of single wakes to consider multiple wakes as a whole, with the ambition
to reduce the uncertainty affecting the estimation of wake losses.

Wake models are based on parameters that need to be calibrated. Lidar data can be adopted for
this purpose, but the complexity of the wake flow might invalidate the measurements. On this
ground, the second objective of the thesis is to develop methodologies for the assessment of wakes
with lidar measurements.
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In order to serve both objectives, the wake model will only look at the interaction of steady wakes.
More complex modelling such as wake meandering of multiple wakes does not lend itself to be
validated by lidar due to the latter’s limited spatial and temporal resolution when it comes to
scanning large sectors within a wind farm.
The two objectives are addressed in reverse order, beginning with the application of lidar to wake
measurements from Chapters 2 to 5. The new wake model is then described in Chapters 6 and 7.
Finally, Chapter 8 gives an account with respect to the objectives and the achievements. These
chapters are briefly outlined in the following paragraphs. s

Chapter 2

The present research started when knowledge and experience of wind speed measurements in the
wake of a wind turbine with lidars was still limited. To fill this gap, Chapter 2 deals with a lidar
simulator which enables testing of measurement strategies and estimation of their error in a virtual
environment. The chapter also introduces basic concepts applied in the following chapters for lidar
measurements in wakes.

Chapter 3

Wake meandering has often been studied with lidar measurements. In fact, the centre position
of the wind deficit can be identified from horizontal or vertical scans of the wake. However, it is
not always possible to achieve a sufficient repetition rate of the scanning trajectory. The journal
article "Application of staring lidars to study the dynamics of wind turbine wakes" (Trabucchi
et al., 2015b) included in this chapter suggests how a sufficient repetition rate can be achieved
with an atypical approach and it also shows how insight about wake meandering can be gained
from these measurements.

Chapter 4

In Chapter 3 lidar measurements along a fixed direction were analysed in the frequency domain,
assuming that the spectral characteristics of the wind could be measured with lidar measurements
along a direction. This assumption is verified in the paper "Study of wake meandering by means of
fixed point lidar measurements: Spectral analysis of line of sight wind component" (Trabucchi et al.,
2015a) included here. In the publication, the results of the full-field experiment of Chapter 3 are
confirmed on the one hand by virtual measurements synthesised with the lidar simulator introduced
in Chapter 2 and on the other hand by new offshore measurements.

Chapter 5

While the two previous chapters are focused on measurements of the wake meandering, the research
of this chapter aims to study 10 min averaged wake profiles obtained from lidar measurements.
The work is reported here in the form of the paper "Nacelle-based Lidar Measurements for the
Calibration of a Wake Model at Different Offshore Operating Conditions" (Trabucchi et al., 2017b).
This work describes the experimental setup of the lidar measurements and the methodology applied
to calculate the profiles of the wind speed deficit used in the calibration of an analytical wake
model.
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Chapter 6

As explained in Section 1.2.2, most engineering wake models are not suitable for dealing with
multiple wakes directly because they solve a two-dimensional, axisymmetric flow. This chapter
introduces a three-dimensional model which is applicable also to non-axisymmetric, single or
multiple wakes. The development and evaluation of the model are explained by the paper entitled
"3-D shear-layer model for the simulation of multiple wind turbine wakes: description and first
assessment" Trabucchi et al., 2017a which is the last paper incorporated into the thesis.

Chapter 7

In this chapter, the 3-D shear-layer model introduced in Chapter 6 is further developed to include
the previously excluded induction zone into the domain of the model. Furthermore, Chapter 7
closes the circle between the two main objectives of the thesis comparing the new wake model with
the lidar measurements of Chapter 5.

Chapter 8

This chapter closes the thesis with a twofold conclusion: On the one hand, it compares the objective
with the achievements. On the other hand, it deals with two questions that are hidden behind the
main objectives of the present research:

1. How to deal with the limitations of lidar technology when being applied to wake measurements?

2. How far is it possible to conveniently improve the physics of engineering wake models?



Chapter 2
Lidar simulations for the design of wake
measurement campaigns

2.1 Introduction

Doppler wind lidars cannot measure the wind vector at a specific point of interest as wind vanes,
cup and sonic anemometers. They measure the component of the wind vector parallel to their
pointing direction as a weighted average over a thin (tens of centimetres), but long volume (ten to
hundred or more metres) illuminated by their laser.

Nevertheless, they can be implemented for wake measurements. In fact, they can retrieve the wind
vector over large surfaces in a relatively short time interval. In the most optimistic scenario, three
simultaneous lidar measurements with linearly independent pointing directions and intersecting at –
or being representative of – the same point in space are available and can be combined to reconstruct
the wind vector. If such configuration cannot be implemented, a wind field reconstruction method
based on reasonable assumptions on the wind field (e.g. horizontal homogeneity of wind speed and
wind direction, or negligible influence of the vertical flow on the radial wind speed measurements)
is applied to estimate the wind vector at the point of interest.

During full-field measurements, it is not easy to identify all the environmental variables defining
the actual atmospheric conditions. Hence, it is not always possible to define an accurate model
corresponding to the actual situation and, for this reason, also the estimation of the lidar volume
average effects might be a cumbersome task.

Lidar simulations provide a practicable alternative to full-field experiments for the verification of
the wind field reconstruction methodologies. Lidar measurements are simulated in a well-known
wind field and the results of the wind vector reconstruction method are compared to the original
wind field which is a perfect reference.

Lidar simulations have been used often in the past, for instance, to investigate the performances of
wind lidars (Frehlich, 1996) and to assess the accuracy of turbulence measurements with lidars
(Banakh et al., 2005). Lidar simulators have been developed for wind energy applications too, e.g. in
order to support the development of scanning strategies for predictive wind turbine control (Raach

13
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et al., 2017; Schlipf et al., 2015, 2009). Lidar simulations have also been applied in the research
field of wind turbine wakes, for example, to estimate errors due to the wind field reconstruction
algorithm (Lundquist et al., 2015), to optimise the installation layout for wake measurements from
the nacelle of a wind turbine operating in yaw misalignment conditions (Churchfield et al., 2016)
and to estimate the effects of the lidar sampling volume (Meyer Forsting et al., 2017).

The research of this chapter is based on – and partly extends – results I presented at international
scientific conferences (Trabucchi et al., 2015a, 2011). These works might be surpassed, but they
belong to the learning process necessary for the success of the experimental campaigns that followed.
For this reason, they are proposed again here with the aim to provide an example of how the
strategy of a measuring campaign (lidar setting and scanning pattern, device layout, wind field
reconstruction model) can be investigated in a virtual environment by means of lidar simulations.

The chapter starts with a general description of methods for wind field reconstruction and wake
characterization based on lidar measurements (Section 2.2); this overview is followed by the
description of the lidar simulator developed for the present research (Section 2.3). Next, two
exemplary applications of the lidar simulator are presented (Section 2.4). The first one is about
the estimation of the average vertical profile of the wind speed in the middle of a wind turbine
wake; the second one about the measurement of dynamic wake meandering. Finally, the chapter is
concluded with a short summary (Section 2.5).

2.2 Wind speed and wake profiles from lidar measurements

When wakes are measured with lidars, the wind speed is derived from measurement at different
positions in space and time. For this purpose, wind field reconstruction models are applied
to combine different radial speed measured under different directions considering reasonable
assumptions about the wind flow. Some approaches for wind field reconstructions and wake
characterisation are explained in the next sections.

2.2.1 Wind field reconstruction

Lidar can measure only one component of the local wind vector at once, precisely its projection on
the radial direction eR of the laser beam defined by the azimuth angle χ and the elevation angle
ζ of the lidar optics (see Fig. 2.1). From a frequency shift in the power spectral density of the
backscatter signal, lidars can measure the radial component of the wind

VR = VT · eR = [u v w]

 cos (ζ) sin (χ)
cos (ζ) cos (χ)

sin (ζ)

 = u cos (ζ) sin (χ) + v cos (ζ) cos (χ) + w sin (ζ) (2.1)

where u, v, w are the North, East and vertical components of the wind vector V, respectively.

The following methods can be applied to estimate two or three-dimensional wind vectors from lidar
measurements.
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Figure 2.1: Sketch of the radial direction of the laser beam defined by the azimuth and elevation angles χ
and ζ, respectively. VR denotes the radial component of the wind velocity vector V .

Inverse projection

If the wind direction Vdir is known, a simple approach to calculate the magnitude of the horizontal
wind vector |VH| assumes no vertical wind (w = 0) to rewrite Eq. 2.1 as

VR = |VH | cos (∆α) cos (ζ) (2.2)

where ∆α = Vdir − χ is the difference between the wind direction and azimuth angle. This
formulation of the radial wind component can be directly inverted to calculate the horizontal wind
speed:

|VH | =
VR

cos (∆α) cos (ζ) . (2.3)

Doppler beam swinging (DBS) method

The DBS technique (Werner, 2005) can be applied to lidar measurements as the ones exemplified
in Fig. 1.5a. In the basic form, the lidar sequentially scan three radial directions: one oriented
vertically and two at a fixed elevation angle (for instance ζ =60 ) with a mutual offset of 90°
between their azimuth angles. The corresponding radial wind speed components can be written as

VRV = w

VRN = u sin (ζ) + w cos (ζ)
VRE = v sin (ζ) + w cos (ζ)

. (2.4)

considering, for instance, the vertical beam for VRV and the azimuth angle corresponding to the
North and East directions for VRN and VRE , respectively.

Working on these equations, it is possible to obtain the two horizontal components of the wind
vector:

u = VRN−VRV cos (ζ)
sin (ζ)

v = VRE−VRV cos (ζ)
sin (ζ)

. (2.5)

If additionally the radial wind speed components VRS and VRW with the azimuth angle of the
remaining South and West directions, respectively, it is possible to write the horizontal components
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of the wind vector as
u = VRN−VRS

2 sin (ζ)

v = VRE−VRW

2 sin (ζ)

w = VRN +VRE+VRS+VRW

4 cos (ζ)

. (2.6)

This approach is commonly implemented in lidar by cycling the azimuth angle over the four cardinal
directions under the assumption that the wind field is horizontally homogeneous and does not vary
during the measurement along the different directions.

Visual azimuth display (VAD)

To apply the VAD method (Werner, 2005), the lidar measures along a 360° azimuthal scan with
closely separated radial directions as drafted in Fig. 1.5b. The corresponding radial wind component
varies as a sinusoidal function of the azimuth angle:

VR = a
V AD

+ b
V AD

cos (χ− χmax) (2.7)

where the offset a
V AD

, amplitude b
V AD

and phase shift χmax. The parameter of VR can be
estimated by means of a least-square-fit to the radial measurements of a complete azimuthal scan.
Under the assumption that the wind field is horizontally homogeneous and does not vary during
the measurement along the different directions, the results can be related to the wind vector
components by

u = −bV AD sin (χmax)/ cos (ζ)
v = −bV AD cos (χmax)/ cos (ζ)
w = −aV AD/ sin (ζ)

. (2.8)

Dual-Doppler techniques

If two or more synchronised lidars measure simultaneously at the same target position and the
corresponding radial directions are linearly independent, the temporal and spatial averaging implied
by the DBS and VAD methods could be avoided applying the matrix inversion method: If three
radial wind speed components VRi and the corresponding radial directions are collected into the
vector VR

T = [VR1 VR2 VR3 ] and into the matrix MeR
= [ eR1 eR2 eR3 ], respectively, it is possible

to write and solve a linear system to find the components of the wind vector:

VT = [u v w ] = VR
T ·M−1

eR
(2.9)

This system has a solution only if the matrix MeR
is invertible, which means that the three radial

directions need to be linearly independent. Dual-Doppler algorithms (Drechsel et al., 2010) could
be applied to relax this limitation. Similar approaches were applied for instance in the works by
Cherukuru et al., (2017) and van Dooren et al., (2016) to resolve the wake wind field inside an
offshore wind farm from azimuthal scans (plan position indicator, PPI) at low and zero elevation,
respectively. Dual-Doppler measurements are very convenient also in complex terrain where wind
field inhomogeneity due to the site topography adds up to the one of the wake. For example,
Wildmann et al., (2018) analysed how a wake runs over a ridge using the dual-Doppler method
and coplanar vertical scans (range height indicator, RHI) of the wake.
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2.2.2 Wake characterisation

Procedures applied to identify the overall properties of the wind velocity deficit at a downstream
section of the wake are commonly indicated as wake tracking methods. Different approaches
have been applied to lidar measurements during the last years. Some representative examples
are described in the following1; the reader interested in an evaluation of common wake tracking
approaches is invited to consult Doubrawa et al., (2017) and Vollmer et al., (2016).

Direct fit of Gaussian surfaces

This method was first introduced by Trujillo et al., (2011) for lidar wake measurements from the
nacelle of a wind turbine. The goal was to estimate the centre position of the wake at a fast
repetition rate and to qualitatively describe the corresponding steady wake. The measurements
covered a two-dimensional cross-section of the wake. First, the wind deficit was isolated from the
wake flow subtracting an estimation of the shear profile from the radial wind speed measurements.
Then a Gaussian surface was fit to the wind deficit in order to track the centre of the position of
the wake.

Fit of projected Gaussian profiles

To fully characterise the wake and its meandering path (centre position, width and amplitude of the
wind speed deficit) within a PPI or RHI scan by means of ground-based lidars, Aitken et al., (2014)
modelled the wind deficit measured in the wake at each range-gate with a one-dimensional Gaussian
profile. Slightly different models were applied to take into consideration (i) the scanner strategy,
(ii) measurements in the free-flow, (iii) measurements in the near-wake or (iv) measurements in the
far-wake.

The free-flow model dealt only with the projection of the wind vector on the radial direction of the
measurements; in PPI measurements the elevation was disregarded; in the RHI measurements, the
vertical profile of the wind speed was incorporated into the wind model as a logarithmic profile.

A double or a single Gaussian profile was added to the free-flow wind model in the near- or far-wake
region, respectively.

To characterise the average development of wind speed deficit in the wake (i.e. wake direction,
recovery and expansion rates), Aitken et al., (2014) fitted the model of PPI measurements in the
far-wake region considering for each sweep all the range-gates at once. First, they rotated the
model into the rotor frame of reference; then, they imposed a power law to describe the expansion
and recovery of the wind deficit.

Centroid methods

The centroid method can be applied to detect the centre of the wake deficit at a certain downstream
cross-section and to study the meandering path of the wake. Herges et al., (2018) applied this

1Please note that, depending on the scanning pattern and on the availability of the measurements, interpolation
of the data might be required before starting the analysis of the wake. These interpolation methods are out of the
scope of this section.
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method to high resolution, nacelle-based lidar measurements. The deficit area used to evaluate the
centroid is defined iteratively reducing progressively the threshold of the deficit amplitude until
the deficit area equals the area of the rotor. Similarly as in the work by Trujillo et al., (2011), the
deficit was isolated from the wake shape considering the vertical shear profile in the un-waked
region of the measurements.
García et al., (2017) investigated the average path of two nearly parallel wakes with a different
variant of the centroid method. The study was based on PPI scans from which the horizontal
wind speed was estimated with the inverse projection method using a wind direction calculated
from measurements not affected by wakes. The centroids at constant downstream distances were
calculated after the application of an exponential function to wind deficits extracted separately
from each PPI scan. Differently from the methods previously described, here the deficit was defined
as the difference between the local the maximum wind speed values at the considered downstream
distance.

Wake tracking for control application

Two methods developed for control applications are briefly explained in the following paragraphs.
The first one focuses on identifying the centre position of the wake by means of the so-called
available power tracking method (Vollmer et al., 2016). The method considers a hypothetical
turbine at a fixed downstream distance in the wake of another turbine with the same hub-height
and rotor diameter. The available power of the downstream hypothetical turbine is estimated from
the cube of the mean flow in wind direction, integrated on the rotor surface assuming uniform air
density. Varying the position of the hypothetical turbine along the cross-stream coordinate, the
wake centre position can be associated with the position with the lowest available power.
The second one aims to get information about the wake and on the operating conditions of the wind
turbine. In this case, the wake model and the tracking method are part of an optimisation process
implemented in a control application software (Raach et al., 2017). This method includes the
vertical shear, assumes a mono-dimensional wind field and defines the wake with an initial profile.
The downstream development of the wake is then obtained with a two-dimensional Gaussian filter
which smooths the initial profile according to the dissipation rate of the wake; furthermore, the
model estimates the lateral deflection of the wake with respect to the yaw offset between the rotor
axis and the wind direction.

2.3 LIdar SCanner SIMulator (LiXim)

As explained in Section 2.2, a heterogeneous wind field with dynamic turbulent structures might
degrade the quality of the wind velocity vector estimated from lidar measurements because of the
lidar sample volume and the spatial/temporal averaging implied by the wind field reconstruction
model.
To evaluate the performance of a long-range pulsed lidar with a flexible scanner, a lidar scanner
simulator (LiXim) was developed. In LiXim, the kinematics of a hemispheric scanner and a simplified
model describing the physics of lidar measurements are implemented such that trajectories can be
defined and scanned in a synthetic wind field where the volume average and the radial projection
can be simulated.
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In LiXim, the sample volume is defined along a linear coordinate s, which represents the radial
distance from the lidar to the target point. The volume average of lidar measurements depends on
the shape of the laser pulse2 and by the duration of the range-gate. Their extension in space ∆p
and ∆r, respectively, can be estimated along the radial distance s considering their time duration
and the speed of light. Then, the normalised intensity of the laser pulse can be approximated with
a Gaussian pulse:

Ip(s) = 1√
π∆r exp

(
− s2

∆r2

)
. (2.10)

Finally, the volume-averaged wind radial component VR(s) can be modelled with the convolution
of the local radial wind component vR with the weighting function η as

VR(s) = 1
∆p
∫ ∆p

2

−∆p
2

vp (s) ds with vp(s) =
∫ ∆r

2

−∆r
2

vr (s′) η (s′ − s) ds′

and η(s) = Ip(s)∫ +∞

−∞
Ip(s)ds

. (2.11)

where the primes denote the variable of integration along s (Frehlich, 2001).
In LiXim VR(s) is evaluated numerically considering fifteen points equally spaced within the sample
volume and linearly interpolated from the input wind field. These parameters avoid an unnecessary
oversampling of the wind field.
If pulsed lidars are not collimated, i.e. the focal length SF of their telescope is not infinite, the
weighting function η in Eq. 2.11 should be replaced by

ηF (t) = Ip(s)IF (t)∫ +∞

−∞
Ip(s) IF (s)ds

with IF (s) = 1
π

(
SR

S2
R

+(SF−s)2

)
and SR = λL S

2
F

π A2

. (2.12)

where the Rayleigh length SR is defined by the laser wavelength λL and the diameter A of the
output lens (Pitter et al., 2015).
Figure 2.2 compares LiXim with an early implementation of Simulid, the lidar simulator developed
by the lidar manufacturer Leosphere (Boquet et al., 2016) and made available for this validation.
For seven ranges and ten radial directions, the two simulators calculated the volume-averaged radial
wind speed component VR from the corresponding reference series. The simulations reproduce
the volume average effect of a pulsed lidar with a laser wavelength of 1.56 µm, a pulse duration
of 200 ns in terms of full width half maximum (FWHM), a range gate of 200 ns and an emitting
length with a radius of 1.5 cm, focused at 80 m. With these settings, the averaging volume is ∼40 m
long and filters spatial turbulent fluctuations with a smaller length scale. The averaging effect can
be recognised in the simulations, for instance in the bottom right panel of Fig. 2.2.
The comparison shows a fair agreement between the two lidar simulators which have an average
absolute difference of 0.14 m s−1. However, with the average absolute deviation from the reference
of 0.14 m s−1, LiXim slightly underestimates the effect of the volume average in relation to Simulid
whose average absolute error is 0.20 m s−1. Assuming Simulid to implement a more realistic model
of the volume averaging than LiXim this means that larger deviations between the radial wind
component at specific positions and the corresponding values simulated with LiXim are to be
expected when dealing with real measurements.

2The pulse can be well approximated by a Gaussian function and its duration is commonly indicated as full
width half maximum (FWHM).
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Figure 2.2: Comparison of the radial wind speed measurements simulated with LiXim and Simulid with
respect to eight reference cases. The comparison includes seven range-gates along the radial
coordinate s.

The kinematics of the scanner implemented in LiXim consists of an all-sky scanner with two
rotational degrees of freedom. By default, the scanner follows the assigned trajectories moving
continuously and as fast as possible between consecutive target points: Approaching a point, the
scanner slows down to 0 ° s−1 at the maximal negative angular acceleration of the device; then,
moving away from the point, speeds up at the maximal positive acceleration, up to the maximal
angular speed if needed. In LiXim, the absolute angular acceleration and speed are ∼100 ° s−2 and
∼50 ° s−2, respectively. These settings reproduce the behaviour of the devices Leosphere Windcube
WLS400S available for experimental campaigns at Forwind - Oldenburg University.

2.4 Lidar simulations of wake measurements

Lidars have several possible applications in the research about wind turbine wakes, but there are
very few guidelines about the interpretation of the measurement results and the corresponding
uncertainty estimation. Furthermore, there is not an obvious choice of the setup3 to be implemented
in lidar experimental campaigns.

With lidar simulations, one can assess the possible combinations of setup variables and optimize
them already in the preparatory phase of an experimental campaign. Moreover, simulations can
give insight into the results to be expected and can be repeated also after the campaign applying
the actual setup and environmental conditions to support the interpretation of the full-field lidar
measurements.

In this regard, two cases are presented, in which lidar measurements of the wind speed in wakes
are simulated with LiXim to investigate possible configurations to be implemented into actual
measurement campaigns. In both cases, the unsteady large-eddy simulations (LES) wind field
described in Section 2.4.1 is the domain of the simulations.

3Here setup means the combination of lidar position, measurement points and scanning strategy.
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The objective of the two virtual experiments described below is to assess different strategies for lidar
measurements applied, in the first test case, to the estimation of the average vertical profile of the
wind speed in the wake of a wind turbine (Section 2.4.2) and, in the second case, to track the centre
position of the wake (Section 2.4.3). In both cases, the scanning speed and the volume averaging
effect applied in the simulation correspond to the lidar specifications described in Section 2.3.

2.4.1 Wind field: unsteady wake simulations

The wind field used for the test cases of this chapter reproduces the wake of a wind turbine with a
rotor diameter D of 62 m and a hub-height zHH of 62 m. To run the simulations, an unsteady wind
field is calculated with the Parallelised LES Model (PALM) (Raasch et al., 2001). An actuator
line approach (Troldborg, 2008) is included to simulate the wind turbine. For the experiments, a
ten-minute wind field is generated on a 4 m resolved grid with a temporal resolution of 0.4 s.

The boundary conditions were chosen in order to simulate a neutral atmosphere with a roughness
length z0 =0.05 m and a friction velocity u∗ =0.5 m s−1. Considering the hub-height, this setting
generated an average inflow wind speed uHH=9 m s−1, a wind direction of 270° and a turbulence
intensity TI of 8 %.

The profiles of the wind speed deficit in the wake used in the following exercises were calculated sub-
tracting the streamwise wind component u downstream of the wind turbine from the corresponding
mean values on the cross-section at the inlet of the LES domain.

2.4.2 Measuring the average vertical profile of the wind speed in the
wake of a wind turbine

The features of lidar measurements (volume averaging of the laser beam and the projection of
the wind speed vector on its radial wind component) are a source of error in non-homogeneous
flows (Clifton et al., 2018). Wind turbine wakes belong to this category of flow. In this section,
simulations of lidar wind speed measurements in the wake of a wind turbine show how the effects
of the lidar measuring principle can be influenced by varying the experimental approach. The
results provide also an indication about which strategy should be preferred to minimise the errors.

Simulation setup

The objective of the first simulated experiment is to measure the vertical profile of the mean wind
velocity in the wake of a wind turbine. The wind field described in Section 2.4.1 is the virtual
environment of the simulations. The profile includes nine heights from 40 m to 120 m every 10 m
and is aligned to the centre line of the turbine rotor at a downstream distance of 2.5 D.

Four cases are considered in the simulations:

- Reference The three wind speed components u, v and w along the streamwise, cross-stream
and vertical directions x, y and z, respectively, are interpolated at the target points from the
simulated wind field.
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Figure 2.3: Possible approaches for lidar measurements of a wind turbine wake profile at the reference
points: Doppler beam swinging (DBS) (a); concurring, synchronised measurements (multi-lidar)
with lidars near to the target (b) and further away from it (c).

- Doppler beam swinging (DBS) A lidar is installed on the ground beneath the target
points. The wind vector is evaluated by applying Eq. 2.6 to the radial wind speed component
measured on conical scans composed by four radial wind speed components. The elevation
angle of the beams is 60°; the azimuth angle varies with 90° steps and is alternatively parallel
to u and v. This configuration minimises the heterogeneity of the wind field sampled by the
four beams. The scanning pattern is plotted in Fig. 2.3a.

- Multi-lidar 1 Three lidars are installed near the target profile and perform concurrent,
synchronised measurements with high elevation angles: Two lidars are ∼0.67 D downstream
of the profile, at opposite sides, separated by 2 D in the cross-stream direction; the third
lidar is between the turbine and the profile, ∼1.83 D downstream of the former and ∼0.64 D
upstream of the latter. The wind vector is calculated with the matrix inversion method of
Eq. 2.9. Figure 2.3b represents schematically this measurement strategy.

- Multi-lidar 2 Three lidars are installed near the turbine and, as in the previous case,
perform concurrent, synchronised measurements with low elevation angles: Two lidars are at
opposite sides of the turbine separated by 2 D in the cross-stream direction; the third lidar is
on the nacelle of the turbine. The wind vector is calculated again with the matrix inversion
method of Eq. 2.9. The trajectory of these measurements is illustrated in Fig. 2.3c.

To isolate and study the effect of the volume and spatial average, the measurement of the full
profile is simulated every 2.3 s for all the four cases.

Results

The four approaches are compared in relation to the vertical profiles of mean components of the
wind velocity vector (see Fig. 2.4). In this respect, Fig. 2.5 displays the deviations

∆u = ulidar − uref
∆v = vlidar − vref
∆w = wlidar − wref

(2.13)

where the reference and the lidar simulated wind velocity components are indicated with the
subscripts ref and lidar, respectively. The statistics of these deviations are collected in Table 2.1
to provide an overview of the results.



Lidar simulations for the design of wake measurement campaigns 23

When the streamwise wind component is addressed, the results of the simulations for the DBS
and Multi-lidar 1 configurations look very similar (see Fig. 2.4). The former has a slightly smaller
deviation from the reference case. Differently, simulations with the approach Multi-lidar 2 have
results much closer to the reference. These points can be better quantified in Fig. 2.5a, where the
deviation of the different approaches from the reference is represented.

The orientation and the position of the sample volumes in the simulated measurements are a
reasonable explanation of the different results provided by the considered approaches. These two
factors have a relevant influence on the volume average in wind fields with high spatial gradients as
wakes. In the DBS, the wind field is calculated from radial wind speed components averaged over
sample volumes centred at different positions in space (e.g. at opposite directions the volumes have
a ∼104 m distance at the height z∼90 m). This is not the case for the multi-lidar measurements,
in which the sample volumes of the radial wind speed components concur at the same position
eliminating the influence of the spatial averaging and reducing the deviation from the reference.

Another aspect to consider is that, in the multi-lidar configurations, the vertical extension of the
sample volumes depends on the elevation angle, while the sample volumes of the DBS approach
have it fixed. This fact is particularly important considering that significant vertical gradients of
the streamwise wind component are expected at the target points. In the DBS and Multi-lidar 1
simulations, the vertical extension of the sample volume is very similar (∼26 m for the first one and
in average ∼25 m for the second one ); differently, the vertical extension of the sample volumes in
the Multi-lidar 2 simulations is less than a half of the one in the other two cases (∼11 m in average
). In this respect, the aforementioned similar deviation from the reference could be due to the
vertical extension of the probe volume.

Concerning the cross-stream wind speed component v (see Fig. 2.4b and Fig. 2.5b), the two
multi-lidar configurations can resolve very well the variation from positive to negative values given
by the rotation of the wake. This is not the case for the simulation of the DBS measurements,
which capture this trend only at the lower heights, nevertheless with a larger deviation from the
reference. In fact, v reaches fast the free-stream level (0 m s−1) without changing sign because the
sample volumes of the cross-stream beams of the DBS cone move towards and eventually cross the
edges of the wake for increasing heights.

Figure 2.4: Measurements of a wind turbine mean wake profile simulated with the approaches of Fig. 2.3
and compared to the corresponding reference values.
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Figure 2.5: Absolute deviation from the reference of the wind speed components calculated implementing
the approaches of Fig. 2.3 into lidar wake measurements simulations.

Table 2.1: Statistics of the deviation from the reference of the wind speed components calculated from
lidar measurements simulated for different approaches within a wind turbine wake.

|∆u| [m s−1] ∆u [m s−1] |∆v| [m s−1] ∆v [m s−1]
avg st. dev min max avg st. dev min max

DBS 0.32 0.15 -0.54 0.43 0.30 0.28 -0.76 0.00
Multi-lidar 1 0.22 0.13 -0.40 0.39 0.03 0.02 -0.04 0.07
Multi-lidar 2 0.02 0.01 -0.02 0.05 0.03 0.02 -0.03 0.07

Approach
|∆w| [m s−1] ∆w [m s−1]
avg st. dev min max

DBS 0.05 0.04 -0.12 0.06
Multi-lidar 1 0.02 0.02 -0.02 0.06
Multi-lidar 2 0.15 0.12 -0.31 0.29

The profiles of the vertical wind speed component w in Fig. 2.4b provide another example of
how the orientation and the position of lidar the sample volume affects the reconstruction of the
wind vector. In this case, the Multi-lidar 2 simulations have the worst match with the reference
because the difference between the elevations of the concurring beams is relatively small (especially
above hub-height) and the system matrix MeR

of the wind field reconstruction model is almost
singular. In relation to the Multi-lidar 2 approach, the DBS has lower deviations from the reference,
but Fig. 2.4 shows that it still does not correlate with the reference very well. The Multi-lidar 1
configuration mitigates best the limits of lidar measurements for the vertical wind component and
has results very close to the reference.

Given the low contribution of the vertical wind component to the line of sight wind speed measured
by the lidar at very low elevations in the configuration Multi-lidar 2, it is reasonable to assume
that similar results in term of precision could be achieved also with two lidars only.
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Conclusions

The measurement principles of wind lidar limit their use in non-homogeneous flows. Three different
measurement approaches have been investigated with lidar simulations in the wake of a wind
turbine to find out their advantages and disadvantages.

The common DBS approach has the highest average absolute error with respect to the reference
because of the average over steep volumes with strong spatial variation of the wind field. The
error is also a consequence of combining radial measurements in the free-flow and in the wake.
Concurrent sample volumes have better performances which vary depending on the inclination
of the radial direction. The horizontal wind speed can be estimated better from small elevation
angles. However, larger deviations of the vertical wind component from the reference are observed
for such configurations.

From these results, a multi-lidar configuration with the devices located at a large distance from the
target points should be chosen for measurements of the vertical profile of the average horizontal
wind speed at the centre of the wake. In this situation, two devices could probably achieve similar
results as three and might reduce the campaign efforts.

2.4.3 Dynamic tracking of the wake centre position

Engineering wake models such as the dynamic wake meandering model (DWM) (Madsen et al.,
2010) estimate the shape and position of the wind deficit in the wake with respect to the large
scale turbulence fluctuations within the atmospheric boundary layer. Nacelle-based lidars have
been proved to be a valid tool for the direct verification of such models (Trujillo et al., 2011).
Section 2.2.2 provides an overview of the different wake tracking methods developed for ground- or
nacelle-based lidar measurements.

The wake measurements simulated for this section aim to verify whether the fit of Gaussian surfaces
to the wind speed deficit measured at high resolution by a short-range nacelle-based lidar (Trujillo
et al., 2011) could be applied to slower measurements performed with long-range lidars installed
on the nacelle or on the ground.

Differently from the reference work by Trujillo et al., (2011), the radial directions scanned by a
ground-based lidar aiming at the wake are fixed and the wind direction is variable (measurements
from nacelle-based lidars are supposed to be centred along the mean wind direction); the difference
between the two directions could be large and lead to inaccurate results of the Gaussian fit directly
applied to the radial wind speed values.

To evaluate the application of the methodology by Trujillo et al., (2011) to long-range scanning
lidars, five simulation layouts are analysed here.

Simulation setup

In the simulations, a Lissajous trajectory is approximated with a 7× 7 points rectangular grid
generated following the suggestion by Rettenmeier, (2015). A similar scanning pattern was also
applied in the work by Trujillo et al., (2016). The measuring area covers 3.00 D× 1.33 D and is
centred at P0, 2.5 D downstream of the turbine, along its rotor axis. A sketch of the trajectory is
depicted in Fig. 2.6a.
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Figure 2.6: Three-dimensional view of the experiment simulated with LiXim.

The lidar measurements are simulated in the wind field introduced in Section 2.4.1. In the first
layout L1, the lidar scans the wake from the nacelle of the wind turbine. The further layouts L2
through L5, are considered for a ground-based lidar. Each of them tests a different alignment of
the lidar beams with the wind direction. For this purpose, the lidar is placed upstream of the
wind turbine at a distance of about 7.3 D along the x-axis. First, it is aligned with the rotor axis
and there is no angular offset between the wind direction and lidar beam aiming at the trajectory
centre P0 located in the wake at a downstream distance of 2.5 D. This case is indicated as L1. In
the remaining cases, namely L3, L4 and L5, the angular offset is increased to about 15°, 30° and
50°, respectively, by moving the lidar to negative values of the y-axis keeping the same coordinate
x. Figure 2.6 provides a schematic illustration of the simulation layouts.

The same technical specifications as those of the long-range scanning lidar introduced in Section 2.3
are implemented in the simulations. With these settings, the trajectory repetition time might be
too long to capture the fastest dynamics of wake meandering. In fact, the nacelle-mounted lidar
(L1) takes about 31 s to scan a full trajectory. In case L2 to L5, the ground-based lidar can scan
smaller arcs to follow the trajectory pattern thanks to the larger distance to the trajectory plane.
As a result, the ground-based lidar completes a full trajectory in nearly half of the time needed by
the nacelle-based unit. In the wind field used for the lidar simulations, the time scale of the wake
meandering estimated as 2D/uHH (Madsen et al., 2010) is around 14 s. According to Nyquist’s
theorem (Bendat et al., 2000), fluctuations with time scales shorter than twice the sample time
cannot be resolved. It means that, in the most convenient configuration, this issue could affect
meandering scales faster than about 30 s.

Wake tracking

The methodology applied to detect the wake meandering from the lidar measurements simulated
in the LES wind field consists of three steps:

1. Identifying the average wind speed deficit in the wake.

First, the measurements of each complete and independent trajectory are collected as
successive "snapshots" of the wake; then, the vertical profile of the radial wind speed in
the free-flow is approximated averaging the profiles measured outside of the wake, at the
lateral boundaries of the trajectory; next, the radial wake deficit is calculated subtracting
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the measurements of each snapshot from the free-flow radial wind speed; finally the deficit of
the radial wind speed is divided by the maximum values of the free-flow profile to obtain
non-dimensional values between 0 and 1.

2. Identifying the average shape of the wake.

The simulated radial wind speed measurements are averaged over time; the radial wind deficit
in the wake is modelled with the bivariate Gaussian function

fG = f0 +AG exp
(
− (y − yµ)2 + (z − zµ)2

σ2
r

)
(2.14)

centred at the coordinates yµ, zµ. The shape of this function is defined by the scale factor AG
and the parameter σr denotes the wake radius; the variable f0 is an offset that compensates
for possible inhomogeneity of the vertical profile used for the free-flow. To find the wakes
mean features, fG is fitted to the average deficit profiles. Table 2.2 reports the boundaries
applied to the parameters of fG in the fit to the profiles.

3. Identifying the instantaneous centre position of the wake.

The Gaussian profile of Eq. 2.14 is fitted to the successive wake deficit "snapshots" keeping
all the parameters but the coordinates yµ, zµ of the wake centre fixed to the values of the
average wind speed deficit.

The different experimental layouts are evaluated in relation to the reference values of horizontal
meandering of the wake centre. For this purpose, the wake tracking method is applied to the
streamwise wind speed component on the cross-section 2.5 D downstream of the turbine; the wind
speed deficit in the wake is calculated every 0.4 s from the vertical profile of the free-flow wind
speed, 2 D in front of the rotor and is normalised as mentioned above.

Results

The first analysis is dedicated to the average characterisation of the wake. Starting with Fig. 2.7
and Fig. 2.8, the wind speed deficit profiles in the wake from the simulations are compared to the
corresponding reference from the LES wind field. In both figures, panels are organised in rows
and columns according to the vertical offset of the wake profile from the rotor centre and the lidar
layout, respectively.

In Figure 2.7, the lidar simulations result (green circles) of case L1 to L3 (angular offset up to 15°)
follow accurately the reference profiles (blue solid line). In cases L4 and L5 (angular offset 30° and
50°) the effect of the radial projection of the wind speed is recognisable from lower wind speed
values of the lidar simulations with respect to the reference ones.

Table 2.2: Limits of the parameters implemented for the fit of Eq. 2.14 to the average wind speed deficit
and corresponding results for the simulated layouts.

yµ [D] zµ [D] σr [D] AG [-] f0 [-]
minimum -3.0 -0.5 0.25 0.0 -0.5
maximum +3.0 +3.0 0.70 1.0 +0.5
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As it can be observed in Fig. 2.8, the deviation between the reference (blue solid line) and the lidar
is lower if evaluated in terms of the normalised radial wind speed deficit (green circles). This result
indicates that the normalisation of the lidar simulations can partly compensate for the effect of the
radial projection. On the other hand, the normalisation introduces a little overestimation by the
lidar at heights around the rotor centre and higher (see panels in the first four rows from the top),
and a little overestimation in the lowest area of the rotor (see panels in the last two rows from the
top).

The results of the fit to the deficit profiles of the reference (blue diamond) and the results of
the fit to the deficit profiles from the lidar simulations (dark green crosses) are close in all the
measurement layouts, with almost coinciding results apart from the case L5.

At the height around the centre of the rotor, the deficit profile of the reference has a plateau which
comes from the diffusion of the double-peak profile expected in the near-wake. In none of the cases
– simulated as well as reference – this signature is captured by the fit of the Gaussian profile, fG.
However, this issue does not affect the current analysis because the focus here is on the centre
position and not on the exact shape of the deficit.

The fair agreement between the results from the lidar simulations and the reference qualitatively
exposed above is confirmed by the parameters found fitting fG to the data and collected in Table 2.3.

The second part of the analysis deals with the detection of horizontal wake meandering. Figure 2.9
juxtaposes the paths of the wake identified from the lidar simulations (green circles) and the
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Figure 2.8: Comparison of normalised average wind speed deficit of the reference (solid blue line) with
the normalised average radial wind speed deficit evaluated from the lidar simulations (green
circles). In both cases, the corresponding fit of the wake model (blue diamonds and dark green
crosses, respectively) is also included. The panels are organised in rows and columns according
to the vertical offset of the wake profile from the rotor centre and the lidar layout, respectively.

reference data (solid blue line); additionally, the top-right panel summarises their overall mutual
difference in terms of root-mean-square error (RMSE).

The paths detected from the lidar and the reference oscillate within ±0.2 D around the rotor centre
position and shows an overall fair correlation, however with increasing deviations for larger angular
offsets between the beams scanned by the lidar and the wind direction. The RMSE well represents
this result. It also reveals that the longer trajectory repetition time of case L1 affects negatively
the comparison. In this respect, examples of the low-pass filter effect due to the sampling time of
the full trajectory can be observed in case L1 (e.g. between 50 s to 150 s); in cases L2 and L3, they
are not so evident but still noticeable (for instance short before 400 s); in the remaining cases, they
are hardly recognisable because of the fluctuating deviation from the reference.

Conclusions

Specific methods are available to study the wake meandering with the implementation of highly
resolved lidar measurement from the nacelle of a wind turbine. Also long-range scanning lidar can
be applied to investigate the wake meandering. From the nacelle of a wind turbine, the radial
directions of the lidar are generally oriented with a small deviation from the mean wind direction;
hence, the radial wind speed components measured along the trajectory have enough information
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Table 2.3: Results from the fit of Eq. 2.14 to the average wind speed deficit in the wake of a wind turbine
for the simulated layouts and the reference case.

yµ [D] zµ [D] σr [D] AG [-] f0 [-]
reference 0.000 0.062 0.388 0.73 0.01

L1 0.002 0.052 0.386 0.71 -0.04
L2 0.002 0.055 0.415 0.72 -0.04
L3 0.024 0.046 0.416 0.72 -0.03
L4 0.041 0.022 0.422 0.70 -0.03
L5 0.051 -0.010 0.422 0.69 -0.03
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Figure 2.9: Results from different wake tracking approaches applied to simulations of lidar measurements
with a variable offset between the radial and the wind directions.
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to capture the main features of the wake; however, the trajectory would be located at a relatively
close distance from the rotor and might require a long scanning time. This could be a limitation
when the measurements are supposed to resolve the short time scales of the wake meandering. A
remarkably shorter scanning time can be achieved with long-range scanning lidars deployed on the
ground, at a large distance from the measurement points. In this case, the drawback is that, at
specific wind directions, the projection of the wind speed along the radial direction has not enough
information to capture the main features of the wake.

Lidar simulations of wind speed measurements in wake under different configurations indicate that
the wake tracking approach developed by Trujillo et al., (2011) is very robust applied to ground-
and nacelle-based scanning lidar measurements averaged over time. Here, effects due to possible
angular offsets between the wind direction and the lidar measurement sector are compensated by
the method.

In the time-resolved domain, the results point out the importance of the repetition rate of
a full trajectory: Slower trajectory patterns act as a low-pass filter and cannot resolve the
fastest meandering fluctuations. Also the angular offset between the wind direction and the lidar
measurement sector deteriorate the quality of the wake tracking: For an angular offset increasing
from 0° to 50°, the root-mean-square error in the simulations grows from about 12 % to 31 % of
the largest separation observed between the rotor axis and the wake centre.

This research suggests that experimental campaigns for the study of wake meandering based on
long-range scanning lidar need to be carefully planned. In particular, the measurement layout
should be optimised considering the wind rose at the site and minimising the time to complete a
full trajectory. In the presence of high angular offsets between the wind direction and the lidar
measurement sector a methodology modelling the radial projection of the measurements is expected
to be more appropriate.

2.5 Summary

This chapter gave the opportunity to review some fundamental points regarding lidar measurements:

• Flow models are needed to reconstruct the wind vector from lidar measurements or to
characterise the wake of a wind turbine from lidar measurements.

• Flow models and reconstruction methods need to be validated.

• The same measurement objective can be measured by applying different approaches.

A lidar simulator was introduced to deal with these matters. It enables to reproduce lidar
measurements in dynamic wind fields considering their sampling volume and the radial projection
of the wind vector. The simulator was positively evaluated with respect to a more sophisticated
implementation developed by a lidar manufacturer.

The focus was given here to wind speed measurements in the wake of a wind turbine and lidar
simulations served to investigate two exemplary cases. The first one pointed out that concur-
ring measurements with low elevation angles are the best option – among those analysed – for
measurements in wakes: They minimise the mutual dislocation of the sampling volumes of the
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measurements used to reconstruct the wind vector. For this reason, concurring measurements
provide more precise results. Another advantage of this configuration is to reduce the effect of
the lidar volume average over the sheared flow of the wake. The second case proved that wake
meandering can be detected by fitting a Gaussian profile to the deficit derived directly from lidar
wind measurements, at the condition that the offset between the wind direction and the lidar
measuring sector is below 30°.

These examples demonstrated that lidar simulations allow to deal with conceptional issues ahead
of the experimental campaign, support the assessment of wind and wake models applied to analyse
lidar measurements and inform about the accuracy to be expected. Lidar measurements can also
help to prevent data losses due to the late identification of possible inconvenient situations. In
fact, lidar measurements are often analysed when the experimental campaign is already over and
there is no simple remedy for those situations. With lidar simulations, it is possible to foresee
inconvenient situations and develop dedicated measurement strategies to mitigate their effects. In
conclusion, lidar simulations are an indispensable tool to full-field wake measurements.
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Abstract
Standard anemometry or vertical profiling remote sensing are not always a convenient approach to study the
dynamics of wind turbines wake. One or more lidar windscanner can be applied for this purpose. In this
paper a measurement strategy is presented, which permits the characterization of the wake dynamics using
two long range wind lidars operated in a stationary mode. In this approach two pulsed devices are staring with
low elevation obliquely across the wake. The lidar beams are supposed to cross each other on the downstream
axis of the wake to perform simultaneous measurements in the wake field from side to side. The deflection
of the wake is identified fitting a model to the average data. Spectral analysis provide the frequency content
of the measurements at different distances from the wake center. This setup was implemented in a full-field
measurement campaign where the wake of a multi-MW wind turbine was analysed. The tracking of the wake
centre was applied successfully to this measurement. Moreover the spectral analysis showed increased energy
content close to the wake lateral edges. This can be connected both to the higher turbulence level due to the
tip vorteces and to the large scale dynamics of the wake.

Keywords: wind turbine wake, meandering, lidar

1 Introduction
A wind turbine extracts kinetic energy from the wind.
As a consequence, a wake is generated downstream the
rotor where the wind speed is generally lower and the
turbulence intensity is higher in relation to the undis-
turbed flow upwind. In a wind farm, turbines often op-
erate downstream other turbines. For this reason, a solid
knowledge about wind turbine wakes is extremely rele-
vant in order to have reliable models able to predict the
energy yield of a wind farm, to optimize its layout or
to be applied in the design phase of a wind turbine in
the evaluation of the fatigue load increase due to wake
added turbulence.

Several engineering models have been developed
since the 80s, which describe the wind and turbulence
intensity profiles as well as their development down-
stream in steady conditions. The N.O. Jensen wake
model (Katic et al., 1986) and the Ainslie wake model,
also known as Eddy Viscosity Model (Ainslie, 1988),
are just two possible examples. The first one is based on
the conservation of the mass flow in a control volume
where the wake diameter is assumed to expand linearly
starting directly from the rotor plane. The second one
describes the far wake, i.e. starting from about 2.5 rotor
diameters D, and it is based on the analytical solution
of the axis-symmetric formulation of the steady Navier
Stokes equations for a thin shear layer. In this formula-
tion the pressure gradient as well as swirl are neglected
and an eddy-viscosity closure is applied.

∗Corresponding author: Davide Trabucchi, ForWind – University of Old-
enburg, Ammerländer Heer-Str. 136, 26129 Oldenburg, Germany, e-mail:
davide.trabucchi@uni-oldenburg.de

Empirical models for turbulence in the wake of a
wind turbine have been also developed to estimate loads
on turbines operating in wake conditions, e.g. in Frand-

sen and Thøgersen (1999). A more sophisticated ap-
proach considers the wake as a series of deficit disks
released at the turbine rotor and moving downstream
driven by the atmospheric turbulence structures with
scales comparable with the rotor diameter D. The Dy-
namic Wake Meandering (DWM) model (Larsen et al.,
2008) and the Disk Particle Model (DPM) (Trujillo

and Kühn, 2009) are based on this idea.
In order to validate wake models, full-field measure-

ments of wind turbine wakes represent one of the best
solutions. Meteorological mast mounted wind vanes,
cups and/or sonic anemometers, are commonly applied
for the measurement of the wind deficit (Machielse

et al., 2007) or the turbulence intensity in wakes. This
approach has the limitation of a fixed layout which, com-
bined with the wind direction and the distance between
the mast and the available turbines, allows to study a re-
stricted number of cases.

Remote sensing and in particular Doppler wind li-
dar has become a flexible and reliable technology to be
adopted for wind energy. A Doppler wind lidar, here-
inafter simply lidar, emits laser beams to the atmo-
sphere which are back-scattered by the aerosols nat-
urally present in the atmosphere. Assuming that the
aerosols have the same velocity of the wind, the lidar
measures the Doppler shift in the back-scattered light
and calculates the so-called line of sight (LOS) velocity
component, VLOS, which is the projection of the wind
vector on the LOS direction, i.e. the direction of laser
beam (Werner, 2005).

© 2014 The authors
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Mainly, lidars are applied as vertical profilers in site
resource assessment and, supported by the upcoming
second edition of the IEC 61400-12-1 standard, in the
measurement of wind turbine power curves too. These
devices scan a vertical cone, usually with an aperture
angle of 30 °, to evaluate the wind vector at the desired
heights. This approach assumes the homogeneity of the
wind field over the scanned area, which is not given, e.g.
in complex terrain, in a convective layer or in the wake
of a wind turbine. Whilst for the first two situations mod-
els have been developed to account for the inhomogene-
ity of the wind field in the evaluation of the wind vector,
the application of vertical profilers in wake is still ques-
tionable.

When a scanning lidar is available, the laser beam
can be steered freely changing the azimuth and the ele-
vation of the scanner head. Moreover, when the lidar is a
pulsed system device, the radial wind speed can be sam-
pled simultaneously at several distances along the laser
beam by using the knowledge of the propagation of light
and the time-of-flight of the back-scatter signal. Each
sampled distance is commonly referred as range gate.

Early application of scanning lidars to wake mea-
surements are presented by Käsler et al. (2010), while
in Aitken et al. (2014) a scanning lidar is applied to
study the downstream evolution of vertical and horizon-
tal wake profiles of a utility wind turbine. Moreover, vol-
umetric measurements of a wind turbine wake are ana-
lyzed by Iungo and Porté-Agel (2014). In the men-
tioned papers mainly range height indicator (RHI) and
plan position indicator (PPI) measurements were per-
formed varying the elevation angle of the scanner keep-
ing the azimuth angle constant in the first case and vice
versa in the second one. A different type of research
based on lidar measurements and focused on the turbu-
lence characteristics in the wake of a wind turbine can
be find in Smalikho et al. (2013). Two or more scanning
lidars can be operated in a so-called windscanner config-
uration where the lidars are networked and synchronized
in order to measure at the same spot in space at the same
time. This approach enables to solve a geometrical sys-
tem and retrieve two or all of the three components of the
wind vector. Experiments applying this technique star-
ing at a fixed point in space have been done in order to
compare the wind measurements provided by the wind-
scanner system and mast mounted anemometers (Mann

et al., 2008, Schneemann et al., 2012).
This paper shows how measurements by two long-

range scanning lidars concurrently staring in the wake of
a multi-MW wind turbine can be used on the one hand to
identify the steady wake in space and, on the other hand,
to study the downstream and cross-sectional evolution
of the low frequency dynamics of the wake.

2 Experimental realization
2.1 Layout

The experiments took place in a wind farm located in the
countryside at the border between Germany and Den-

Figure 1: Aerial view of the experimental field. Lidar 1 and Lidar 2
are represented with a triangle and a square respectively. White
circles indicate the considered wind farm while the dark ones other
turbines in the vicinity. The position of the instrumented mast can be
identified by a white cross.

Table 1: Technical sheet of the Windcube WLS200S.

Properties

Wave length 1.54 µm
Pulse length (FWHM) 0.1–0.4 µs
Max laser power 5 mW
Pulse repetition rate 10–20 kHz
Max range 6500 m

Acquisition

Photodiode sampling rate 250 MHz
FFT length 64-128-256 points
LOS component accuracy 0.2 ms−1

max n. of range gates 240

Scanner

Type 2 degrees of freedom
Angular resolution 0.01 °
Pointing resolution 0.1 °
Max angular speed 30 °s−1

mark. The wind farm consists of three 6 MW turbines
with a 126 m rotor diameter D mounted on a 100 m high
tower. They are indicated with white circles in Fig. 1,
while dark circles are adopted for other turbines in the
area.

Two long range scanning lidars of type Windcube
WLS200S, manufactured by Leosphere and specified
in Table 1 were deployed to this wind farm. They are
indicated as Lidar 1 and Lidar 2 and can be identified in
Fig. 1 by a triangle and a square respectively. The former
is located at about 1040 m from the central turbine of the
considered wind farm, the latter at about 740 m.

The two devices were operated by a control unit, the
so-called master, which communicated with the lidars
over a cable-WiFi network. The master included an NTP
time-server which kept the clocks of the lidars synchro-
nized. Due to limitation in the lidar operating system,
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Table 2: Technical details of the instrumentation on the meteorological mast.

Cup anemometer Wind vane

Type Thies First Class Thies First Class
Measurement range 0.3–75.0 ms−1 0–360 °
Uncertainty 1 %in the range 0.3–50.0 ms−1 1 °

0.2 ms−1 otherwise
Sampling frequency 20 kHz 20 kHz

the accuracy of the time synchronization is estimated in
the order of 1 s.

The position of the turbines and of the lidars was
measured with a GPS device embedded in a laptop (Dell
Wireless 5550 Single-Mode HSPA + Mobile Broadband
Mini-Card with A-GPS). The GPS data was recorded
for 20 min at each position and then averaged to reduce
the uncertaintiy. The lidars were levelled on the basis of
the internal inclinometer of the lidar, which provided a
resolution of 0.1 ° for the pitch and roll axis. The head-
ing of the lidars was checked mapping the turbines using
the lidar as hard-target detector (Vasiljevic et al., 2013).
Mainly, during a horizontal scan the tower of the wind
turbines can be identified by a stronger back-scattered
signal than the surrounding flow. The scanner head az-
imuth at which the strongest signal is retrieved is even-
tually compared to the reference azimuth between the li-
dar scanner and the turbine obtained from the GPS mea-
surement. This method is expected to provide an uncer-
tainty in the order of ±1 ° for the data acquired during
this measurement campaign. In the wind farm, marked
as a white cross in Fig. 1, a 100 m high meteorologi-
cal mast was available too. Its instrumentation included
a top cup-anemometer, a series of four cup anemome-
ters and three wind vanes. In this research only the top
anemometer and the wind vane mounted on the boom
at 95.9 m directed to 103 ° from North were applied. A
detailed description of these instruments is provided in
Table 2.

2.2 Measurements

The main objective of this experiment was to study the
wake dynamics on the basis of lidar measurements or,
in other words, to analyse the influence on the turbulent
fluctuations downstream a wind turbine produced by the
low frequency varying displacement of the wake center
from the rotor axis. In order to avoid loss of time due
to a complex scan scenario, it was chosen to intersect
the laser beems of the two lidars in the region-of-interest
(ROI) at about 3 D downstream a wind turbine at the hub
height and to stare at that fixed point. In this way, it was
possible to reach an acquisition rate of 2 Hz. As already
meantioned in section 1, pulsed lidars measure the LOS
component of the wind simultaneously at several range
gates along the LOS. In this experiment 59 range gates
were measured by each lidar symmetrically distributed

(a) Top view

(b) Side view

Figure 2: Layout of the measurement points in relation to the
turbine position and the correspondent wake for a downstream wind
direction of 25 °. The red dots represent the measurement points of
Lidar 1, the blue ones those of Lidar 2.

every 10 m about the ROI. This configuration is thought
to achieve optimal results when the two laser beams have
a similar inclination with respect to the wind direction.
Moreover, this inclination should guarantee on the one
hand to uniformly distribute the range gates across the
wake section, on the other hand to have a meaningful
projection of the wind vector on the LOS direction, i.e.
an accurate LOS component.

The experimental campaign covered the period from
20/03/2012 to 25/06/2012. Only the last week was dedi-
cated to this experiment and this led to only one hour of
data suitable for this study. This one was recorded dur-
ing the night between the 24/06/2012 and 25/06/2012.
In order to realize the described measurement scheme,
the central turbine of the wind farm was chosen and a
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Table 3: Measurement setup.

Lidar 1 Lidar 2

Gauß-Krüger coordinates (left/rigth values) [meter] 3498161/6083860 3499262/6083468
Azimuth/Elevation angle [ °] 60.5/5.5 6.0/4.6
Range [meter] 1100–1630 796–1329

Pulse length (FWHM) [µs] 0.2
FFT points [#] 64
Accumulation time [s] 0.5
Range gate spatial resolution [meter] ∼ 30
Range gates [#] 59

downstream wind direction1 of 20 ° was considered. The
setup of the measurement is reported in Table 3. A top
and a side view of the points measured by Lidar 1 and
Lidar 2 are represented in Fig. 2, where the central tur-
bine as well as the trace of its hypothetical wake for a
downstream wind direction of 25 ° are also included. As
can be seen from the figure, the laser beams of the two
lidars are actually not intersecting each other. This oc-
curred as consequence of the limitation of the leveling
system, which required a recalculation of the position
of the measurement points in the post-processing of the
data.

All the LOS data recorded by Lidar 1 and Lidar 2
are reported in colors in Fig. 3a where it is possible to
identify wake evolution in the region with a lower LOS
component. The windy trace of the wake which appears
here is due to the very low frequency variation of the
wind direction. In order to make a consistent analysis
of the wake, only time intervals where the variability
of the wind direction did not affect the position of the
wake downstream the turbine were considered. Three
intervals of about 10 min were finally selected from
the full dataset. The quality of the data was checked
discarding all lidar measurements with a carrier-to-noice
ratio (CNR) lower than −20 dB as well as the outliers
not matching the Chauvenet criterion (Taylor, 1997).
Details about these datasets can be found in Table 4. For
sake of concision, only results from the second interval
(see Fig. 3b) will be presented in detail in this study.

3 Wake identification

Apparently it might seem easy to identify the wake in the
measurements presented in Fig. 3a, but an accurate iden-
tification of the wake is more complex since the mea-
surement points of the lidars are on two lines directed
across the wake and at the same time moving down-
stream. In this study it is proposed to fit a model of the li-
dar measurements inside a wake to the dataset presented
in the previous section.

1Usually the meteorological wind direction is indicated as the clockwise
direction from which the wind is blowing. Here, in order to facilitate the
comparisons with the direction of the wake axis, the so-called downstream
direction is considered, i.e. direction towards the wind blows.

(a) Full dataset

(b) Interval #2

Figure 3: LOS measurements as a function of the time (horizontal
axis) and of the range (vertical axis) including the full dataset (a) and
considering only the second interval of data available (b).

3.1 The vertical profile of the LOS deficit

To describe the wake profile as a deficit, it is common to
subtract the horizontal wind speed at a cross-section in
the wake from the horizontal wind speed of the undis-
turbed flow. In analogy to the mentioned approach, here
the LOS deficit, LOSdef, is evaluated from the lidar mea-
surements averaged over the time in the considered in-
terval. Thanks to the elevation applied in the measure-
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Table 4: Details about the dataset measured with Lidar 1 and Lidar 2 from 12:00 AM UTC on 25/06/2012. The average wind data refers to
the top anemometer mounted on the mast and the wind vane installed at 95.9 m at 103 °.

Time interval Hor. wind speed Turbulence intensity Downstream wind direction (av./st. dev.) Availability (Lidar 1/2)
[m/s] [%] [°] [%]

0–550 7.82 8.1 25/6.6 98.6/99,9
1260–1980 8.21 7.4 17/6.7 100.0/100.0
2520–3070 8.30 6.4 22/6.5 100.0/100.0
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Figure 4: On the left: Average LOS measurements represented in the
graphic as red and blue dots for Lidar 1 and Lidar 2 respectively. The
dashed black line indicates vertical profile of LOS in the free stream
evaluated fitting a power law curve to the data in the undisturbed
flow. On the right: LOS deficit calculated subtracting the average
LOS measurements from the evaluated LOS in the free stream.
Lidar 1 is indicated again in red, Lidar 2 in blue.

ments, a vertical profile of VLOS in the undisturbed flow
can be estimated for each lidar fitting a power law curve
to the range gates outside the wake. The measured pro-
file of VLOS is eventually subtracted from the fitted curve
in order to estimate the LOS def vertical profile. The re-
sults concerning this method are shown in Fig. 4.

3.2 The model of the LOS deficit

At this point it is possible to fit a model of LOS def to the
evaluated profile and to identify the wake. The model
applied describes the wake in its own reference system,
defined by the axes x�, y� and z� and centered at the
turbine hub height. The first one follows the rotor axis
downstream, the last one is vertical, pointing upwards
and the remaining one is given accordingly to form a
Cartesian frame of reference. A representation of the
wake coordinate system can be found in Fig. 5. The
global one, identified by the axes x, y, z aligned with
the North, East and vertical direction respectively is
included in the figure too.

In the model, lengths are normalized by the rotor di-
ameter D and seven parameters are applied to describe
the wake with an axisymmetric bivariate Gaussian func-
tion. A fundamental parameter is α, i.e. the direction of

Figure 5: Schematic representation of the coordinate systems ap-
plied in the model of the LOS deficit. The reference frame of the
wake, the global one and lidar measurements are included in the fig-
ure.

the wake axis. In the model it is used to define the ro-
tation of the wake coordinate system in relation to the
global one. Moreover, it is necessary along with the az-
imuth angle β of the lidar pointing direction to evaluate
the LOS projection of the wind vector. The amplitude of
the deficit is modulated by A1 and decays exponentially
with A2. The width of the wake at the rotor is controlled
by A3, while a linear expantion of the wake downstrean
is given by A4. The remaining two parameters A5 and A6
define the offset of the wake center in y� and z� respec-
tively. However, in this study the fit of the model was
forced to center the wake about the rotor hub. The de-
scribed model is summarized in Eq. 3.1 which includes
also the relations between the reference system of the
wake and the global one, where LOS def is defined.

LOSdef = cos(α − β)
�
A1 exp

�
− x�

A2

�
exp

�
− z�2 + y�2

2 (A3 + A4x�)2

��
(3.1a)

where

x� = x sin(α) + y cos(α)

y� = −x cos(α) + y sin(α) − A5

z� = z − A6

(3.1b)
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3.3 Fit of LOS deficit model and
measurements

A least-square-fit of the model to the data was per-
formed, applying to the parameters the constraints listed
in Table 5 along with the correspondent results. It is in-
teresting to note that some parameters saturate to one
of their constrains, in particular A2 which tends to retard
the recovery of the deficit2. The fitted curves show a rea-
sonable agreement to LOS def as shown in Fig. 6a. Some
degrees of difference are found between the downstream
wind direction measured at the metmast and the evalu-
ated axis of the wake. Possible reasons for that are to
be found in the combined uncertainty of the vane mea-
surements and the limitations in the accuracy of the li-
dar levelling. Nevertheless, the operating wind turbine
might deviate the axis of the wake from the wind direc-
tion. The direction of the wake axis found with the fit
was applied in Fig. 6b to visualize the evaluated wake
deficit at hub height along with the measurement points
in the frame of reference of the wake.

4 Wake dynamics

As it has been shown for instance in Trujillo et al.
(2011), the center of the wake of a wind turbine has an
offset around the mean wake axis varying dynamically
along its way downstream. This behavior is commonly
known as wake meandering and it is related to the inter-
action between the turbulent structures moving in the at-
mospheric boundary layer (ABL) (Larsen et al., 2008).
From all the scales included in the spectrum of turbu-
lence, only the one comparable to the dimension of the
rotor diameter is supposed to drive the wake meandering
(España et al., 2012). Under this assumption, the high-
est frequency to be considered in meandering models fm
is estimated by means of Eq. 4.1, where the average hor-
izontal wind speed Vav and the rotor diameters D are
applied (Larsen et al., 2008).

fm =
Vav

2D
(4.1)

The effect of meandering can be observed in the mea-
surements represented in Fig. 3b too, particularly at the
interface between the wake and the undisturbed flow
where, according to the position of the wake, the mea-
surement point lies inside or outside the wind deficit.
From this observation, it is reasonable to assume that
part of the increased turbulence intensity observed in the
wake region in relation to the undisturbed flow can be
addressed to the wake meandering. This section points
out the effect of meandering on the turbulence fluctua-
tions in the flow of a wind turbine wake by means of
spectral analysis.

The meandering was studied analyzing the frequency
content of VLOS downstream and across the wake. To

2according to the proposed model, the deficit recovers to the 99 % only 23 D
downstream when A2 = 5
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(a) Comparison between the LOS deficit calculated with the model
and evaluated from the lidar measurements.

(b) Measurement points and evaluated wind deficict in the frame of
reference of the wake. Lidar 1 is indicated in red, Lidar 2 in blue.

Figure 6: Results of the wake identification.

evaluate the power spectral density (PSD) of VLOS the
Welch algorithm was applied to the available datasets
with 90 % overlapping intervals of about 3 min. No win-
dowing was applied. The results are presented in Fig. 7
where, to simplify the interpretation, the position of
the measurement points is transformed to the coordi-
nate system of the wake evaluated in the previous sec-
tion as indicated by the left and right vertical axis x�
and y� in the graphics (cmp. Fig. 6b). As to be seen in
Fig.7a, an enhancement of the power at the lateral edges
of the rotor characterizes the PSD both in the near and
far wake. The enhancement related to the far wake ap-
pears also in Fig.7b. The presented feature can be seen as
the reflection to the frequency domain of the alternation
inside-outside deficit observed in the time domain. This
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Table 5: Constrains applied to the parameters of the LOS deficit model and correspondent results from the fit to the data.

α [ °] A1 [ms−1] A2 [D] A3 [D] A4 [-] Norm-2 residual [m2s−2]

Lower/Upper constrain 14/40 2/15 1/5 0.2/0.3 0.05/0.25 –

Interval 1 33.5 9.9 5 0.20 0.010 143
Interval 2 22.5 10.4 5 0.22 0.050 30
Interval 3 28.1 10.7 5 0.20 0.068 50

(a) Lidar 1

(b) Lidar 2

Figure 7: Power spectral density of the LOS wind component as
a function of the frequency (horizontal axis), of the lateral displace-
ment y� from the wake axis (left vertical axis) and of the downstream
position x� (right vertical axis).

interpretation links the enhanced regions of VLOS PSD at
the edges of the rotor to the wake meandering.

From a closer look at the graphics of Fig. 7, it
can be noticed that the mentioned enhancement of the
turbulence frequency content starts decaying at about
0.05 Hz. This observation is comparable to the fm, eval-
uated to be around 0.03 Hz applying Eq. 4.1.

It is also interesting to observe the morphology of
the region covered by the enhancement of the VLOS

PSD in relation to the downstream position of the mea-
sured points: in the near wake this area appears slen-
derer than in the far wake. This characteristic can also
be linked to the wake meandering. In the time series
presented in Fig. 3b it is possible to see how the alter-
nation inside-outside deficit at the measurement point
of Lidar 1 is characterized by more refined structures
at shorter ranges, i.e. in the near wake (less than 2 D
downstream), than at ranges located further in the wake
(about 4 D downstream). The available measurements
leave space to different interpretations of this result. On
one hand, this could suggest that the amplitude of the
wake meandering increases while the wake propagates
downstream. This is in agreement with the passive tracer
hypothesis on which present meandering models such
as the DWM and DPM are based (Larsen et al., 2008;
Trujillo and Kühn, 2009). Considering that a wake

volume, i.e. the so-colled passive tracer, is transported
downstream with a transversal velocity component, the
transversal displacement has to increase downstream.
Therefore, an observer positioned at a further distance
downstream should observe larger displacements of the
wind speed deficit. On the other hand, the shear layer at
the wake edge as well as tip-vortices could provide rea-
sonable explanations for the observed evolution of the
turbulent structures downstream. However, it is not ex-
pected that the lidar adopted in this research can resolve
the spatial scales of these turbulent phenomena consider-
ing the sample volume of about 30 m applied to the mea-
surements. This is partially confirmed by the absence of
a periodic signature in the PSD which could be associ-
ated with the tip-votex frequency expected for the con-
sidered datasets which is around 0.5 Hz.

5 Conclusions

Two long range scanning lidars were operated concur-
rently at a fixed point to study the wake of a full-scale
wind turbine. A new strategy was applied suitable to
characterize the steady wake, in particular its down-
stream axis. A reasonable agreement was found between
the evaluated direction of the wake and the downstream
wind direction.

The developed measurement and analysis techniques
are seen as a valid alternative to complex scanning pat-
tern applied to study wake meandering. The higher sam-
pling rate achieved staring the lidars at a fixed point,
compared to a scanning measurement, makes this ap-
proach convenient to study the dynamic behaviour of
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the wake. Spectral analysis of the lidar data show a non-
homogeneous distribution of the frequency content of
the wind LOS component which varies across the wake
and in downstream direction. A discussion has been
elaborated on the low frequency dynamics of the wake
and on the interaction between the wake with the free
atmosphere. The analysis technique can be further de-
veloped to characterize wake meandering in more detail
and eventually validate and develop meandering models.

List of symbols
α angle between the wake axis x� and the North

axis y
β azimuth angle of the laser beam
ABL atmospheric boundary layer
Ai parameters implemented in the model of LOS def
D rotor diameter [m]
DBS Doppler beam swinging
DPM disk particle model
DWM dynamic wake meandering
CNR carrier-to-noice ratio
FWHM full-width-half-maximum
LOS line of sight
LOS def line of sight profile deficit
NTP network time protocol
ROI region of interest
VAD visual azimuth display
x, y, z Cartesian axes identifying the East, North and

vertical direction respectively
x�, y�, z� Cartesian axes identifying the downstream

wake axis, the transversal and the vertical directions
Vav average horizontal wind speed
VLOS line of sight/radial velocity component
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Abstract. The validation of dynamic wake meandering models by full field measurements
is an important but challenging task. Recently a new approach has been proposed, where a
long range lidar was employed to analyse the power spectral density of the line of sight wind
component measured across the wake trajectory. The method is promising, but the number of
useful time series within a measurement campaign depends to a large extent on a favourable
geometrical setup of the lidar position and the wind direction. In the first part of the paper the
approach is further investigated. To this avail, lidar simulations based on large eddy simulation
results are analysed. In the second part, the approach is applied to real measurement data
from a campaign with a long range lidar windscanner in the offshore wind farm »alpha ventus«.
Eventually results about the wake dynamics are discussed.

1. Introduction
When a wind turbine is operating, it extracts energy from the wind passing through its rotor. In
this process a wind deficit is generated which slowly recovers while it moves downstream. The
area of the wind field affected by the wind deficit with increased local turbulence is commonly
known as wake.

In a wind farm wind turbines often operate in the wake of other turbines. In these conditions,
not only is the available energy of the wind less than in the free stream, but more severe turbulent
fluctuations affect the turbine. A precise knowledge of the turbulence properties of the wake is
therefore necessary to correctly predict the dynamic loading of the turbine structure in the design
process. Hence, for instance, longer life-cycle or optimised structure design can derive from the
reduction of the uncertainty on turbulence fluctuations in wakes.

The wake models applied in aero-elastic simulations can be divided in steady and dynamic
models. The former consider a straight propagation of the wake where turbulence fluctuations
are given by the combination of ambient and aero-dynamic turbulence [1]. The latter describe the
wake as a series of deficit disks released at the turbine rotor and moving downstream transported
by the atmospheric turbulent structures with scales larger than the rotor diameter [2; 3]. In these
models the contribution of the so-called wake meandering, i.e. the lateral displacement of the
wake deficit from the rotor axis, is taken into account along with the ambient and aero-dynamic
turbulence.
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A wind tunnel can be a suitable facility to study the dynamics of the wake [4; 5]. Synthetic
wind fields generated by means of Large Eddy Simulation (LES) have been also applied to
investigate the wake meandering [6; 7]. Nacelle based lidar have been implemented in full field
experiments, for instance in [8; 9], to track dynamically the position of the wake center and to
compare the results with the expectations from meandering models.

According to wake meandering models, the points near the lateral edges of the deficit are
alternately inside and outside the wake. This results in a fluctuation of the wind component
aligned with the rotor axis which is related to the wake dynamics. An approach to characterize
the described fluctuations is proposed in [10], where long range lidar measurements are performed
staring the laser beam at about hub height, diagonally across the wake. With this configuration,
the necessity of an inclination about the axial wind direction has the drawback that only the wind
turbulent fluctuations aligned with the lidar line of sight (LOS) can be measured. This aspect is
investigated in the first part of this paper by means of lidar simulations, where a varying offset is
applied between the LOS and the wind direction. In the central part, spectral characteristics of
the LOS measurements previously simulated are evaluated for the study of the wake meandering.
Eventually, fixed point lidar measurements collected in the offshore wind farm »alpha ventus«
are considered. In particular, the power spectral density (PSD) of the data sampled across the
wake of a wind turbine is analyzed.

2. Influence of the lidar beam inclination on the power spectral density of line of
sight measurements
2.1. Lidar simulations
An unsteady, three dimensional wind field generated by the LES implementation PALM [11] is
used as virtual environment for lidar simulations. The wake of a 2 MW Tjaereborg wind turbine
with a rotor diameter DT of 62 m and a hub height of 61 m is simulated by means of an actuator
line (ACL) model [12]. The resulting wind field has a spatial and temporal resolution of 4 m and
0.4 s respectively.

The target of the lidar simulations was a point located at hub height in the wake of the
described turbine, about 3 DT downstream with a lateral offset from the rotor axis of about
1 rotor radius RT . The measurements were simulated with a 0.4 s sampling time. Four different
LOS inclinations from the mean wind direction were considered, namely from 0◦ to 60◦ with a
20◦ increment. The layout of the simulations is illustrated in figure 1. In order to only estimate
the influence of projection of the wind vector on the LOS direction, the volume average of the
lidar measurements was not applied to the lidar simulations.

2.2. The PSD of the LOS wind component across the wake
The PSD of the simulated LOS measurements was evaluated by means of the Welch algorithm,
applying 90 % overlapping rectangular windows of about 3 min duration and is presented in

LOS 60
o

Rotor

LOS 40
o

LOS 20
o

LOS 00
o

Figure 1. Layout of the lidar simulations (top view)
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Figure 2. Power spectral density of the
simulated LOS wind speed.

frequency [Hz]

10 -2 10 -1

c
o
h
e
re

n
c
e
 [
-]

0

0.2

0.4

0.6

0.8

1

LOS 0-20 o

LOS 0-40 o

LOS 0-60 o

Figure 3. Variation of the spectral
coherence between the simulated LOS
measurements for an increasing anlgle of
misalignment

figure 2. The 95 % confidence level conservatively estimated for this settings according to [13]
corresponds to the range from −36 % to +79 % of the PSD value. From the graph it is evident
that the energy content captured by the LOS projection decreases when the inclination angle
increases. The spectral coherence function (SCF) can help to better interpret the results from
the PSD analysis. It represents the normalized cross-spectral density between two signals [14]
and indicates how well their spectral content is correlated. In particular, the SCF is constant and
equal to 1 or 0 if the two considered signals are linearly correlated or completely uncorrelated.
The SCF of the LOS simulated measurements aligned with the wind direction in relation to
the the ones with an increasing offset is depicted on the graph of figure 3. A coherence close
to one is found for a deviation angle of 20◦. For larger deviations a coherence value above 0.8
characterizes only the low frequency region, up to 0.02− 0.03 Hz. Then it progressively decays
and eventually starts fluctuating randomly. This result indicates that for long time fluctuations
the vertical and transverse wind components are only weekly affecting the LOS projection even
for larger direction offset.

3. Application of fixed point lidar measurements to the study of the wake
meandering
A wake tracking procedure [8] has been applied to the wind field at the cross-section 3 DT

downstream. The corresponding PSD of the lateral displacement of the wake deficit was evaluated
to better understand whether a hidden relation exists between the lateral wake meandering and
the fluctuations of the longitudinal wind speed at the lateral edge of the wake deficit. The
normalized PSD of the wake lateral displacement and the one of the LOS measurements simulated
with no offset with respect to the wind direction are compared in figure 4.

In both PSD curves, the energy is concentrated in the low frequency band and, at about
0.02 Hz, it starts decaying with a rate of about −5/3. While the PSD of the LOS simulations
does not present any slope change in the high frequency range, the one of the wake lateral
displacement sharply drops down. This may result from a low-pass filtering effect implicit in the
wake-tracking procedure. Furthermore, the position of the wake center is supposed to be driven
by the large-scale turbulent structures of the atmosphere.

It could be speculated on a resemblance to spectral peaks in the PSD of the LOS simulations
near to 0.05 Hz and 0.09 Hz. This signature is not found in the spectral analysis of the wake
tracking data, therefore no link with the wake meandering can be asserted. To better understand
the nature of these possible peaks, further research will deal with longer datasets which could
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Figure 4. Normalized power spectral density and corresponding 95 % confidence level of the
LOS simulations aligned with the wind direction and of the displacement of the wake center.

improve the statistical significance of the PSD.

4. Offshore lidar measurements of the wake meandering
Three long range scanning lidars Windcube WLS200S were deployed at the offshore wind farm
»alpha ventus« in the German North Sea for one year from spring 2013. Twelve 5 MW wind
turbines from two different manufacturers are installed as illustrated in figure 5 fromWest to East
in rows of four units. The six turbines in the northern half of the wind farm are characterized
by a rotor diameter D of 126 m mounted on a 92 m high tower, while the six in the southern
half have a 116 m rotor at an hub height of 90 m. Two lidars were positioned on the platform
of the meteorological mast FINO1, while the third unit was installed on the transformer station
AV0 near the south-east corner of the wind farm.

Table 1. Technical sheet of the Windcube WLS200S.
Properties Acquisition

Wave length 1.54 µm Photodiode sampling rate 250 MHz
Pulse length (FWHM) 0.1− 0.4 µs FFT length 64− 128− 256 points
Max laser power 5 mW LOS component accuracy 0.2 m/s
Pulse repetition rate 10− 20 kHz max # range gates 250
Max range 6500 m

Table 2. Measurement setup.

Setting Value

Azimuth angle −17.62◦

Elevation angle 1.80◦

Pulse length (Full Width Half Maximum) 0.20 µs
FFT points 64
Accumulation/Sampling time 0.60 s
Physical resolution in line of sight ∼40 m
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Figure 5. Position of the measurement
beam (blue line) of the lidar installed on
the transformer platform AV0 in the wind
farm »alpha ventus«. Wakes are drawn
downstream the turbines AV01-AV12 for a
wind direction of 127◦.
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Figure 6. Ten-minute wind speed
(top panel) and direction (bottom
panel) collected by the top cup
anemometer and the vane installed
on the FINO1 meteorological mast at
100 m and 90 m respectively.

4.1. Measurement setup
Staring lidar measurements were performed with the lidar installed on the transformer station.
The target point was located at hub height in the middle position among the four turbines in
the north-east corner of the wind farm. The 244 range gates implemented in this experimental
campaign were distributed equally every 15 m between 100 m and 2992 m. A finer separation
of 5 m was applied along a 3 D distance centered to the aimed point. The objective of the
measurements was to study the wake dynamics of the wind turbine AV06 by means of spectral
analysis. The layout of the measurement is sketched in figure 5 for a wind direction of 127◦,
while the technical data and settings applied on the lidar are summarized in tables 1 and 2.

4.2. Dataset description
The measurements took place for about 3 hours on 17/12/2013 at night. The ten minute average
of the wind speed and direction measured during the campaign by the top cup anemometer and
the wind vane installed on FINO1 at 100 m and 90 m respectively [15] is reported in figure 6.
Figure 7 shows the full dataset of measurements. The wake of the wind turbines AV06 and AV09
are clearly visible within the shorter and further ranges respectively. Since only the measurements
which took place in the wake of AV06 are at about hub height, only the further ranges were
considered. Among all the data, only six ten minute intervals were analysed for this study. For
sake of concision only the interval measured on 18/12/2013 at 01:04 is presented here. Data with
a carrier to noise ratio (CNR) below −25 dB or higher than −5 dB was filtered out. Before the
analysis, also outliers identified with the Chauvenet criterion [16] were excluded from the filtered
time series. The remaining data was re-sampled applying a linear interpolation with a constant
time step of 0.6 s.

In order to represent the LOS measurements in the fixed frame of reference of the wake of
AV06, the orientation of the wake axis was determined using the center of the average deficit
measured by the lidar. The derived wind direction, i.e. 127◦, has a 6◦ offset with respect to the
wind direction provided by the FINO1 instrumentation. The fact that for this direction FINO1
is in the wake of the wind farm could explain this deviation. In figures 8 and 9 the position
of the measurement points along with the data considered in this study are represented in the
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Figure 7. LOS measurements conducted on 17/12/2013 at night. In the top panel the
measurements cross the wake of AV06, while in the bottom panel the one of AV09.

Figure 8. Top and side view of
the measurement points represented in
AV06 rotor frame of reference.

Figure 9. Ten minute time interval at 1:04
selected from the full dataset and represented in
the AV06 rotor frame of reference.

reference frame of AV06 wake. Here, the x dimension is normalized with the rotor diameter D,
while y and z with the corresponding radius R. Considering this setup, the inclination of the
LOS from the wind direction is about 35◦, which is an acceptable value according to the results
of section 2.2.

4.3. Spectral analysis
The PSD of the lidar measurements was performed applying the same procedure described in
section 2.2. The related results are illustrated in figure 10 where the lateral boundaries of the
wake can be easily identified. In fact, in this region the energy content is particularly high in
relation to other positions over the rotor, especially in the low frequency range. Around 2.7 D
downstream, the area characterized by a higher level of the spectral energy covers a range of
±0.5 R across the edge of the wake. At the opposite edge, about 4 D downstream, the range
characterized by the increased PSD is almost twice as wide. This results are in accordance
with [10], where a similar behaviour has been observed between 1.5 D and 4 D downstream.
Figure 11 offers a closer view of the PSD of the LOS measurements evaluated at the center of
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Figure 10. Power spectral density of the
LOS wind component as a function of the
frequency (abscissa), of the lateral displacement
(left ordinate) and of the downstram position (right
ordinate).
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Figure 11. Power spectral density
of the LOS wind component measured
at different downstream distances,
respectively at the lateral edges of the
wake, in its center and in the free
stream.

the wake 3.5 D downstream and at the two opposite sides of the wake located at 2.7 D and
4.2 D respectively. The same graphic includes the PSD calculated in the free stream.

A comparison of the curves confirms that the spectral energy content outside the wake is
remarkably lower than in the area affected by it. Moreover, the diagram reveals that the PSD
values in the center and at the edge of the deficit are very similar in the far wake, while they are
considerably higher in the transition between the near and far wake. The high spectral energy
content found in the near wake at the boundary of the deficit seems to spread radially towards
the center of the wake and towards the free stream while moving downstream, until eventually
a quite uniform and lower level of turbulent energy is reached.

Considering the wake meandering models, these effect could be in part related to the amplitude
of the displacement of the wake deficit, which generates the alternation of the measurement point
position between in and outside the wake. In the transition between near and far wake smaller
horizontal displacements characterize the wake due to the short time characterized by lateral
transport, while, further downstream, the displacements could be larger than 1 R as observed
also in [17].

However, the increase of low frequency turbulence at the wake lateral boundaries could
also be explained by turbulent diffusion. Only if an anti-correlation was found between the
fluctuations measured at opposite sides of the wake, the relation between the fluctuations of
the measurements at the edge of the wake and the wake meandering could be confirmed [5].
The applied measurement setup does not allow to perform the anti-correlation analysis for two
points at the same downstream distance. The cross-correlation coefficient [14] has therefore
been evaluated for the LOS time series sampled at the opposite edges of the wake deficit, but
2.8 D and 4.2 D downstream, respectively. The resulting curve visible in figure 12 as a function
of the imposed time lag between the considered signals shows a minimum of −0.34 for a time
lag of 26 s. The corresponding peak is not necessarily statistically significant, for this reason a
moderate anti-correlation can only be assumed. This hypothesis is sustained by the delay which
is in the order of the expected travelling time of the deficit between the two considered points.

A dominant peak was probably not found because of the large longitudinal distance between
the two considered points. To support this explanation, the cross-correlation analysis was applied
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wake deficit 2.8 D and 4.2 D downstream,
respectively.
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Figure 13. Cross-correlation of the longitudinal
wind component sampled from the simulated wake
of section 2.1 at hub height, at the opposite edges
of the wake deficit, about 3 D downstream.

with no downstream offset to the longitudinal wind component of the simulated wind field
described in section 2.1. Two points at hub height, about 3 DT downstream and at opposite
sides of the wake were considered. The related graph shown in figure 13 presents a clear evolution
of the cross-correlation in which a negative peak and no time lag can be identified. This suggests
that the results of the cross-correlation analysis from the full field lidar measurements could be
improved if two points at the same downstream section were considered. Moreover, it indicates
that the negative correlation found for the LOS measurements in figure 12 could be a real feature
of the wind field and not just the outcome of an uncorrelated time series. For this reasons, a
connection between the higher turbulence energy content at the edge of the wake and the wake
meandering can be supposed.

5. Conclusion
In the first part of this work, simulations of lidar measurements at a fixed position in the wake of
a wind turbine have been analysed to understand the influence of the misalignment between the
LOS direction and the mean wind direction on the spectral analysis of the lidar measurements.
It was demonstrated that LOS measurements at a fixed point can well represent the dynamic
fluctuations of the main wind component at the edge of a wake deficit when they are oriented
with a moderate offset with respect to the mean wind direction. The results suggest also that
this constraint could be relaxed if only low-frequency fluctuations are considered.

To investigate the suitability of fixed point lidar measurements to the study of wake
meandering, the normalized PSD of the lateral displacement of the wake center was compared
with the one calculated for the LOS measurements simulated with no deviation from the wind
direction. In both cases, the energy content mainly distributed within the low frequency range
and then decays following a power law. No corresponding spectral peaks could be identified.

In the last part of the paper, full field data were considered. The measurement approach
implemented in the simulations was reproduced in the offshore wind farm »alpha ventus« during
an experimental campaign. In relation to other positions in the wake, a high level of spectral
energy characterizes a well defined region around the lateral edges of the deficit in the transition
between near and far wake. The meandering of the wake was suggested as possible explanation
and a negative correlation between LOS measurements or simulations at opposite sides of the
wakes supports this argument.

Fixed point lidar measurements showed to be a potential application for the study of the wake
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dynamics by means of spectral analysis. This preliminary study indicates a possible relation
between the wake meandering and the spectral characteristics of appropriate lidar measurements
at the lateral boundaries of the wake. However, this hypothesis has to be confirmed by further
research.
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i.e. a carrier to noise ratio (CNR) below -24 dB, or affected by hard targets and identified by a CNR above -5 dB
were excluded from the dataset. Furthermore, outliers were detected and removed by statistical analysis using the
Chauvenet criterion [19]. When more than 30 % of data had a CNR within -18 dB and -5 dB, the second approach
was applied: the lowest CNR threshold was lowered to -27 dB and, referring to the statistics of the data included in
the same CNR interval, only radial wind speeds within 2.56 standard deviation around the average were considered.

An additional filter was included into both approaches to remove the data corresponding to a spectral width of the
Doppler peak outside of the range from 0.05 m s-1 to 6.0 m s-1. These boundaries were based on own experience and
suited all the cases well.

Time averaged horizontal wind field reconstruction
We assumed a homogeneous and uniform wind direction φ87 and a negligible vertical wind speed to calculate the

ten-minute average horizontal wind speed v̄H from the average radial wind speed v̄R:

v̄H =
v̄R

cos
(
ξ̄
)

cos (γ̄ − φ87)
(1)

In Eq. 1, the variables indicated with a bar refer to the average of data corresponding to the same scanner position
approximated to the first digit and to the same range r. In our measurements, the scanner position is defined by the
azimuth and elevation angles γ and ξ which indicate the direction of the laser beam projected on the horizontal and
vertical plane respectively.

Before rounding and averaging, the azimuth angle γL provided by the lidar was transformed into the corresponding
angle γ in the global reference system considering the nacelle yaw γGPS . With respect to the elevation ξ, we neglected
the average tilt of the nacelle ξ̄GPS , which oscillated in the range from 358.27◦ to 359.07◦ during the time intervals
considered. This approximation could introduce a maximal underestimation of v̄H lower than 0.05 %.

Finally v̄H was associated to the Cartesian coordinates x̄, ȳ, z̄ derived with γ̄, ξ̄ and r, considering the average tilt
rotation ξ̄GPS only for the vertical coordinate z̄:

[
x̄, ȳ, z̄

]
=

[
sin (γ̄) cos

(
ξ̄
)
, cos γ̄ cos

(
ξ̄
)
, sin

(
ξ̄ + ξ̄GPS

)]
r (2)

After screening the processed RHI measurements, we noticed some artefacts in the results and we therefore decided
to exclude these data from the study to preserve the reliability of the research.

2.3. Uncertainty evaluation

To estimate the uncertainty associated to the calculation of the horizontal wind speed from the lidar measurements,
we followed two approaches: the first is derived from the uncertainty propagation theory [20] considering uncertainties
of type B only; the second one is based on a comparison with ten-minute cup anemometer data measured on the top
of the meteorological mast.

In the application of the uncertainty propagation theory we disregarded the contribution of the elevation ξ which is
negligible in comparison to the other terms in case of horizontal PPI scans. Accordingly, we evaluated the combined
standard uncertainty (CS U) as

CS U = vH

√
(tan (γ̄ − φ87))2

(
δ2
γ + δ2

φ87

)
+

1
v̄2

R

δ2
v̄R

(3)

estimating the uncertainty of the azimuth and the one of the wind direction as δγ = δφ87 = 5◦. Concerning the radial
wind speed we considered the uncertainty δv̄R = 0.75 m s-1 which is a reasonable value for lidar measurement taken
in wakes with an identical device and filtered using a CNR threshold [21]. The combined standard uncertainty of the
horizontal wind speed is exemplary reported for two time intervals in Fig. 2a-b. In both cases, the uncertainty is dom-
inated by the contribution of the radial wind speed where the radial and the wind directions are aligned. The different
azimuthal shading in the two examples is related to different offsets between the wind direction at the meteorological
mast and the yaw of the nacelle. From this analysis, the uncertainty variates within 0.7 m s-1 and 1.1 m s-1.
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Fig. 2: Combined standard uncertainty (CS U) evaluated for the PPI scans included in the time intervals number 181 (a) and 151 (b); Linear
regression between the horizontal wind speed at the top of the meteorological mast measured by a cup anemometer and evaluated from lidar
measurements (c).

For the comparison with the top anemometer data, we considered the wind direction sector from 40◦ to 72◦ and av-
eraged the lidar measurements taken about 0.5 m above the top of the mast within a 15 m radius around the anemome-
ter. The good agreement of the two datasets is easily recognisable in the scatter plot of Fig 2c, is quantified by the
regression line

y = 0.997x − 0.061 (4)

and by the corresponding coefficient of determination which is very close to one (R2 = 0.956). The small intercept
of the regression line and the associated 0.3% underestimation of the horizontal wind speed measured with the cup
anemometer suggest that the results from the uncertainty propagation analysis provide a conservative estimation of of
the uncertainty.

3. Wake model description and fit

The measurements described in the previous section are suitable for the evaluation of wake models. For instance,
Trabucchi et al.[22] and Aitken et al.[12] used simple analytical models to estimate the main characteristics of wakes
measured with lidars. In our study, we addressed the model proposed by Bastankhah and Porté-Agel[17]. We chose
this model because it had been fully calibrated using LES and thus offers the possibility of a comparison with a
calibration based on full field lidar measurements.

Bastankhah and Porté-Agel[17] developed the model to fulfill the basic physical principles of wakes applying a
realistic shape of the wind speed reduction. More in detail, the model maps the wake deficit on the downstream cross
sections yW − zW with a Gaussian surface which expands linearly along the stream wise coordinate xW and recovers
respecting the mass and momentum conservation in relation to its width and to the thrust coefficient CT :

vDM(xW , yW , zW ,CT ) =

1 −
√

1 − CT

8σ2

 exp
−

y2
W + z2

W

2σ2

 with σ = k∗xW + ε (5)

The normalised width of the wake is determined by the standard deviation σ of the Gaussian surface which increases
proportionally to the wake expansion rate k∗ from the initial value ε at xW = 0.

Furthermore, Bastankhah and Porté-Agel[17] derived a theoretical relationship between the thrust coefficient and
width of the wake immediately behind the rotor:

ε = 0.25
√
β with β =

1
2

1 +
√

1 −CT√
1 −CT

(6)
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Abstract. The number of turbines installed in offshore wind farms has strongly increased in the last years and at
the same time the need for more precise estimations of the wind farm efficiency too. In this sense, the interaction
between wakes has become a relevant aspect for the definition of a wind farm layout, for the assessment of its
annual energy yield and for the evaluation of wind turbine fatigue loads. For this reason, accurate models for
multiple overlapping wakes are a main concern of the wind energy community. Existing engineering models can
only simulate single wakes, which are superimposed when they are interacting in a wind farm. This method is a
practical solution, but it is not fully supported by a physical background. The limitation to single wakes is given
by the assumption that the wake is axisymmetric. As an alternative, we propose a new shear-layer model that is
based on the existing engineering wake models but is extended to also simulate non-axisymmetric wakes. In this
paper, we present the theoretical background of the model and four application cases. We evaluate the new model
for the simulation of single and multiple wakes using large-eddy simulations as reference. In particular, we report
the improvements of the new model predictions in comparison to a sum-of-squares superposition approach for
the simulation of three interacting wakes. The lower deviation from the reference considering single and multiple
wakes encourages the further development of the model and promises a successful application for the simulation
of wind farm flows.

1 Introduction

When the wind passes through the wind turbine rotor, ki-
netic energy is extracted from the wind and is converted into
electrical power. The reduced kinetic energy is revealed by
a wake deficit behind the rotor, i.e. a shear flow with lower
speed and higher turbulent fluctuations than in the free flow
upstream and sideways.

In this sense, wakes are the main cause of power losses
in wind farms (Walker et al., 2016). In addition, wakes hit-
ting a downstream turbine contribute to the increase in the fa-
tigue loads of its components. For these reasons, wake mod-
elling plays a major role in the definition of the layout of
wind farms, in the evaluation of their annual energy yield
and in the estimation of the lifetime of wind turbine com-
ponents. Consequently, more accurate wake models can in-
directly contribute to the cost-of-energy reduction thanks to
more tailored design of wind turbines and wind farms.

Despite the large progress especially in the numerical
modelling, Vermeer et al. (2003) still provide a comprehen-
sive review of traditional wake modelling. Most of the en-
gineering models described in their work evaluate the wind
field of a single wake and combine the individual results in
case of mutual interaction. More sophisticated computational
fluid dynamics (CFD) such as Reynolds-averaged Navier–
Stokes (RANS) equations or large-eddy simulations (LESs)
can provide more realistic results because the physics of the
flow is resolved up to more refined length and timescales.
However, these alternatives have a much higher computa-
tional cost and can therefore become prohibitive for design
applications.

Engineering tools for estimating wake effects in a wind
farm often implement the steady-state, axisymmetric shear-
layer approximation of the RANS equations, e.g. the one
used in the Ainslie model (Ainslie, 1988). Due to the ax-
ial symmetry assumption, only the wind deficit of single
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Figure 1. Different cases of merging wakes: (a) aligned wakes, (b) wake–turbine interaction and (c) wake–wake interaction.

wakes or wakes aligned on the same axis as those illus-
trated in Fig. 1a can be simulated with such models. For the
case of wake–turbine or wake–wake interaction, shown in
Fig. 1b and c, pragmatic methods are required. In the kine-
matic model by Katic et al. (1986), the square addition of
the individual wake deficits is applied to deal with multiple
wakes. In a previous study, Lissaman (1979) proposed the
linear addition of the deficits; however, this method tends to
overestimate the velocity reduction and could lead to unreal-
istic flow reversal when many wakes merge.

Machefaux (2015) compared the performance of the linear
approach with the one of the square wake addition approach
and noticed that the former is to be preferred for wakes of
turbines operating at low thrust coefficients, while the latter
returns better results in the opposite case. From this obser-
vation, he developed a wake superposition model that com-
bines the linear and square additions of single wakes using a
weighted average depending on the thrust on the rotor.

Crespo et al. (1999) declared that the classical wake super-
position methods do not rely on a physical background and,
if not handled properly, could lead to unrealistic results. This
statement was motivation of this paper. In this regard, we aim
to investigate whether a more detailed physical model could
improve the simulation of multiple wakes. For this purpose,
we pick up the suggestion by Ainslie (1988) to extend his
model to the third dimension, dropping the hypothesis of an
axisymmetric wake profile; accordingly, we develop the 3-
D shear-layer (3DSL) model and test its performance in re-
lation to Ainslie’s model and the square addition approach.
For the assessment, we address four cases including a single
wake, aligned wakes, and wake–turbine and wake–wake in-
teraction; we use the wind fields extracted from LESs of the
same wake conditions as reference and consider the section-
average wind speed and the RMSE as figures of merit.

2 Model description

In the following the theoretical background of the 3DSL
model is provided along with the description of its numerical
implementation. Moreover, it is explained how to evaluate
the parameters needed to apply the model.

2.1 Mathematical definition

The 3DSL model is meant to add the third dimension to
the shear-layer approximation of the steady RANS equations
for wind turbine wake simulations first described by Ainslie
(1988), maintaining all his assumptions but the one of an
axisymmetric wake profile. The 3DSL model is intended to
simulate the development in the wake of the normalised wind
velocity uD, which can be defined as

uD(x,y,z) = 1 −
ui(z) − u(x,y,z)

uH
(1)

using a representative vertical profile of the inflow wind
speed ui , the corresponding hub height value uH and the
wind speed u at the desired position. For sake of brevity we
will refer to uD simply as wake velocity in the following.
The 3DSL model is generally valid starting from a down-
stream distance at which the pressure gradient in the stream-
wise direction is negligible. Moreover, the viscous term is
not considered and no external forces are applied.

Different from other existing shear-layer models, our
3DSL approach is not formulated in a polar coordinate sys-
tem, but considering a Cartesian frame of reference, i.e. the
stream-wise wake velocity uD, the cross-stream, and the ver-
tical wind components v and w are defined along the down-
stream x, lateral y and upward z axes respectively. In the
same way as uD, the two latter wind components are also
normalised by uH.

Considering a dimensional analysis (Cebeci and Cousteix,
2005), the steady RANS equation for flows with a shear layer
along the cross-stream and vertical component can be simpli-
fied to































∂uD

∂x
+

∂v

∂y
+

∂w

∂z
= 0

uD
∂uD

∂x
+ v

∂uD

∂y
+ w

∂uD

∂z
= −

(

∂u′v′

∂y
+

∂u′w′

∂z

)

∂p

∂y
=

∂p

∂z
= 0

.

(2)

The shear stress terms on the right-hand side of the second
line of Eq. (2) can be modelled by means of an eddy viscosity
closure introducing the eddy viscosities ǫy and ǫz and multi-
plying them by the corresponding cross-stream and vertical
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gradients of uD:

u′v′ = −ǫy

∂uD

∂y

u′w′ = −ǫz

∂uD

∂z

. (3)

Further details on the eddy viscosity model are provided
in Sect. 2.4.

At this point, the system of Eq. (2) is still under-
determined. To balance the unknown variables and the equa-
tions, we assume that the wind components v and w define
a conservative vector field in all the cross sections y − z. A
potential function 8 can therefore be defined such that











∂8

∂y
= v

∂8

∂z
= w

. (4)

Concerning multiple wakes, this assumption does not im-
ply any limitation since a vector field resulting from the su-
perposition of conservative vector fields is still conservative.
However, this assumption limits the domain of possible so-
lutions. For instance, swirling wakes in which the tangential
velocity is inversely proportional to the distance from the ro-
tation axis are accepted, while wakes rotating as a rigid body
are not.

The hypothesis of a potential flow is implicit in the ax-
ial symmetry imposed by Ainslie. In his model, he consid-
ered a cylindrical coordinate system defined by the radial
coordinate r , the angular coordinate θ and the axial coordi-
nate x. The corresponding velocity vector field V (r,θ,x) =

(vr,vθ ,u) is conservative only if ∇ ×V = 0. Considering the
individual cross-section planes at a certain x coordinate, it
implies that ∂vr/∂θ − ∂vθ/∂r = 0. This equation is always
satisfied by the Ainslie model in which the tangential veloc-
ity vθ is neglected and the radial velocity vr does not vary
along the angular coordinate θ when a constant radial dis-
tance r is considered.

The explanation above shows that, like the 3DSL model,
the Ainslie model also assumes a potential flow and therefore
no vorticity on the cross sections y−z. In the vortex cylinder
model of the actuator disc (Burton et al., 2011), the flow field
of a wind turbine wake is conservative everywhere but on the
surface of the vortex cylinder that encloses the wake, along
the root vortex and on the bound vortex sheet swept by the
rotor blades. Accordingly, our approximation to a potential
flow is reasonable for most of the simulation domain and,
even if the real flow is not strictly conservative, the 3DSL
model enables us to find one of the solutions for the under-
determined, three-dimensional shear-layer problem that re-
spects the conservation of mass and the momentum balance
in the stream-wise direction.

Thanks to Eq. (4) and considering that, at each individual
vertical cross section, ∂uD/∂x depends only on y and z, the

Figure 2. Sketch of the stream tube used to describe the disc actua-
tor approach. The dashed lines represent the inflow, rotor and outlet
cross sections, which are indicated with the subscripts i, r and o in
the definition of the diameter D and the section-average wind speed
USA.

conservation of mass (Eq. 2, first line) can be expressed as

∂28

∂y2 +
∂28

∂z2 = −g, (5)

where g(y,z) = ∂uD/∂x. This formulation is a second-order
elliptic partial differential equation of the Poisson type,
which can be solved numerically.

Considering the aforementioned assumptions, the final
formulation of the 3DSL model can be summarised as


























































∂28

∂y2 +
∂28

∂z2 = −g

g =
∂uD

∂x
∂8

∂y
= v

∂8

∂z
= w

uD
∂uD

∂x
+ v

∂uD

∂y
+ w

∂uD

∂z
= ǫy

∂2uD

∂y2 + ǫz

∂2uD

∂z2

. (6)

2.2 Numerical implementation

The 3DSL model is implemented using finite difference
schemes to obtain the numerical formulation of the physical
model defined in Eq. (6). Stream-wise gradients are approx-
imated with a forward finite difference scheme, while a cen-
tral one is used for the gradient in the other directions. The
solution of the wind field on each consecutive cross section
is accomplished with the following steps:

1. approximation of the stream-wise gradient g = ∂uD/∂x

from the stream-wise momentum balance (Eq. 6, fifth
line) evaluated on the previous cross section,

2. computation of the potential function 8 on the previous
cross section solving the Poisson equation (Eq. 6, first
line),
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3. correction of v and w on the previous cross section with
the values derived from the definition of 8 (Eq. 6, third
and forth lines),

4. reiteration of the cycle from step 2 until sufficient con-
vergence of v and w is reached,

5. evaluation of uD on the current section by means of nu-
merical integration of Eq. (6), second line.

For the initial condition on the first cross section, a disc
actuator model can be applied to estimate uD, while v and w

are set to zero. The vertical cross sections y − z are defined
by a regular grid with spacing 1y = 1z = h; the resolution
1x along the x axis is evaluated at each cross section. This
is needed to accomplish the stability constraints of the nu-
merical solution. In fact, the stream-wise momentum balance
(Eq. 6, fifth line) is similar to the much simpler problem

∂ζ (y,z, t)
∂t

=
(

∂2ζ (y,z, t)
∂y2 +

∂2ζ (y,z, t)
∂z2

)

µ. (7)

The solution of this problem with a so-called forward-time
central-space finite difference scheme is numerically stable
only if µ1t/h2 ≤ 1

4 , where 1t and h = 1y = 1z are the
time and space discretisation increments respectively and µ

is the diffusive parameter of the problem (Press et al., 2007,
chap. 20.5). Inspired by this constraint, we conservatively de-
fine the downstream step size at each cross section as

1x =
min(uD)h2

4max(ǫy,z)
. (8)

The boundary conditions are assigned in two different
ways: periodic conditions are applied to solve the Poisson
equation (Eq. 6, first line), while, for the solution of the
stream-wise momentum balance (Eq. 6, fifth line), uD is set
as in the initial conditions on the boundaries.

2.3 Model initialisation

To run simulations with the 3DSL model it is necessary to
initialise it with the wind field at the downstream outlet of the
induction zone of the rotor, i.e. the region where the pressure
field is influenced by the operation of the wind turbine. In
fact, as explained in Sect. 2.1, the 3DSL model is not valid in
the near field behind the rotor where the pressure gradients
have a major influence on the flow.

Werle (2015) and Madsen et al. (2010) suggested possi-
ble methodologies suitable for this purpose. Here, we apply
a classic disc actuator approach (Burton et al., 2011) to esti-
mate the initial wake velocity uD,o at the outlet of the induc-
tion zone.

We consider the stream tube depicted in Fig. 2 and defined
by the cross sections at the inlet, at the rotor and at the outlet
of the induction zone. We indicate the corresponding diam-
eters as Di, Dr and Do respectively. We use the same sub-
scripts for the section-averaged wind speed USA and for the

stream-wise wind component u. Following the disc actuator
theory, we assume that

– USA is homogeneous on each cross section of the stream
tube,

– the induction factor a defined by the thrust coefficient
CT as in Eq. (16) regulates the evolution of USA through
the stream tube such that

a = 1 −
USA,r

USA,i
=

1
2

(

1 −
USA,o

USA,i

)

. (9)

According to the conservation of mass of an incompress-
ible flow across the stream tube (see Fig. 2), we can combine

USA,i D
2
i = USA,r D

2
r = USA,o D2

o (10)

with Eq. (9) to calculate the inlet and the outlet cross-section
diameters of the stream tube:

Di = Dr
√

(1 − a)

Do = Dr

√

(1 − a)
(1 − 2a)

= Di
√

1 − 2a
. (11)

The initial conditions uD,o for the 3DSL model are calcu-
lated in three steps: first, we estimate the wind speed uo at
the outlet as
{

uo = ui (1 − 2a) on the inlet cross section
uo = ui outside the inlet cross section , (12)

applying the induction factor a to the inflow wind speed ui
on the inlet cross section of the stream tube homogeneously.
Then, the wind field is expanded according to Eq. (11). Fi-
nally, the initial wake velocity uD,o is given, replacing u with
uo in Eq. (1).

To calculate the stream tube cross sections and the corre-
sponding average wind speeds, this method needs to be ap-
plied iteratively until convergence. In fact, the induction fac-
tor a has to be known. Usually, it can be derived from the
thrust coefficient CT associated with the undisturbed wind
speed at the inlet of the stream tube according to the wind
turbine specification. In the case described here, the undis-
turbed wind speed is defined as average over the inlet cross
section by USA,i, which in turn is dependent on the induction
factor a (see Eq. 11). For this reason, an iterative process is
applied starting with the rotor diameter Dr as a first guess to
approximate the diameter Di of the inlet cross section.

As already mentioned, shear-layer wake models are valid
only outside the induction zone. However, Madsen et al.
(2010) noticed that the turbulent mixing influences the wake
velocity profile already within this region. Therefore, they
simulated wakes with their shear-layer model starting from
the rotor position. To compensate for the effect of pressure
gradients not included in their model but actually present in
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reality until two to three rotor diameters downstream of the
turbine, they applied a linear filter to the ambient eddy vis-
cosity within this range. In the same way, the 3DSL model
also first evaluates the wake velocity outside the induction
zone to initialise the wake simulation, which in turn starts
directly behind the rotor. Then, it applies the linear filter
{

F2 =
x/Dr

2.5
for 0 < x ≤ 2.5Dr

F2 = 1 for x > 2.5Dr

(13)

to the ambient eddy viscosity to mimic the effects of the pres-
sure gradients within the near wake.

2.4 Eddy viscosity model

In the 3DSL model, the eddy viscosity is evaluated following
the approach suggested by Ainslie (1988), who combined the
contribution of the wake and of the atmosphere. Experimen-
tally, he found that the proportionality coefficient k = 0.015
links the wake contribution to ri and ua i , which are the char-
acteristic length and velocity scales of turbulent fluctuations
within a wake in the cross-wise and vertical directions for
i = y,z respectively. Furthermore, he introduced the filter
function1

F1 =











0.65 +

[

(

x/Dr − 4.5
23.32

)1/3
]

0 < x ≤ 5.5Dr

1 x > 5.5D

(14)

to properly modulate the development of the turbulence gen-
erated by the shear layer within the wake.

To model the effect of the atmospheric conditions on
the eddy viscosity, Ainslie used the momentum flux profile
8m(zH/LMO) as a function of the wind turbine hub height
zH and of the Monin–Obukhov length LMO (Dyer, 1974),
the von Kármán constant κ and the friction velocity u∗.

Based on the definitions above, in the complete eddy vis-
cosity model

ǫi(x,y,z) =
F1(x)k ri(x)ua i(x,y,z)

8m(z/LMO)

+
F2(x)κ u∗ z

8m(z/LMO)
for i = y,z, (15)

the first and second addends represent the wake and atmo-
spheric contributions respectively. As explained in Sect. 2.3,
the filter function F2 was added following the example by
Madsen et al. (2010) to compensate for the pressure effect
within the near wake when the 3DSL model is initialised at
the rotor position.

In Eq. (15) we indicate the spatial dependence of the pa-
rameters because we want to stress the fact that, thanks to
the three dimensions resolved by the model, the eddy viscos-
ity does also not need to be axisymmetric anymore and can

1In Eq. (14) the rational exponent 1/3 indicates the real cube
root of the corresponding base.

be defined locally. For instance, it can vary linearly over the
height z or depend on the local strain rates of the wind field,
as it will be explained in Sect. 2.4.1.

2.4.1 Characteristic scales of turbulent fluctuations
within wakes

In the 3DSL model, the characteristic turbulence length
scales ry and rz are both approximated with a representa-
tive wake radius r(x) derived as a function of the normalised
downstream distance x and the thrust coefficient CT using the
analytical wake model by Frandsen et al. (2006) and revised
by Rathmann et al. (2006) as

r(x) =
[

max(β,0.7x/Dr)
]0.5 where

β =
1 − a

1 − 2a
and

a =
1 −

√
1 − CT

2

. (16)

In case of multiple wakes, only the turbine closest to the
cross section considered is regarded in the evaluation of r(x)
within the overlapping area.

On each cross section, we define the local characteristic
turbulence velocity scale ua i as a function of the position
P = (x,y,z). For this purpose, the local characteristic veloc-
ity scale is derived with the classic turbulence mixing length
theory (Pope, 2000), similarly as in the model by Keck et al.
(2012). Accordingly, the turbulent velocity scales

ua i(P ) = u′
D i(P ) r(x) for i = y,z (17)

are modelled by means of the local strain rates of the wake
velocity u′

D y(P ) = ∂uD
∂y

∣

∣

∣

P

and u′
D z(P ) = ∂uD

∂z

∣

∣

∣

P

together
with the turbulence length scale approximated with r(x) in
the direction considered.

2.5 Multiple wakes

The 3DSL model is suited for simulation of multiple wakes
and does not require the addition of individual wakes to re-
solve the wind field where wakes from different turbines are
overlapping. Still, for simulations of multiple wakes it has to
deal with the definition of the inflow wind field of a wind tur-
bine hit by other wakes. This is a delicate matter because it
generates a sort of conflict between the actuator disc model
used for the initialisation of the 3DSL model and the recov-
ery of the wake within the upstream induction zone of the
downstream turbine.

The induction zone, that is, the region directly affected
by the pressure gradients across the rotor, already begins in
the inflow. For instance, the IEC 61400-12-1 standard for
power performance measurements suggests measuring the
wind speed of the free inflow at least two rotor diameters
upstream from the wind turbine. Power performance mea-
surements exclude the case of wind turbines operating in
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Figure 3. Colour map of the hub height wake velocity uD evaluated for the test cases from the large-eddy simulations (LESs). The black
dots indicate the position of the virtual turbine rotors used to compare the simulation results.

wakes. We could have followed this indication anyway, but
we would have disregarded the recovery of the wake.

When a wind turbine operates within a wake, the 3DSL
model uses the wind field on the rotor cross section as the
inflow in the evaluation of the section-average wind speed
USA,i. Doing this it neglects the effect of the induction zone
upstream of the wind turbine, but this is necessary in order
to consider the recovery of the wake. Recent studies that in-
vestigate how to model the induction zone upstream of the
wind turbine rotor (Meyer Forsting et al., 2016) could pro-
vide tools to improve this pragmatic approach, but it is out of
the scope of the present work.

3 Wake simulations

In this section we consider single and multiple wind turbine
wakes from LES wind fields as a reference to evaluate and
compare results from simulations carried out with the 3DSL
model and with the Ainslie model as implemented in the
wind farm layout software FLaP (Lange et al., 2003). In the
latter case we apply the square addition approach to multiple
wakes. Accordingly, the total wake velocity resulting from
the overlapping of the consecutive wakes is assumed as

uD =

√

1 −

∑

i

(

1 − uD,swi

)2
, (18)

where uD,swi
is the wake velocity of the ith single wake. The

comparison includes three cases of multiple wakes (namely

aligned wakes and wake–turbine and wake–wake interac-
tions), preceded by a single-wake simulation.

3.1 Test cases and reference wind fields

All the test cases are simulated with the same atmospheric
conditions and as a reference consider wakes generated with
the LES model implemented in PALM (Raasch and Schröter,
2001), whose solver is coupled with an actuator disc model
(Calaf et al., 2010). These LES wind fields deal with wakes
from the Siemens SWT-3.6-120 wind turbine (120 m rotor
diameter D, 90 m hub height zH). In the test cases two, three
and four, the turbines are placed with a consecutive down-
stream displacement of 6 D and a cumulative separation in
the cross-stream direction of 0.0 D, 0.5 D and 1.5 D respec-
tively. These layouts lead to the hub height maps of the wake
velocity displayed in Fig. 3.

The wind field is evaluated on a uniform grid with a spa-
cial resolution of 10 m (0.083 D) and a total domain size
of approximately 20, 5 and 3.5 km along the stream-wise,
cross-stream and vertical axes respectively. The reference
wind field results from the temporal average of 45 min simu-
lations with a time step close to 1 s. With a roughness length
z0 = 0.002 m and a vertically constant potential tempera-
ture, the wind conditions should resemble a typical offshore
boundary layer in neutral stratification (8m(zH/LMO) = 1).
The friction velocity u∗ evaluated fitting the logarithmic pro-
file u = (u∗/κ) ln(z/z0) to the average vertical profile of the
wind speed on the inflow section is about 0.3 ms−1. Un-
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Table 1. Overall performance of the 3DSL model and FLaP (Ainslie model) in relation to the reference large-eddy simulation wind field.
Namely, the average deviation 1RAWS of the rotor-average wind speed, the total root mean square error ERMS, the coefficient of determina-
tion R2), the corresponding regression line slope A and intercept B are included.

Test case 1 Test case 2 Test case 3 Test case 4

3DSL FLaP 3DSL FLaP 3DSL FLaP 3DSL FLaP

1RAWS [–] 0.20 0.20 0.17 0.23 0.17 0.38 0.17 0.29
ERMS/uH [–] 0.27 0.29 0.31 0.31 0.29 0.48 0.34 0.46
R2 [–] 0.93 0.92 0.95 0.97 0.96 0.96 0.94 0.90
A [–] 0.83 0.79 1.02 0.85 0.95 0.72 0.86 0.77
B [ms−1] 1.31 1.57 −0.07 1.21 0.37 2.15 0.95 1.68
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y [D]

-0.5

0

0.5
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 [
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]

Virtual turbines

Figure 4. Illustrative sketch of the rotors of the virtual turbines con-
sidered to assess the performance of the engineering models in re-
lation to the large-eddy simulations.

der these conditions, the hub height wind speed 3.3 D up-
stream of the first rotor is 8 ms−1 with 5 % turbulence inten-
sity TI. According to this inflow wind speed, the wind tur-
bines are operating in partial load with a thrust coefficient2

CT = 0.858.

3.2 Simulations with the shear-layer models

The simulation domains of the 3DSL and of the Ainslie
model are different. In the first case, the cross sections are
resolved with 111 and 81 points in the lateral and vertical di-
rections respectively, extend from y = −7 to y = +3 D and
are 8 D high. The adaptive step in the downstream direction
leads to 2291 points from x = 0 to x = 20 D. With these set-
tings, the simulation of three wind turbine wakes takes about
11 s.

In FLaP, we impose the initial condition taking into ac-
count the turbulence intensity, the thrust coefficient and the
tip speed ratio of the turbine according to Lange et al. (2003).
Additionally, for test case 2 and test case 3, we consider the
turbulence added by the wake following the empirical for-
mula suggested by Hassan (1992) as reported in Burton et al.
(2011).

For the simulation of a single wake with FLaP, 181 points
are considered along the downstream direction from x = 2 to

2This value comes from a report generated by the software
WindPRO 3.0.629 by EMD International A/S.

x = 20 D; the radial coordinate counts 20 000 points in the
range from 0 to 7 D. The enormous number of points in the
radial direction is dictated to achieve a convergent result with
a downstream step close the one of the LES wind field. This
simulation set-up requires a computational time of about 6 s
for a single wake.

The computational times reported above refer to simula-
tions performed on one core of a 2.7 GHz standard processor
with 16 GB of RAM available, using MATLAB R2016a for
the 3DSL model and a compiled Fortran implementation of
the Ainslie model for FLaP.

4 Results

For a quantitative assessment of the results, we sample the
wind fields using several virtual turbines of the same type as
the one used for the simulations; their rotors are centred on
the black dots printed in the wind fields of Fig. 3. An illus-
trative sketch of a row of the virtual turbine rotors is given in
Fig. 4.

With regard to the virtual turbine rotor j , to the corre-
sponding Nj grid points and in relation to the reference
stream-wise wind component uref, we analyse

– the relative deviation of rotor-average wind speed
(RAWS)

1RAWS, j =

Nj
∑

i=1
ui

Nj
∑

i=1
urefi

− 1 (19)

– the RMSE

ERMS, j =

√

√

√

√

√

√

Nj
∑

i=1

(

ui − urefi

)2

Nj

(20)
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– the linear regression of the stream-wise wind compo-
nent values on the grid points within the rotor area.

On the one hand, the first two figures of merit are individ-
ually considered for each virtual turbine. On the other hand,
we calculate the overall values 1RAWS and ERMS, averaging
the absolute values 1RAWS, j for the former and considering
all virtual turbines at once in the calculation of the RMSE for
the latter. These overall values are collected in Table 1.

The three methods of evaluation are related, but each has
its own specific character. The RAWS is often used as pa-
rameter to evaluate the operational state of a wind turbine.
In this sense, it is very close to the application field. How-
ever, it cannot give precise information about the accuracy of
the simulated wind field because inaccurate previsions of the
wake velocity could cancel out in the averaging process. The
RMSE does not suffer from this problem and can express the
accuracy of the simulations with more confidence. Last, we
also included the regression analysis in our study because in
this way we could see how well the models are correlated to
the reference in terms of the coefficient of determination R2,
and of the corresponding regression line slope A and inter-
cept B. These statistical parameters are included in Table 1
too.

To provide further information on the intermediate results
of the simulations, we include figures describing the devel-
opment of the horizontal and vertical profiles of the wake
velocity at different cross sections in Appendix A.

4.1 Test case 1: single wake

In the first test case, we address a single wake to assess the
general accuracy of the two shear-layer wake models and at
the same time to have a term of comparison for the simulation
of multiple wakes.

Looking at the results in Fig. 5, the 3DSL model and
FLaP tend to have fair and very similar results with val-
ues of 1RAWS (top panels) and ERMS/uH (bottom panels)
below 10 % after 6 D downstream. Higher errors occur in
the preceding region, especially around the centre of the ro-
tor (y = 0 D) where the RAWS is overestimated. Here, the
3DSL model seems to perform slightly better, in particular
from the graphics of ERMS. In the far wake, starting from
12 D the profiles of 1RAWS and ERMS do not vary much
moving downstream.

The difference between the results of the two models per-
ceived in 1RAWS and ERMS/uH is not found in the overall
RAWS 1RAWS and in the average root mean square error
ERMS/uH. Similarly, the results of the regression analysis are
essentially the same for the two models. The corresponding
scatter plots in Fig. 6 and intercept B suggest that, in general,
the two models tend to overestimate the wind speed values,
i.e. to underestimate the wake effects.

4.2 Test case 2: multiple aligned wakes

Even though the simulation of consecutive aligned wakes
with the Ainslie wake model does not require the square ad-
dition approach because the wake velocity profiles remain
axisymmetric, we apply this approach to be consistent with
the other test cases.

The main results are collected in Fig. 7, the top panels of
which show that FLaP overestimates the RAWS relative de-
viation 1RAWS, particularly around the axis of the real tur-
bine rotor (y = 0 D) where the maximum of the deviation
is reached. Moving sideways, the deviation decreases gradu-
ally.

Differently, the 3SDL model underestimates the RAWS
around the axis of the real turbine rotor and overestimates
it around the boundaries of the wakes (y = ±1 D). Also in
this case, the highest absolute deviation from the reference is
around the axis of the real turbine rotors.

In general, the results give the impression that the 3DSL
model simulations are a little more accurate in terms of
RAWS. The same conclusion is not evident in the values of
the RMSE drawn in Fig. 7c, d. Since in both figures of merit
the two models have a very similar behaviour, it is hard to
draw a clear conclusion from the comparison.

Contrary to the previous test case, the overall statistics
1RAWS and ERMS/uH sustain the impression suggested by
Fig. 7: the former indicates that 3DSL simulations have a de-
viation from the reference on average six percentile points
lower than FLaP. In contrast, the latter suggests that the two
models have the same accuracy in terms of overall RMSE.

The slope and the intercept from the regression analysis
(Table 1) show that the 3DSL model approaches an almost
perfect regression line. FLaP does not have such good results
in these terms, but it is characterised by a lower spread of
the data as indicated by the higher coefficient of determina-
tion R2. This outcome can be explained with the different
distribution of the deviation from the reference of the two
models (see Fig. 8): on the one hand, the 3DSL model tends
to underestimate the lower values of the wind speed, i.e. in
the near wake especially in the region around the axis of the
real turbine rotor. On the other hand, it tends to overestimate
the higher wind speed values around the boundaries of the
wake at a further downstream distance. The resulting uneven
distribution leads to an almost perfect regression line. Dif-
ferently, FLaP mainly overestimates the wind speeds in the
whole domain, causing a higher intercept and a lower slope
of the regression line. The same arguments explain the results
of 1RAWS described before.

Considering all these results, we conclude that the two
models simulate the wake of this test case differently, but
they have very similar overall performance.
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Figure 5. Test case 1 (single wake). Deviation of the rotor-average wind speed 1RAWS (a, b) and of the root mean square error ERMS (c,
d) evaluated in relation to the large-eddy simulation wind field for the simulation with the 3DSL model and with FLaP.
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Figure 6. Test case 1 (single wake). Scatter plot and corresponding regression line of the wind speed derived from the 3DSL model (a) and
from the FLaP wake simulations in relation to the reference wind field calculated with large-eddy simulations (LESs).

4.3 Test case 3: multiple wakes with 0.5D lateral
separation

The simulation of multiple wakes with offset provided more
pronounced differences between the two models. Concerning

the RAWS plotted in the top panels of Fig. 9, the values of
1RAWS evaluated with the 3DSL simulations are contained
within ±10 %, with negative peaks around the centre line
of the turbines at the corresponding first downstream cross
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Figure 7. Test case 2 (multiple aligned wakes). Deviation of the rotor-average wind speed 1RAWS (a, b) and of the root mean square error
ERMS/uH (c, d) evaluated in relation to the large-eddy simulation wind field for the simulation with the 3DSL model and with FLaP.
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Figure 8. Test case 2 (multiple aligned wakes). Scatter plot and corresponding regression line of the wind speed derived from the 3DSL
model (a) and from the FLaP wake simulations in relation to the reference wind field calculated with large-eddy simulations (LESs).

section (x = 8, y = −0.5 D and x = 14, y = −1.0 D); other-
wise the 3DSL model overestimates the 1RAWS.

The wakes predicted with FLaP and the square addition
rule overestimate the rotor equivalent wind speed values al-
most everywhere and are higher than in the case of the sim-

ulation with the 3DSL model. In the results from FLaP, we
also notice that the maximal deviation of the RAWS at each
cross section is higher than in test case 2 in which the aligned
wakes are supposed to be axisymmetric. Furthermore, it in-
creases passing through the third turbine. Conversely, we do
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Figure 9. Test case 3 (multiple wakes with 0.5 D lateral separation). Deviation of the rotor-average wind speed 1RAWS (a, b) and of the
root mean square error ERMS (c, d) evaluated in relation to the large-eddy simulation wind field for the simulation with the 3DSL model and
with FLaP.

not observe such behaviour in the 3DSL model, in which
the maximum peaks of 1RAWS have a similar level as in
test case 2 on all cross sections. This difference between
the two models might be due to the three-dimensional, non-
axisymmetric character of the multiple wakes simulated in
this test case, which is better reproducible by the 3DSL
model.

The results of the RMSE (Fig. 9c, d) are derived from a
different point of view; however, they lead to the same ob-
servations.

The overall statistics provide a quantitative summary of
the results mentioned above; in particular, the 3DSL model
achieves a deviation from the reference RAWS (1RAWS) 21
percentile points lower than FLaP. Considering the overall
RMSE, the spread between the two models is even more
acute: in the simulations with the 3DSL model, ERMS is al-
most 20 percentile points lower than in FLaP simulations.

Here, the regression analysis (see Fig. 10) replicates the
results of test case 2, with the difference that, for the 3DSL
model simulations, the slope A and the intercept B of the
regression line are not so close to their ideal values 1 and
0 respectively. In turn, the coefficient of determination R2

is a little higher indicating less scatter of the data. For the
simulations with FLaP we observe a remarkable increase in

the intercept, which indicates a larger overestimation of the
wind speed, meaning a larger underestimation of the wake
effects.

4.4 Test case 4: multiple wakes with 1.5D lateral
separation

Due to the increased cross-stream separation between the
three turbines considered in this test case, the flow seems
composed by single wakes. The results presented in Fig. 11
are therefore comparable with those of test case 1, but with
an amplified difference between the performance of the two
models. In fact, with regard to the reference, both the devi-
ation of the RAWS and the RMSE evaluated for FLaP are
clearly higher than the ones evaluated for the 3DSL model.

The corresponding overall values give a measure of this
difference: both the deviation 1RAWS of FLaP and the aver-
age root mean square error ERMS/uH are more than 10 per-
centile points larger than the ones of the 3DSL model.

The regression analysis displayed in Fig. 12 provides re-
sults close to those of test case 1 for both models, apart from
the intercept, which in test case 4 is lower for the simulation
with the 3DSL model, while it is higher for the FLaP simu-
lation.
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Figure 10. Test case 3 (multiple wakes with a 0.5 D lateral separation). Scatter plot and corresponding regression line of the wind speed
derived from the 3DSL model (a) and from the FLaP wake simulations in relation to the reference wind field calculated with large-eddy
simulations (LESs).
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Figure 11. Test case 4 (multiple wakes with 1.5 D lateral separation). Deviation of the rotor-average wind speed 1RAWS (a, b) and of the
root mean square error ERMS (c, d) evaluated in relation to the large-eddy simulation wind field for the simulation with the 3DSL model and
with FLaP.
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Figure 12. Test case 4 (multiple wakes with a 1.5 D lateral separation). Scatter plot and corresponding regression line of the wind speed
derived from the 3DSL model (a) and from the FLaP wake simulations in relation to the reference wind field calculated with large-eddy
simulations (LESs).

5 Discussion

In Sect. 4, we compared two shear-layer wake models with
a different level of detail in the physical description of the
flow. The results are not always easy to interpret because in
some cases one model was accurate where the other was not
and vice-versa. We dealt with this problem by estimating dif-
ferent figures of merit that are generally in agreement. This
temporarily solves the conflict between the applicative point
of view of the RAWS and the more wind-field-oriented ap-
proach of the RMSE.

The object of comparison was the performance of the two
models in the simulation of multiple wakes. In this regard,
the figures of merit are generally in favour of the 3DSL
model. This is a positive outcome of our research and encour-
ages the further development of this new model. Nonethe-
less, the two models provided similar results for axisym-
metric wakes (test case 1 and test case 2). This points out
the advantage given by the third dimension resolved by the
3DSL model. In fact, in the other test cases, i.e. when multi-
ple wakes have a lateral separation, the additional details in
the physical description of the flow implemented in the 3DSL
model seem to improve the results.

Despite the different performances, we found similar defi-
ciencies in the two models. This particularly regards the flow
of single wakes near the rotor cross section as indicated by
the results of test case 1 and in test case 4. Furthermore, the
regression analysis and the scatter plot indicate the tendency
to overestimate the wind velocity in the same cases. More
in detail, it is possible to notice that the lowest wind speed in
single wakes near the rotor was underestimated, while further
downstream there was a general overestimation of the wind
speed in the wake. This indicates that single wakes might
have recovered in the transition between near and far wake

too fast. The analysis of the individual wake profiles could
help to understand this interpretation and at the same time
could provide hints about how to deal with this issue. In many
cases, a possible solution could be provided by different eddy
viscosity models. In this sense, the three-dimensional domain
of the 3DSL model offers the possibility to develop proper
spatial distributions of these quantities, while the axisym-
metric two-dimensional models would have more limits in
the accomplishment of this task.

6 Conclusions

This paper investigated the possibility of improving the simu-
lation of multiple wakes with engineering wake models such
as the commonly used Ainslie model (Ainslie, 1988), imple-
mented for instance in the wind farm layout software FLaP
(Lange et al., 2003). In this regard, the paper presented a
new wake shear-layer model (3DSL) that can deal with non-
axisymmetric flows and is therefore suitable to simulating
multiple wakes at once. Differently, when the Ainslie model
is applied in a wind farm, the flow of multiple wakes is eval-
uated, superimposing the deficit of the individual wakes ac-
cording to a linear or square addition approach. To allow the
simulation of multiple wakes without the superposition of the
individual wakes, the 3DSL model abandons the hypothe-
sis of an axisymmetric wake assumed by Ainslie (1988) and
adds a third dimension to the simulation domain. In order
to do this, it assumes a potential flow on the vertical cross
sections.

In a benchmark with LESs as a reference case, we con-
sidered four test cases and compared wake simulations per-
formed with FLaP and with the 3DSL model. The assess-
ment was based on the average wind speed on the rotor of
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several fictive turbines and on the corresponding RMSE. The
two models provided similar results when they simulated ax-
isymmetric wakes, but the 3DSL model performed better in
the test cases including non-axisymmetric wakes. In part, this
might be one of the advantages of the third dimension in-
cluded in the 3DSL model.

Since only a few test cases using wakes simulated within
LESs were addressed here, these results cannot be gener-
alised. For the same reason, we cannot make any statement
about how these results could affect the estimation of the an-
nual energy yield of a wind farm. Nevertheless, we are confi-
dent that the additional details in the physical description of
the wake flow implemented in the 3DSL model can in general
offer new possibilities for improving the simulation of single
and multiple wakes at an affordable computational cost.

Data availability. The wind field data and the model implementa-
tion code could be made available in the framework of a coopera-
tion agreement. Please contact the corresponding author for further
information.
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Appendix A: Normalised wake wind velocity profiles

The comparison of the 3DLS model and of FLaP with the
reference wind field from large-eddy simulations (LESs) re-
ported in this paper deals with figures of merit representative
for integral results and therefore cannot provide detailed re-
sults about the output of the two models at specific positions
in the simulation domain. For this reason we show the down-
stream development of the wake velocity for the test cases
analysed in this paper in this appendix.
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Figure A1. Test case 1 (single wake). Downstream development
of the vertical (a) and horizontal (b) profiles of the wake velocity
evaluated along the wind turbine rotor axis from the 3DSL model
and from the FLaP simulations and from the reference large-eddy
simulation (LES) wind field.

www.wind-energ-sci.net/2/569/2017/ Wind Energ. Sci., 2, 569–586, 2017

3-D shear-layer model: Description and first assessment 85



584 D. Trabucchi et al.: 3-D shear-layer simulation model

-4 -2 0 2 4

y [D]

x: 19 D; z: 0 D

LES FLaP 3DSL

Horizontal profiles

-4 -2 0 2 4

y [D]

x: 16 D; z: 0 D

-4 -2 0 2 4

y [D]

0.5

1
u

D
 [

-]

x: 15 D; z: 0 D

x: 14 D; z: 0 Dx: 10 D; z: 0 D

0.5

1

u
D

 [
-]

x: 9 D; z: 0 D

0.5

1

u
D

 [
-]

x: 8 D; z: 0 D

0 0.5 1

u
D

 [-]

x: 19 D; y: 0 D

LES FLaP 3DSL

Vertical profiles

x: 14 D; y: 0 D

0 0.5 1

u
D

 [-]

x: 16 D; y: 0 D

x: 10 D; y: 0 D

0 0.5 1

u
D

 [-]

0

1

2

 z
 [

D
]

x: 15 D; y: 0 D

0

1

2

 z
 [

D
]

x: 9 D; y: 0 D

0

1

2

 z
 [

D
]

x: 8 D; y: 0 D
Vert. profiles Hrz. profiles

(a) (b)

Figure A2. Test case 2 (multiple aligned wakes). Downstream de-
velopment of the vertical (a) and horizontal (b) profiles of the wake
velocity evaluated along the common axis of the wind turbines
from the 3DSL model and FLaP simulations and from the reference
large-eddy simulation (LES) wind field. The position of the profiles
considered is illustrated in the top right corner of (b).
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Figure A3. Test case 3 (multiple wakes with 0.5 D lateral separa-
tion). Downstream development of the vertical (a) and horizontal
(b) profiles of the wake velocity evaluated along the common axis
of the wind turbines from the 3DSL model and FLaP simulations
and from the reference large-eddy simulation (LES) wind field. The
position of the profiles considered is illustrated in the top right cor-
ner of (b).
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Figure A4. Test case 4 (multiple wakes with 1.5 D lateral separa-
tion). Downstream development of the vertical (a) and horizontal
(b) profiles of the wake velocity evaluated along the common axis
of the wind turbines from the 3DSL model and FLaP simulations
and from the reference large-eddy simulation (LES) wind field. The
position of the profiles considered is illustrated in the top right cor-
ner of (b).
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Figure A2. Test case 2 (multiple aligned wakes). Downstream de-
velopment of the vertical (a) and horizontal (b) profiles of the wake
velocity evaluated along the common axis of the wind turbines
from the 3DSL model and FLaP simulations and from the reference
large-eddy simulation (LES) wind field. The position of the profiles
considered is illustrated in the top right corner of (b).
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Figure A3. Test case 3 (multiple wakes with 0.5 D lateral separa-
tion). Downstream development of the vertical (a) and horizontal
(b) profiles of the wake velocity evaluated along the common axis
of the wind turbines from the 3DSL model and FLaP simulations
and from the reference large-eddy simulation (LES) wind field. The
position of the profiles considered is illustrated in the top right cor-
ner of (b).
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Chapter 7
3-D shear-layer model for the simulation
of multiple wind turbine wakes
Further development, calibration and assessment

7.1 Introduction

This chapter elaborates the general formulation of the 3-D shear-layer (3DSL) model illustrated in
Chapter 6 for the simulation of non-axisymmetric wakes. In particular, it deals with the streamwise
pressure gradient in the vicinity of the rotor. This term was previously approximated as a reduction
of the wake turbulent diffusion. The model is then calibrated and verified using both full-field
wake measurements and synthetic wakes reproduced with LES.

7.1.1 Basic formulation of the 3DSL model

In a Cartesian domain, the non-dimensional wind speed components u, v and w can be defined
along the non-dimensional axes x, y and z in the streamwise, cross-stream and vertical directions,
respectively. The coordinates and the wind speed components are normalised by the rotor diameter
D of a well-defined wind turbine and by the streamwise wind component uHH at hub-height,
upstream in the undisturbed flow. In this space, the wind deficit on a downstream cross-section can
be calculated subtracting u from the corresponding values in the undisturbed flow. Considering
uD as the difference of the wind speed deficit from one, the basic formulation of the 3DSL model
consists of:

• The continuity equation
∂uD
∂x

+ ∂v

∂y
+ ∂w

∂z
= 0 (7.1)

• The shear-layer approximation of the Reynolds averaged Navier-Stokes (RANS) equations

uD
∂uD
∂x

+ v
∂uD
∂y

+ w
∂uD
∂z

= εy
∂2uD
∂y2 + εz

∂2uD
∂z2 (7.2)
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• The assumption that the potential field Φ can be defined on vertical cross-sections as

∂Φ
∂y = v , ∂Φ

∂z = w . (7.3)

The initial conditions of the of wake simulations are imposed at the rotor section where the wind
deficit is calculated by means of the actuator disc mode (Burton et al., 2011). The initial deficit
is propagated downstream by diffusion. The contribution of ambient turbulence to the diffusive
process depends on atmospheric variables such as the friction velocity u∗, the non-dimensional
shear profile Φm function of the physical height Z normalised by the Monin-Obukov length LMO.
The streamwise pressure gradient expected in the near-wake development range is not addressed
by the 3DSL model directly, but it is included here as reduction of the wake turbulent diffusion
by means of a filter function. The diffusion due to the wake can be assumed proportional to the
turbulence velocity scale ua y,z and to the corresponding length scales σr at the considered wake
cross-section. In scaled experiments, Ainslie, (1988) observed that in the near-wake development
region the turbulent mixing grows slower than the turbulence scales. For this reason he introduced
the following eddy-viscosity model

εy,z = F1 k σr ua y,z
Φm(Z/LMO)

F2κu∗ z

Φm(Z/LMO) (7.4)

where the wake and the ambient turbulence contributions are given by the first and second addends,
respectively. Each term is based on a proportionality constant: k =0.015 is the proportionality
constant suggested by Ainslie, (1988) for the wake contribution and κ is the von Karman constant
applied to estimate the ambient turbulence diffusion. Last, the two filter functions

F1 =

 0.65 +
[(
x−4.5
23.32

)1/3] for 0 < x ≤ 5.5

1 for x > 5.5
(7.5a)

F2 =


x
xF 2

for 0 < x ≤ xF2

1 for x > xF2

(7.5b)

are included in the eddy-viscosity model. The former reduces the wake turbulent diffusion in order
to balance the turbulence production. The latter is a surrogate for the effects of the streamwise
pressure gradients and linearly scales the ambient turbulent diffusion from 0 to 1 according to the
filter parameter xF2.

7.1.2 Objectives

This chapter aims to improve the 3DSL model and to verify its implementation. These overall
goals are fragmented into smaller objectives that are addressed separately in the next sections and
can be summarised as follows:

1. Model the gradient of the pressure field p within the rotor induction zone and include it into
the right hand side of Eq. 7.2 such that the streamwise momentum balance equations can be
re-written as

uD
∂uD
∂x

+ v
∂uD
∂y

+ w
∂uD
∂z

= −1
ρ

∂p

∂x
+ εy

∂2uD
∂y2 + εz

∂2uD
∂z2 (7.6)

where ρ denotes the air density.
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2. Calibrate the turbulence length scale σr of a single wind turbine wake.

3. Revise the numerical implementation.

4. Verify the 3DSL model for single and multiple wakes with full-field measurements and
large-eddy simulations (LES).

7.2 Model of the streamwise pressure gradient

A possible way to consider the effect of the pressure field within the induction zone of a wind
turbine rotor is to prescribe a proper pressure gradient. This approach is inspired by Schepers,
(2012), who assigns the pressure gradient on the basis of results from simulations with a free vortex
wake model, executed in advance and saved as look-up tables. To include the near-wake region into
the domain valid for the 3DSL model, the pressure contribution is estimated from the analytical
solution of a vortex-cylinder wake model.

The wake of a wind turbine can be described by the system of three type of vortices including a
straight root vortex, one bound lifting line vortex per rotor blade and one helicoidal vortex filament
shed from the tip of each blade. All mentioned vortex filaments are characterised by constant
circulation. As the number of blades tends to infinity, the vortex system reduces to the root vortex
Γr, a bound vortex sheet Γb at the rotor disc and a continuous cylindrical vortex sheet along the
wake which includes the tangential and longitudinal components Γt and Γl. (Burton et al., 2011).
This decomposition is explained in Fig. 7.1 where, for simplicity, the case of a finite number of
blades is illustrated.

To model the streamwise pressure gradient, only the contribution by the tangential vortex is
considered because it is the only one which directly affects the streamwise wind velocity.

Branlard et al., (2015) provide an analytical solution for the streamwise and radial wind velocity
components ux,γt

(x, r) and ur,γt
(x, r) induced by the tangential vortex introduced before (see

Fig. 7.1c). The solution is expressed as

ux,γt
(x, rV ) = γt

2

[
RV −rV +|RV −rV |

2|RV −rV | + x q(x)
2π
√
rV RV

(
K
(
q2(x)

)
+ RV −rV

RV +rV
Π
(
q2(0), q2(x)

))]
ur,γt

(x, rV ) = − γt

2π

√
R
rV

[
2−q2(z)
q(z) K

(
q2(x)

)
− 2

q(z)E
(
q2(x)

)] (7.7)

Figure 7.1: Helicoidal vortex system of a wind turbine wake (a) decomposed into its linear components (b),
i.e. the bound, root and trailing edge longitudinal vortices and its tangential component (c).
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Figure 7.2: Wind field induced by a semi-infinite vortex-cylinder (a). The streamwise velocity contour is
normalised by 2RV /γt and the streamlines are evaluated for γt =−1 m s−1 (b).

where the complete elliptic integrals K, E and Π of the first, second and third kind are functions
of the elliptic parameter

q2(x) = m(x) = 4r RV
(RV + r)2 + x2

. (7.8)

In Eq. 7.7, x and rV stand for the distances from the rotor and from its axis, respectively; RV
denotes the radius of the vortex-cylinder and γt is the intensity of the tangential vortex. According
to the disc actuator theory, γt can be related to the thrust coefficient CT of a rotor with homogeneous
loading and inflow velocity uHH by

γt = (
√

1− CT − 1)uHH . (7.9)

The wind field defined by ux,γt
(x, r) and ur,γt

(x, r) is depicted with contour levels and streamlines
in Fig. 7.2

For x > 0, uγt
has a discontinuity at the surface of the cylinder vortex, i.e. when rV = RV . Along

this surface the induced velocity reduces to

uγt
(x, rV = RV ) = γt

4 + γt
2

x q(x)
2π
√
rV RV

(
K
(
q2(x)

))
. (7.10)

The wind field resulting from the vortex-cylinder model can be used to estimate the deceleration
imposed by the turbine on the flow. Assuming that this flow is (i) non-viscous and (ii) composed
by the streamwise and radial wind speed components only, the steady momentum balance equation
can be simplified to

ux,γt

∂ux,γt

∂x
+ ur,γt

∂ux,γt

∂rV
= −1

ρ

∂pγt

∂x
(7.11)

and, with a finite difference approximation of Eq. 7.11, it is possible to calculate the entity of the
streamwise pressure gradient numerically from the solution of the vortex-cylinder model (Eq. 7.7
and Eq. 7.10).

Because of the discontinuous wind field, the pressure gradient has a singularity at the rotor tip. As
a consequence, numerical instabilities can arise in its vicinity and lead to non-physical negative
values of the kinetic energy. In the implementation of the 3DSL model, such values are replaced by
the lowest positive value of the kinetic energy over the considered vertical cross-section.
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Before applying the results of the vortex-cylinder model to Eq. 7.6, some considerations are required.
Differently from the 3DSL model, the vortex-cylinder model does not include turbulent diffusion. If
the contribution of the pressure gradient is implemented into Eq. 7.6, part of its energy is recovered
by turbulent diffusion and the resulting wind deficit is lower than expected. To compensate for
this inconvenient, the factor Gγ is introduced to scale the pressure gradient in the near-wake
development range as required:

∂p

∂x
= Gγ

∂pγt

∂x
. (7.12)

For the same reason, the filter function F2 (Eq. 7.5b) is still considered to reduce the diffusion of
the ambient eddy-viscosity. Suitable values for Gγ and for the filter parameter xF2 are discussed
in Section 7.4.

Another aspect to consider is the application of the pressure gradient model to multiple wakes.
The heterogeneous flow downstream of a wind turbine and the wake generated turbulence reduce
the aerodynamic efficiency of a wind turbine rotor operating in wakes. To take into account these
effects, (Iungo et al., 2018) suggest to apply the correction factor Caero which can be estimated as

Caero = aaero exp
(
baero + ε0.5inc

)
+ daero (7.13)

.

where εinc indicates the incoming eddy-viscosity averaged over the rotor and the parameters aaero,
baero and daero depend on the aerodynamics of the blade. In the 3DSL model Caero is estimated
empirically from case to case and it is applied to reduce the thrust coefficient.

7.3 Numerical implementation

The 3DSL model describes the fluid mechanics of a wake with parabolic partial differential equations.
This means that the solution can be estimated with a finite difference approximation of the physical
problem marching forward step by step from the initial conditions. This section summarises briefly
the numerical implementation of the 3DSL model, explains the revisions with respect to the version
of Chapter 6 and a includes a flow chart Fig. 7.3 of the algorithm applied to solve flow.

Simulations with the 3DSL model are initiated with a known, three-dimensional wind vector field
Vi = [uDi vi wi]T on the cross-section at the downstream distance xi. Next, the 3DSL model
estimates the streamwise wind component uD,i+1 at the next cross-section from the momentum
balance equation (Eq. 7.2). Then, the cross-stream and vertical wind components v and w are
evaluated from the implementation of the potential flow assumption (Eq. 7.3) into the continuity
equation (Eq. 7.1).

Differently from the methodology explained in Chapter 6, here Eq. 7.2 is solved with a fractional
method applied to a staggered grid (Ferziger et al., 2008). This approach is based on an implicit
numerical scheme (the Crank-Nicolson method) that demands a little more computational resources
than the explicit method implemented before, but it is stable regardless of the resolution of domain
discretisation.

Following the example by Seibold, (2008), the solution of Eq. 7.2 is divided into two steps. In the
first one (Block 1 in Fig. 7.3), only the transport terms and the pressure gradient are estimated
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with the vortex-cylinder model:

uD
∂uD
∂x

= −1
ρ

∂p

∂x
− v ∂uD

∂y
− w∂uD

∂z
. (7.14)

In accordance with partial derivation rules, Eq. 7.14 can be conveniently rewritten as

∂
(
u2
D + p

ρ

)
∂x

= −
(
∂ (uDv)
∂y

+ ∂ (uDw)
∂z

)
. (7.15)

From known conditions at the downstream position xi, u2
D can be calculated with an explicit

method at an intermediate step xi+1/2.

From the results at xi+1/2, uD is calculated at xi+1 (Block 2 in Fig. 7.3). Because of the non-
linearity of the equation, an iterative process is applied until convergence of uD. For this purpose,
the iteration variable ũD is estimated as the average of uD at xi+1/2 and xi+1. Then, at each
iteration, the Crank-Nicolson method is applied to the diffusive terms of Eq. 7.2:

ũD
∂uD
∂x

= εy
∂2ũD
∂y2 + εz

∂2ũD
∂z2 . (7.16)

To solve Eq. 7.16, the general boundary condition uD=1 is imposed to the domain. An additional
condition on the first derivative is applied such that ∂uD

∂y =0 and ∂uD

∂w =0 on the lateral and top
sides, respectively. Differently, an additional condition on the second derivative forces ∂2uD

∂z2 =0 on
the bottom side.

At this point, thee passages are left to calculate also v and w at xi+1 (Block 3 Fig. 7.3). An upwind
approximation of ∂uD

∂x at xi+1 can be calculated from uD evaluated at xi+1 and xi. Then, Eq. 7.1
can be rewritten as Poisson equation leveraging the potential flow assumption (Eq. 7.3):

∂2Φ
∂y2 + ∂2Φ

∂z2 = −∂uD
∂x

. (7.17)

Here, the boundary conditions are set to have no mass flow across the lower boundary and, at the
same time, to balance the overall variation of the mass flow ∆Q = ρ

(∫
Ai+1

uDdydz −
∫
Ai
uDdydz

)
between two consecutive cross-sections Ai+1 and Ai with the mass flow across the boundaries of
the upstream cross-section at Ai. To achieve these conditions, the values on the boundaries of the
domain, yb and zb, are calculated by means of a twin pair of potential flow source elements:

φ (yb, zb) = −∆Q/2
2πρ ln

(√
y2 + z2

)
(7.18)

one placed at the centroid of the streamwise variation of the mass flow evaluated over the vertical
upstream cross-section, one at the opposite side with respect to the lower boundary.

Now, the potential function Φ can be calculated solving the linear system given by the finite
difference formulation of Eq. 7.17.

In the last passage, of the numerical solution, v and w are derived from Eq. 7.3 at xi+1 .
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Figure 7.3: Flowchart of the algorithm implemented in the 3DSL model to solve the wind field on the
vertical cross-section i+ 1 from the known wind field on the upstream cross-section i..
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7.4 Calibration of the turbulence length scale in a single
wake

This section addresses the calibration of the wake width used to approximate the turbulence length
scale σr in the eddy-viscosity model (see Eq. 7.4). First, the wind deficit profiles measured during
a full-field experimental campaign are introduced. Then, a linear expansion model is fitted to the
width of the measured profiles.

7.4.1 Profiles of the wind deficit in the wake from nacelle-based lidar
measurements

For the calibration of the 3DSL model, the 10 min average data measured during the experimental
campaign described in Section 5.3 are available. The dataset consists of time-series from a
meteorological tower and measured by a long-range lidar installed on the nacelle of an offshore
wind turbine. In that experiment, the lidar performed horizontal scans of the wake downstream of
the rotor.

The average atmospheric conditions at the mast during the measurements of the wind deficit
profiles in the wake are defined by the friction velocity u∗ and by the momentum flux profile
Φm(Z/LMO). The former is evaluated as

u∗ = TI/100%uHH
2.4 (7.19)

where the turbulence intensity TI is expressed in per cent and uHH indicates the undisturbed
hub-height wind speed (Lange et al., 2003). The momentum flux profile is calculated according to
Dyer, (1974) as a function of the physical height Z normalised by the Monin-Obukhov length LMO.
An estimation of LMO is obtained using the bulk Richardson number derived from the vertical
gradients of wind speed, temperature and pressure (Stull, 2017).

To analyse separately different load conditions on the rotor, the measurements are collected in
classes of thrust, considering six intervals of the thrust coefficient CT from 0.25 to 0.85 with an
incremental step of 0.1.

A second classification is based on the turbulence intensity considering 1 % bins. Due to the scarce
amount of data, only one turbulence intensity range is available for all CT classes (see Fig. 7.4a).
For this reason, the following calibration includes only 10 min intervals with a turbulence intensity
TI between 5 % and 6 % and is therefore not representative of all turbulence conditions.

Considering Eq. 7.19, an additional filter is applied to have a rather homogeneous friction velocity
distribution in the class; specifically, only a ±1 m s−1 hub-height wind speed interval is considered
for each CT class.

The average profiles of the wind deficit in the wake are evaluated in terms of deficit at six
downstream positions xi where the corresponding wind speed is subtracted from the free-flow. The
results are collected in the CT classes and are averaged within each interval xi±0.1 D considering
0.05 D bins along the cross-stream axis at hub-height. Table 7.1 summarises the results of the
classification described above and Fig. 7.4b provides an example of the wind deficit measurements
and average profile at xi=3 D downstream of the rotor.
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Table 7.1: Average atmospheric conditions and data availability for the thrust coefficient (CT ) classes,
considering the corresponding interval of the hub-height wind speed uHH and the turbulence
intensity range from 5 % to 6 % .

CT class (±0.05 ) 0.3 0.4 0.5 0.6 0.7 0.8
uHH interval (±1 m s−1) 15.5 14.5 13.5 12.5 10.5 9.5

Available
intervals

[-] 13 13 9 9 4 6

uHH [m s−1] 15.7 14.3 13.4 12.1 10.9 9.3
u∗ [m s−1] 0.35 0.33 0.31 0.28 0.25 0.21
α [-] 0.140 0.089 0.056 0.071 0.050 0.035

Φm [-] 1.62 1.62 0.87 0.88 0.64 0.49

Figure 7.4: Number of 10 min intervals available classified according to the thrust coefficient CT and the
turbulence intensity TI (a). Exemplary wake profile WD obtained for the CT class 0.6 at the
cross-section xi =3 D (b).

7.4.2 Turbulence length scale of a single wake

In one of the first shear-layer wake models, Ainslie, (1988) defined the turbulence length scale as
the width σr of the Gaussian shape which describes the wake wind profile uD normalised by the
inflow wind speed at hub-height uHH . This study, deals with the same definition, considering the
wake deficit profile function

WDF = 1− uD = uo +DM exp
(
−3.56

(
r

σr

)2
)

(7.20)

where DM is the magnitude of the wake centre-line wind deficit and r is the radial distance from
it. Differently from Ainslie’s original Gaussian shape, Eq. 7.20 includes also the variable offset uo
accounting for possible local variations of the free-flow from the upstream reference wind speed
uHH .
Comparing Eq. 7.20 with the wind speed deficit profiles of the wakes described in Section 7.4.1, it
is possible to derive how the turbulence length scale σr scales varying the thrust coefficient CT
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and the downstream distance from the rotor. To accomplish this task, Eq. 7.20 is fitted to the
deficit profiles and the results about the expansion of the wake – i.e. the downstream development
of σr – can be observed in Fig. 7.5a with respect to rotor thrust.

Considering separately the different CT cases, σr can be modelled using the linear function

σr = k′xi + ε′ (7.21)

defined by the expansion rate of the wake k′ and of the corresponding initial width ε′. The results
for each CT case are summarised in Table 7.2 and in Fig. 7.5b.

Noting that (i) the expansion rate k′ grows linearly with the thrust coefficient CT and (ii) that the
initial wake width ε′ varies in a similar fashion, these two parameters can be approximated with
the functions

k′ = 0.17CT − 0.04

ε′ = 0.71CT + 0.45.
(7.22)

In conclusion, the turbulence length scale σr of a single wake can be estimated with Eq. 7.21. For
the case of turbulence intensity around 5 %, the parameters k′ and ε′ can be estimated Eq. 7.22
which was calibrated with respect to nacelle-based lidar measurements of a single wake.

Figure 7.5: Downstream evolution of the wake width σr evaluated from the profile function of the wind
speed deficit fitted to full-field wake measurements.

Table 7.2: Expansion rate k′ and initial wake width ε′ evaluated from the profile function of the wind
deficit fitted to full-field wake measurements.

CT

0.3 0.4 0.5 0.6 0.7 0.8
k′ 0.012 0.028 0.036 0.062 0.066 0.107
ε′ 0.674 0.730 0.822 0.779 0.937 1.041
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Table 7.3: Main characteristics of the reference datasets used for the assessment of the parameters of the
pressure gradient model.

Unit Symbol LES Lidar measurements

Turbine manufacturer - - Siemens Senvion
Turbine model - - SWT-3.6-120 6.2M126
Rotor diameter [m] D 120 126
Hub-height [m] zH 90.0 96.5
Hub-height inflow wind speed [m s−1] uHH 8.1 9.3
Hub-height turbulence intensity [%] TI 5 5
Friction velocity(*) [m s−1] u∗ 0.17 0.21
Non-dimensional shear profile [-] Φm 1.00 0.49
Thrust coefficient [-] CT 0.86 0.75
(*) Here friction velocity was estimated with Eq. 7.19 considering TI, not as in Section 6.3
fitting the vertical profile of the streamwise average wind speed.

7.5 Parameter assessment for the pressure gradient model

In the Section 7.2, the 3DSL model was further developed including the streamwise pressure
gradient close to the rotor, namely within its induction range. In the actual implementation, the
induction range extends from 1 D upstream to 2.5 D downstream. In that region, the streamwise
pressure gradient is approximated scaling the results from a vortex-cylinder model with the factor
Gγ and reducing the turbulent diffusion with the linear filter function F2 which grows from 0 to 1
while moving downstream from the rotor up to xF2.

Suitable values for these parameters are investigated in this section, first on the base of a single
wake simulated with LES, then using lidar measurements as a reference. The two reference cases are
extracted from Chapter 6 (Test case 1) and Section 7.4 (CT class 0.8). Their main characteristics
are summed up in Table 7.3.

While considering F2 the same value xF2=5.5 could be applied to reproduce the wakes of both
the LES and the lidar measurements, only with different values of Gγ – namely 1.15 and 1.25 for
the former and the latter case, respectively – a fair agreement with both reference cases could be
achieved (see Figures 7.6 and 7.7).

As shown in Fig. 7.6, the 3DSL model simulations with the combination of parameters xF2=5.5,
Gγ=1.125 (red dash-dot line) are in fair agreement with the LES reference (blue circles). In general,
the hub-height deficit is matched well, sometimes with a little overestimation. In the lower part of
the wake, the wind deficit recovers faster, in particular between 8 D and 12 D (Fig. 7.6a, central
line). The same can be observed for negative y. The black dash lines indicate the simulation with
the parameters obtained from the comparison with the lidar measurements, i.e. xF2=5.5, Gγ=1.25.
With these settings, the agreement with the reference is poor at x=2 D where the deficit is clearly
overestimated. However, the exceeding deficit has almost completely recovered at x=4 D.

For the comparison of the 3DSL model with the wake profiles from the lidar measurements the
same notation as in Fig. 7.6 is applied to Fig. 7.7. At the first two sections downstream of the
rotor (x=2.3 D), the 3DSL model simulations with Gγ=1.25 (black dash line) match the reference
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Figure 7.6: Horizontal (a) and vertical (b) profiles of the normalised streamwise wind component simulated
with the 3DSL model applying xF2=5.5 in combination with Gγ=1.15 (red dash-dot line)
and Gγ=1.25 (black dash line). The results are compared to the reference profiles from the
large-eddy simulation (LES) wind field at different downstream position (blue circles).

(blue circles) almost perfectly, while with Gγ=1.25 (red dash-dot line) they underestimate the wind
deficit. From x=4 D the two values of Gγ produce very similar profiles, with the centre-line wind
deficit very close to the reference. However, the wind speed in the wake is overestimated at its
flanks, where the wind speed deficit recovers faster.

While close in the near-wake development range the two comparisons show opposite results, the
same tendency was observed further downstream. This means that the far-wake is not very sensitive
to the initial conditions. The disagreement in the near-wake could be explained by the different
atmospheric conditions of the two reference cases. In fact, the LES are characterised by lower
diffusive conditions than the lidar measurements (compare u∗ and Φm in Table 7.3). It follows
that, in the LES, less energy from the pressure gradient budget is recovered than in the lidar
measurements. Therefore a lower Gγ is needed to compensate the recovery effects not considered
by the vortex-cylinder model on which the pressure gradient model is based.

The results show also the limitations of the eddy-viscosity model implemented in the 3DSL model.
First, the common value xF2=5.5 for both comparisons indicates that the diffusion due to ambient
turbulence is overestimated in the near-wake and needs to be scaled down beyond the range affected
by the streamwise pressure gradient. Second, the diffusion in the far-wake at the flanks of the wind
deficit seems also to be little overestimated by the eddy-viscosity model.
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Figure 7.7: Horizontal profiles of the normalised streamwise wind component simulated with the
3DSL model applying xF2=5.5 in combination with Gγ=1.15 (red dash-dot line) or Gγ=1.25
(black dash line). The results are compared to the reference profiles measured with a nacelle-
based lidar at different downstream positions (blue circles).

7.6 Evaluation of the 3DSL model: Simulation of multiple
wakes

In the assessment of Section 7.5, single wakes simulated with the elaborated version of the
3DSL model compared well with LES and lidar measurements. In this section, the focus is on
multiple wakes. Accordingly, the 3DSL model is applied to simulate the wakes generated by three
turbines with 6 D streamwise separation, applying a cumulative cross-stream displacement of 0.0 D,
0.5 D and 1.5 D in three different cases, respectively. In the first case, the downstream rotors are in
full-wake conditions, in the second one in partial-wake conditions and in the last case the rotors
are alongside the wakes. The layout of the three conditions is illustrated in Fig. 7.8.

The correction factors Caero=0.45 and Caero=0.25 are applied to simulate the lower aerodynamic
efficiency of the rotor blades in wakes in the first and second layout, respectively. In these two
cases, the filter function F1 is applied to all turbines considering the downstream distance from
the first rotor because the downstream turbines are in full and partial-wake, respectively. In these
conditions, the eddy-viscosity can already be considered fully developed. These settings do not
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Figure 7.8: Layout of the simulated turbines with the rotor in different wake conditions: full-wake (a),
partial-wake (b) and alongside-wake (c) rotor conditions.
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Figure 7.9: Scatter plot and corresponding regression line and root-mean-square error (RMSE) of the
streamwise wind component derived from the 3DSL model in relation to the reference field
calculated with large-eddy simulations (LES) for (a) full-wake, (b) partial-wake and (c) alongside-
wake rotor conditions.

apply to the third case in which there is not a direct wake-turbine interaction.

The assessment is based on LES with the inflow conditions described in Table 7.3. The same LES
wakes as in Section 6.4.2 to Section 6.4.4 are applied here as a reference too. While in Section 6.4
the assessment considers the points within the rotor area of virtual turbines in the wakes, this
section considers the streamwise wind speed simulated at nine distances downstream of the upfront
turbine. The nine cross-sections are equally spaced from 2 D to 18 D.

In Fig. 7.9, the regression analysis of the wind speed values on the nine cross-sections provides
a quantitative evaluation of the 3DSL model simulations. Panels (a), (b) and (c) present the
full-wake, partial-wake and alongside-wake rotor conditions, respectively. To avoid a possible bias
from the undisturbed flow outside of the waked areas, only wind speed values below or equal 98 %
of the free hub-height wind speed uHH were analysed.

The results of the three wake situations considered show a decent correlation between the
3DSL model and LES wind. A larger scatter characterises the intermediate wind speed range.

Figures 7.10 to 7.12 juxtapose the streamwise wind speed simulated with the 3DSL model and
with LES for the cases of full-wake, partial-wake and alongside-wake rotor conditions. The rotor
of the nearest turbine is drawn with a solid black line to help to orientate on the cross-sections.
From a qualitative comparison, the fair correlation of the regression analysis between the two
simulation models is confirmed. Considering the same selection of points, the absolute deviation
|∆uD| between the 3DSL model and LES is on average around 3.5 % of the upstream hub-height
wind speed uHH . High deviations around 18 % of uHH are observed at the boundary of the
wake in correspondence to the cross-sections of the downstream rotors (6 D and 12 D). In the
alongside-wake condition (Fig. 7.12), such differences are also observed close to the lower boundary
at all sections downstream of the second turbine. There, the coalescing wakes measured with the
3DSL model mix slower than in the reference case. These differences might correspond to the large
scatter observed in the intermediate wind speed range of the regression analysis.

The distribution of the vertical and lateral wind speed components v and w on the vertical cross-
sections gives some hints to discuss the results. Similar aspects can be observed in all the wake
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situations; however, only the full-wake condition is addressed in the following for sake of summary.
In this respect, Figures 7.13 and 7.14 compare the results in terms of v and w, respectively.

In the former, a change of sign of v can be identified along the vertical coordinate z. This is clear
evidence of vertical veer. In this condition, the wind deficit of wakes tends to have a skewed shape.
With little abstraction, this distortion of the deficit can be intuited in the results of Figures 7.10
to 7.12.

Looking at w the on the vertical cross-sections in Fig. 7.14 non-homogeneous convective structures
can be identified. Not only is convection source of turbulence, but it also plays an important role
to balance the mass flow.

Vertical veer and convection are not modelled into the 3DSL model yet; they can be a reason of the
deviation from the LES, together with the limits of the eddy-viscosity model mentioned analysing
single wakes in Section 7.5.

7.7 Summary and discussion of the results

The structure of this chapter is two-folded. In the first part, it focused on a few improvements of
the 3DSL model, in the second one on its application to single and multiple wakes.

Concerning the further development of the model, the actuator disc model used to initialise the
simulations was replaced by a more sophisticated streamwise pressure gradient model based on
a vortex-cylinder potential flow. Then, a more robust and stable numerical formulation was
implemented. Last, the turbulence length scale was calibrated using wake measurements sampled
with a scanning lidar from the nacelle of an offshore turbine.

With respect to the application of the 3DSL model, simulations of single and multiple wakes
were compared with the nacelle-based lidar measurements mentioned before and with large-eddy
simulations. A reasonable agreement with the two sources of reference was found in all comparisons.
At the same time, the comparisons exposed some limitation of the pressure gradient model and of
the eddy-viscosity model. In particular, it was found that: (i) the pressure gradient model depends
on the ambient eddy-viscosity and (ii) the width of the wakes simulated with the 3DSL model
reduces faster than in the reference cases analysed. From the first observation, it can be concluded
that a calibration of the pressure gradient model with respect to different diffusive condition is
required. The second point suggests that the length scale applied to model the turbulent diffusion
driven by the wake shear may lack in detail. A refined model could improve the results. For
instance, the formulation suggested by Iungo et al., (2018) could be a possible alternative. Its main
advantage is to consider also the reduction of turbulent kinetic energy due to dissipation along
with the generation by ambient turbulence and by the shear layer of the wake which are already
included in the current implementation.

Other possible improvements could consider to include the wake rotation and to chose more
sophisticated boundary conditions, for instance including vertical veer.

The observed limitations are a drawback of assumptions and simplifications implemented in the
3DSL model. Nevertheless, in the test cases analysed in this chapter, the 3DSL model was able to
match the reference wind fields with discrete accuracy. This is an indication that those assumptions
and simplifications are reasonable.
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Figure 7.10: Juxtaposition (left and central columns) and difference (right column) of the results from
large-eddy (LES) and 3DSL model simulations with respect to the normalised streamwise
wind speed component estimated on nine downstream cross-sections for the full-wake rotor
conditions. The solid black lines delineate the area of the closest upstream rotor.
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Figure 7.11: Juxtaposition (left and central columns) and difference (right column) of the results from
large-eddy (LES) and 3DSL model simulations with respect to the normalised streamwise
wind speed component estimated on nine downstream cross-sections for the partial-wake rotor
conditions. The solid black lines delineate the area of the closest upstream rotor.
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Figure 7.12: Juxtaposition (left and central columns) and difference (right column) of the results from
large-eddy (LES) and 3DSL model simulations with respect to the normalised streamwise
wind speed component estimated on nine downstream cross-sections for the alongside-wake
rotor conditions. The solid black lines delineate the area of the closest upstream rotor.
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Figure 7.13: Juxtaposition (left and central columns) and difference (right column) of the results from
large-eddy (LES) and 3DSL model simulations with respect to the normalised cross-stream
wind speed component estimated on nine downstream cross-sections for the full-wake rotor
conditions. The solid black lines delineate the area of the closest upstream rotor.
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Figure 7.14: Juxtaposition (left and central columns) and difference (right columns) of the results from
large-eddy (LES) and 3DSL model simulations with respect to the normalised vertical wind
speed component estimated on nine downstream cross-sections for full-wake rotor conditions.
The solid black lines delineate the area of the closest upstream rotor.



Chapter 8
Conclusion

8.1 Summary and final remarks

The overall objective of this thesis was to develop an engineering model for multiple wakes, i.e. the
flow propagating downstream when a wake passes through a turbine rotor or close alongside it. On
the one hand, the methodology was based on the combination, simplification and elaboration of
existing flow models; on the other hand, the calibration and verification of the resulting flow model
were done with lidar wake measurements and large-eddy simulations (LES). In this respect, the
overall objective was reformulated as two sub-objectives:

1. Develop methodologies for the assessment of wakes with lidar measurements.

2. Develop an engineering wake model which abandons the idea of single wakes to consider
multiple wakes as a whole.

Accordingly, a large part of the research was dedicated to the experimental investigation of wakes
using lidars. Some approaches to study the average wind profile in a wake or its dynamic were
tested in a virtual environment (Chapter 2). The results confirmed that lidar measurements are
not always reliable in wakes. However, it was shown that simulations of lidar wake measurements
can give insight into the distortion introduced into the measurements by the lidars itself. A
new approach was developed to measure the frequency content of the wake meandering. The
approach was implemented in full-field experiments and lidar simulations were applied as proof-of-
concept (Chapter 3 and 4). The results showed that the low-frequency energy content of turbulent
fluctuations is higher at the boundary of the wake than around the wake axis. Furthermore, the
findings from an exemplary analysis suggested that the increased level of energy content could be
related to the wake meandering. Lidar wake measurements were subsequently applied to wake
modelling (Chapter 5). Based on the experience gathered studying wake measurements with
lidar, an experimental campaign was designed to capture the average shape of a single wake. The
measurements were taken from the nacelle of an offshore wind turbine. The wind field reconstruction
model applied to the lidar data was verified against wind measurements from a meteorological
tower close to the turbine and the results were used to calibrate an analytical wake model.
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110 8.1. SUMMARY AND FINAL REMARKS

The results summarised above were obtained applying lidar measurements to assess average
and dynamic features of wakes. In this respect, not only is the first of the two sub-objectives
accomplished: The research activity on which the results are founded also addressed a more general
question:

How to deal with the limitations of lidar technology being applied to wake measurements?

The temporal and spatial averaging of lidar measurements is indeed a huge concern for lidar
measurements in wakes. However, lidar’s weaknesses are known and can be mitigated by applying
the following approach: (i) Define the objective of the measurements – e.g. the average shape of
the wake, or its position. (ii) Develop a methodology (measurement setup, scanning trajectory,
wind field reconstruction model) which minimises the impact of the lidar measurements on the
results – for instance, multi-lidar configurations or fixed-point measurements. (iii) Apply lidar
simulations to verify the methodology, estimate errors and possibly optimise the methodology to
minimise the errors.

In parallel to the research about lidar wake measurements, a new engineering wake model for
multiple wakes was developed. The model is based on a shear-layer approximation of the equations
governing the flow in the wake. Common shear-layer models applied to wake simulations assume an
axisymmetric flow. This assumption is not always valid for multiple wakes. In these situations, the
wakes are simulated individually and their effects are cumulated in the overlapping areas. The new
model is three-dimensional, hence it does not assume axisymmetric wakes and it can also directly
simulate multiple wakes. In some exemplary simulations of multiple wakes, the three-dimensional
shear-layer (3DSL) model performed better than a common two-dimensional implementation with
respect to LES used as reference (Chapter 6). After some improvements to the near-wake module
implemented in the initial formulation, the 3DSL model was first calibrated for single wakes using
lidar measurements and LES; then, it was applied to simulate multiple wakes and finally, the results
were evaluated against LES of the same upstream wake conditions (Chapter 7). The 3DSL model
could reproduce the main features of the wakes, however, some limitations were identified. In
particular, different setting points were found for the near-wake module and the eddy-viscosity
model underestimated turbulent diffusion at the outer boundaries of the wake. Nevertheless,
considering the simplifications included in the 3DSL model an overall good agreement with LES
can be stated.

With this achievement, also the second of the sub-objectives introduced at the beginning can be
considered accomplished. However, looking back at the development process of the 3DSL model
someone may still want to ask:

How far is it possible to conveniently improve the physics of engineering wake models?

During the development of the 3DSL model, a wide range of options was investigated with respect to
the numerical implementations, the wake and ambient eddy-viscosities and the rotor model. Often
proportionality parameters, efficiency coefficients, length scales or constant quantities were required.
Sometimes, the same combinations of their values could be found for different verification cases,
sometimes not. In the end, the settings provided positive results, but it had been a long journey.
This means that it is possible to simplify the physical description of wakes with a reasonable fidelity
of the results to reality. However, a refined tuning process may be required; furthermore, it must be
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considered that the results of the tuning may not be valid overall. In this respect, a large number
of parameters implemented into an engineering model is a barrier to its application. This is one
of the main limitations of reducing physical complexity and also explains the broad diffusion of
axisymmetric wake models.

8.2 Outlook

Lidar measurements of wakes were studied in this work. An engineering wake model for multiple
wakes was developed and several verification tests were conducted, some of them based on lidar
measurements. The next steps could follow two natural directions: further testing and further
development.

Considering testing activity, two important points were not fully addressed by the presented
research. The first one is the calibration and verification of single wake simulations at different
turbulence intensity values. The calibration could be carried out on the basis of new large-eddy
simulations taking advantage of the possibility to set the required atmospheric conditions; the
results could then be verified against measurements from full-field experiments. The second point
deals with the verification of multiple wakes simulations against full-field experimental data. The
measurement campaign presented in Chapter 5 was supposed to provide a useful dataset for both
points. Unfortunately, no suitable measurements were available because of external issues (e.g.
visibility, wind speed and direction, operational conditions of the turbines, measurement quality
and lidar functionality). This shortage should be addressed next.

Moving on from verification tests, the 3DSL model could be applied to estimate the power
production of wind turbines in a wind farm. For this purpose, round-robin exercises could be
considered, for instance the "Lilligrund 360 Efficiency" benchmark (IEA Wind Task 31, 2011). This
test case was issued by the Wake bench community in the framework of the International Energy
Agency Implementing Agreement Wind Task 31. The objective is to estimate the efficiency of the
wind farm (48 wind turbines) for every 5° sector as the total power produced by the wind farm,
normalised by the power of specific turbines facing the undisturbed flow.

In terms of development, a revision of the eddy-viscosity model could remedy the too fast recovery
observed at the flanks of the wakes simulated with the 3DSL model. The implementation suggested
by Iungo et al., (2018) is a possible example to follow.

Until now the focus has been on the average wake flow. Next, the wake dynamics could be
implemented into the 3DSL model too. Wake meandering models assume that the wake off-axis
displacement is driven by large scale structures of atmospheric turbulence. The challenge for the
simulation of multiple wakes is to understand the evolution and correlation of these turbulence
structures within a wind farm. Lidar or more generally remote sensing experimental activity
could be applied here to track parallel or consecutive wakes in a wind farm and to study the
cross-correlation between their meandering paths.

Even if the framework of wind energy has been changing in the last years and the interest towards
mesoscale models to estimate the overall effects of the wakes propagating from entire wind farms
has increased, engineering wake models are going to remain an important subject of investigation
motivated for instance by wind farm control applications, which need fast and accurate models to
simulate the interaction among wakes and turbines to define the optimal control strategy.
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