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Carr CE, Shah S, McColgan T, Ashida G, Kuokkanen PT, Brill
S, Kempter R, Wagner H. Maps of interaural delay in the owl’s
nucleus laminaris. J Neurophysiol 114: 1862–1873, 2015. First pub-
lished July 29, 2015; doi:10.1152/jn.00644.2015.—Axons from the
nucleus magnocellularis form a presynaptic map of interaural time
differences (ITDs) in the nucleus laminaris (NL). These inputs gen-
erate a field potential that varies systematically with recording posi-
tion and can be used to measure the map of ITDs. In the barn owl, the
representation of best ITD shifts with mediolateral position in NL, so
as to form continuous, smoothly overlapping maps of ITD with
iso-ITD contours that are not parallel to the NL border. Frontal space
(0°) is, however, represented throughout and thus overrepresented
with respect to the periphery. Measurements of presynaptic conduc-
tion delay, combined with a model of delay line conduction velocity,
reveal that conduction delays can account for the mediolateral shifts in
the map of ITD.

local field potential; interaural time difference; auditory; phase; neu-
rophonic

COMPUTATION OF SOUND SOURCE location is a fundamental func-
tion of the auditory system. Sound location may be represented
in the brain either by place maps, where each neuron in the
map has a spatially restricted, narrow receptive field (Konishi
1986), or by more broadly tuned neurons whose firing rate
changes with location, and whose maximum responses may
even lie outside the physiological range (Baldi and Heiligen-
berg 1988; Lee and Groh 2014). Recent findings suggest that
animals use both coding strategies. In birds and alligators,
delay line inputs from each side can form place maps of
interaural time difference (ITD) (Carr and Konishi 1990; Carr
et al. 2009; Köppl and Carr 2008; Overholt et al. 1992; Seidl
et al. 2010), while mammals could achieve ITD sensitivity
using changes in rate in broadly tuned neurons (Grothe et al.
2010; Hancock et al. 2010; Joris and Yin 2007; McAlpine et al.
2001). Both approaches are feasible; some birds and mammals
localize sound very precisely, resolving ITDs as small as
10–20 �s (Butts and Goldman 2006; Goodman et al. 2013;
Shackleton et al. 2003; Takahashi et al. 2003).

Place maps are the core of the Jeffress model, in which
axonal arbors create maps of internal delay that are equal and
opposite to the external ITDs. Delay line inputs travel to their
target, the nucleus laminaris (NL), in birds and the medial
superior olive in mammals and are tapped by an array of
binaural coincidence detector neurons. Position within the
array determines the best ITD; equal delay inputs from each

side correspond to ITDs around 0 �s, while longer contralat-
eral delays lead to best ITDs in the contralateral hemifield.

How place maps are assembled has been a puzzle. Ordered
inputs from the two cochlear nuclei do not necessarily create a
map; Karino et al. (2011) reanalyzed axonal projections from
labeled and physiologically characterized axons of cat spheri-
cal bushy cells that projected to the medial superior olive. The
reconstructed axonal arbors looked like delay lines, in that
ipsilateral and contralateral projections formed an interdigitat-
ing array (Beckius et al. 1999; Smith et al. 1993). Nevertheless,
estimated axonal delays could not account for the physiological
distribution of best delays and thus do not form a place map
(Karino et al. 2011). In the chickens, however, NL contains a
place map. Binaural NL neurons receive ipsilateral inputs that
splay out to innervate an isofrequency band in NL with
approximately equal lengths to each neuron, so that ipsilateral
inputs arrive simultaneously along the mediolateral extent of
NL. Thus the ipsilateral axons do not act as delay lines. The
contralateral axons act as delay lines: each axon runs along the
ventral surface of NL, giving off collateral branches along
the mediolateral dimension (Köppl and Carr 2008; Overholt et
al. 1992; Seidl et al. 2014). Medial NL receives inputs with
roughly equal delay from each side, and neurons there are
sensitive to ITDs around 0 �s, while lateral NL maps con-
tralateral ITDs (Köppl and Carr 2008). In summary, in cats,
neither input acts as a delay line, while in chickens, only
contralateral axons do.

In barn owls, the chicken pattern is extended so that ipsilat-
eral input axons still splay out to innervate NL with approxi-
mately equal lengths along each isofrequency band, but then
dive into the greatly expanded dorsoventral dimension of barn
owl NL, so the ipsilateral axon collaterals travel from dorsal to
ventral within the nucleus and interdigitate with axons coming
from the contralateral cochlear nucleus. Recordings in NL
revealed that both ipsilateral and contralateral collaterals
showed a steady shift in phase with recording depth and thus
formed maps of ITD within the dorsoventral dimension of NL
(Carr and Konishi 1990). Single-cell recordings from NL
neurons also showed that best ITDs shifted from contralateral
ITDs toward the ipsilateral acoustic field with increasingly
ventral position in NL (Peña et al. 2001) in a manner consistent
with measured axonal delays (Carr and Konishi 1990). What
was missing was how the maps of delay were organized in the
mediolateral direction of NL, or the dimension that contains
the map of ITD in chickens. Sullivan and Konishi (1986) had
proposed that iso-ITD lines were parallel to the dorsal and
ventral borders of NL, i.e., the mediolateral dimension con-
tained many equivalent maps of ITD, but our laboratory’s
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recent models of axonal delay (McColgan et al. 2014) showed
that this interpretation could not be correct.

To reconcile the data on the different maps of ITD, and to
determine the role of the axonal arbors from each side, we have
measured ITD and conduction delay throughout NL. We used
neurophonic responses for this task because they reflect local
sensitivity to the ITDs available to the coincidence detector
neurons (Bojanowski et al. 1989; Chimento and Schreiner
1990; Henry 1997; Henry and Mulroy 1995; Kuokkanen et al.
2010, 2013; McLaughlin et al. 2010; Schwarz 1992; Snyder
and Schreiner 1984; Sullivan and Konishi 1986). Nevertheless,
neurophonic origins remain obscure (Goldwyn et al. 2014;
Kuokkanen et al. 2010, 2013; McLaughlin et al. 2010). Re-
cordings from chicken NL revealed essentially identical ITD
sensitivity for neurophonic and single-unit recordings from NL
neurons (Köppl and Carr 2008), and neurophonic potentials
may originate from the synaptic currents in both chicken NL
and the cat medial superior olive, since they reach their
maxima in the vicinity of the densely packed neuron layer
(Goldwyn et al. 2014; Köppl and Carr 2008; McLaughlin et al.
2010; Schwarz 1992). Signal-to-noise analyses of the barn owl
neurophonic, however, show that the coherent signal from the
afferent axons (the delay lines) and their synapses on NL
neurons are sufficient to explain the properties of the neuro-
phonic (Kuokkanen et al. 2010). Despite the uncertainty about
whether the neurophonic is primarily pre- or postsynaptic, its
use has allowed us to measure the interaural delays available to
NL neurons and to show how varying conduction delays in the
axonal inputs to NL underlie the formation of continuous,
smoothly overlapping maps of ITD throughout the nucleus.

MATERIALS AND METHODS

The experiments were conducted at the Department of Biology of
the University Maryland at College Park. Twelve American barn owls
of either sex (Tyto furcata pratincola, formerly Tyto alba) were used
to collect the data presented in this study, nine for mapping with
lesions at 0 �s, and three with detailed mapping that included click
response measurements at each recording site. Most animals also
supplied data for previous publications in Kuokkanen et al. 2010,
2013, McColgan et al. 2014, and Wagner et al. 2005, 2009, and some
data were presented at a conference (Carr et al. 2013). Our procedures
conform to National Institutes of Health guidelines for animal re-
search and were approved by the animal care and use committee of the
University of Maryland. Most animals were used in two or three
separate 8-h experiments, spaced approximately 1 wk apart. Anesthe-
sia was induced by intramuscular injections of 16 mg·k�1·h�1 ket-
amine hydrochloride (“Ketavet”, Phoenix, St. Joseph, MO) plus 3
mg·k�1·h�1 xylazine (“Xyla-ject”, Phoenix). Supplementary doses of
ketamine and xylazine were administered to maintain a suitable plane
of anesthesia. Body temperature was measured by a cloacal probe and
kept constant at 39°C by a feedback-controlled heating blanket
wrapped around the owl’s body (Harvard Instruments, Braintree,
MA). An electrocardiogram was used to monitor the plane of anes-
thesia. In a subset of animals, at the end of the experiment, 0.036 mg
buprenorphine hydrochloride (“Buprenex”, Reckitt & Colman Prod-
ucts, Richmond, VA) was administered, after which the animal was
allowed to recover.

Surgery and stereotaxis. Initially, the owl’s head was firmly held in
a controlled position by a custom-designed setup, using ear bars and
a beak holder. Then a metal head plate and short metal pin marking a
standardized zero point were permanently glued to the skull. After
this, the ear bars and beak holder were removed, and the head held by

the head plate alone. An opening was made in the skull around the
desired area relative to the zero point, and a small hole was made in
the dura mater, taking care to avoid blood vessels. Each electrode was
set to zero depth and moved in defined amounts in the rostrocaudal
and mediolateral axes, before being advanced into the brain. In some
cases, the electrode was angled to facilitate access to the most medial
regions of the brain stem.

Electrodes and recording setup. Owls were placed on a vibration-
insulated table within a sound-attenuating chamber (IAC) that was
closed during all recordings. Generally, commercial, Epoxylite-coated
tungsten electrodes (Frederick Haer) were used, with impedances
between 2 and 20 M� and generally 250-�m diameter shank (see Fig.
8G in Kuokkanen et al. 2010). A grounded silver chloride pellet,
placed under the animal’s skin around the incision, served as the
reference electrode. Extracellular electrode signals were amplified and
filtered by a custom-built headstage and amplifier (mA 2000, Walsh
Electronics, Pasadena, CA). Recordings were passed in parallel to an
oscilloscope, a threshold discriminator [SD1, Tucker-Davis Technol-
ogies (TDT)] and an analog-to-digital converter [DD1 (TDT)] con-
nected to a personal computer via an optical interface [OI (TDT)].
Analog waveforms were saved for offline analysis.

Stimulus generation and calibration. Acoustic stimuli were digi-
tally generated by custom-written software (“Xdphys” written in Dr.
M. Konishi’s laboratory at Caltech, CA) driving a signal-processing
board [DSP2 (TDT)]. After passing a digital-to-analog converter
[DD1 (TDT)] and an anti-aliasing filter [FT6-2, corner frequency 20
kHz (TDT)], the signals were variably attenuated [PA4 (TDT)],
impedance-matched [HB6 (TDT)] and attenuated by an additional
fixed amount before being fed to commercial miniature earphones.
Two separate channels of signals could be generated, passing through
separate channels of associated hardware and driving two separate
earphones (Yuin PK2). The earphones were housed in custom-built,
calibrated from 100 to 10,000 Hz, closed-sound systems, inserted into
the owl’s left and right ear canals, respectively. Sound pressure levels
were calibrated individually at the start of each experiment, using
built-in miniature microphones (Knowles EM3068, Ithasca, IL). In
most experiments, the analog stimulus waveforms were saved.

Acoustic stimuli were clicks, noises and tones. All stimuli were
digitally created with a sampling rate of about 48 kHz (exact sampling
interval 20.8 �s). Clicks were digitally produced and then processed
by the TDT systems. Clicks had a rectangular form (Konishi 1973;
Wagner et al. 2005, 2009). Several parameters of the click stimulus
could be varied: intensity [maximally 0 dB attenuation, corresponding
to 65 dB sound pressure level (SPL) spectrum level at 5 kHz (34-dB
SPL overall level)], duration (1–4 samples equivalent to 20.8–83.2
ms), and polarity. A condensation click at 0-dB attenuation and two
samples of duration served as a reference. The click stimulus was
repeated 128 times. Tone bursts of different frequencies (500- to
10,000-Hz range, 50-to 500-Hz steps) were presented monaurally and
binaurally. The duration was 100 ms with 5-ms rise/fall times and a
constant starting phase. The tone level was in the range of 20- to
60-dB SPL.

Recording protocol. While the electrode was lowered, noise bursts
were presented as search stimuli. Once auditory neurophonic re-
sponses were discernable, tonal stimuli of varying frequencies were
applied from both the ipsi- and contralateral side to judge the position
of the electrode. At a given recording site, the following protocol was
tested to obtain a data set. To determine best frequency, average rates
in response to three to five repetitions of each stimulus were calcu-
lated within the stimulus window. This paradigm was chosen to derive
isointensity frequency response curves for best frequencies between 2
and 7.5 kHz. Best ITDs were determined using two assumptions.
First, that ITD tuning changed continuously with depth. Second, that
ITDs at or close to 0 �s would occur within a penetration (a best ITD
of 0 �s). The best ITDs at the other depths were found following
assumption number 1 of continuity. Best ITDs were calculated from
responses to either tone bursts presented binaurally at the estimated
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best frequency, or to stimulation with noise bursts. The noise had a
spectrum between 0.1 and 13 kHz, 5-ms rise/fall times, and duration
of 100 ms. The overall level of the noise was between 20 and 60 dB
SPL. Each stimulus was repeated three to five times. ITDs generally
covered about two periods at the best frequency of a location. The
tuning to ITD was judged by a Rayleigh test (P � 0.05). Click stimuli
of peak pressure 65 dB were used to measure delay. Typically,
activity from 10 ms before the click presentation as well as the
(driven) activity for 10 ms after the click presentation was stored for
128 repetitions.

Data analysis. A brief signal analysis was done during the exper-
iment to determine frequency and ITD tuning. After the experiment,
the responses were quantitatively analyzed with custom-written soft-
ware (MATLAB; BEDS scripts from G. B. Christianson). Frequency
and ITD tuning were quantified using the variance of the ongoing
neurophonic response. Onset effects were excluded, and we averaged
the variance over several trials. We used the variance of the neuro-
phonic as a simple measure to describe how far the voltage is spread
around its mean. Only those recording sites with both frequency and
ITD tuning (Kuokkanen et al. 2013) were accepted for further anal-
ysis. For neurophonic click recordings, the averaged analog response
waveform was analyzed as described in Wagner et al. (2005, 2009).
Briefly, the waveform was high-pass filtered to exclude components
below the best frequency and subsequently fitted with a gammatone
function. Fitted waveforms of click responses were detected by our
algorithm (amplitude greater than the mean � 2 SDs of the back-
ground noise for at least three consecutive data points, see Fig. 5A).
Click waveforms were measured with a resolution of 20.8 �s, and
ipsi- and contralateral responses were superimposed to determine the
click latency difference. The median difference between two to four
consecutive maxima and minima was taken as the difference in
response latency, with positive values indicating contralateral leading.
We recorded from both sides of the brain, with contralateral ear
leading ITDs described as negative, and ipsilateral positive. All ITD
maps were shown as right-hand side, i.e., left-hand side ITDs were
inverted, and data from left- and right-hand side NL combined.

Electrolytic lesions and histology. Lesions (10 �A, 10 s) were
made at locations closest to 0 �s ITD, using a constant-current device
(CS3, Transkinetics, Canton, MA). After a survival time of 5–14 days,
owls were perfused transcardially with saline, followed by 4% para-
formaldehyde in phosphate buffer. Brains were blocked in the same
stereotaxic apparatus as for in vivo recordings, then cut either in the
same transverse plane as the electrode penetrations or in a plane
parallel to the isofrequency axis, which was approximately caudola-
teral to rostromedial, or at 45° to the transverse plane. Sections were
mounted on gelatin-coated slides and stained with cresyl violet. All
sections were examined at low magnification to identify electrode
tracks and lesions, and then every third section was visualized and
reconstructed using a Neurolucida neuron tracing system (Micro-
brightfield Bioscience, St. Albans, VT) that included an Olympus
BX61 light microscope, a video camera (MBF-CX9000, Microbright-
field), a motorized stage controller, and a personal computer. Sections
were traced and digitized directly on the microscope using a �10
objective, with the Z-position inputted based on the thickness of each
slice. Each section was aligned with the previous slice using rotation,
reflection, or translation only. Lesion, lesion tracks, and NL borders
were marked using the tracing function. The ruler function was used
to measure distances from the lesion center to the borders of the
nucleus. The distance of each lesion along its isofrequency band,
along an approximately caudomedial to rostrolateral trajectory, was
measured from three-dimensional reconstructions of NL (e.g., dashed
lines in Fig. 3B). Sections were not corrected for shrinkage (Kuok-
kanen et al. 2013), since measurements were normalized.

Conduction velocity simulations. To simultaneously estimate the
delay line conduction velocities of the axons inside and outside NL,
we implemented a model of axon geometry (McColgan et al. 2014).
The model assumed axon geometry of straight-line segments, with

different conduction velocities in different regions. This setup allowed
latencies measured from click delays and recording locations mea-
sured from histology and stereotaxis to be combined in a linear system
of equations. The coefficients in this system of equations were given
by the axon segment lengths, the delays, and the (unknown) conduc-
tion velocities. In general, there were more measurements than un-
knowns, making the system of equations over-determined. Fits were
performed, varying the conduction velocities to reduce the discrep-
ancy between predicted and measured latencies. This discrepancy was
quantified using the root mean square (RMS) error and called fitting
error. Fitting errors were plotted in a heatmap (not shown) as a
function of the velocities, which then showed the best fit and other
combinations of velocities that produce low fitting errors. The fitting
error may be used as a proxy for the likelihood of the conduction
velocity estimation, but since there were uncertainties in both the
measurement location and the exact timing, deriving the exact likeli-
hood mathematically was not simple. We found the fitting error to be
a suitable intuitive measure of how well the model matched the
measurements for a given set of velocities.

RESULTS

This report is based on 380 extracellular neurophonic re-
cordings within the NL of the barn owl. To reveal the role of
conduction velocity in the formation of the maps of ITD, we
recorded responses to binaural tones at ITDs within the phys-
iological range, and then measured the latencies of responses to
monaural ipsilateral and contralateral clicks. Our physiological
ITD maps were later confirmed anatomically by small electro-
lytic lesions generally at or close to the location where the
response to 0 �s ITD was largest. The results are presented in
three sections: 1) analysis of the ITD sensitive neurophonic
potentials in NL that extend a previous study from Sullivan and
Konishi (1986); 2) lesion reconstructions that reveal systematic
shifts in the representation of best ITD; and 3) measurement
and simulation of conduction delays to show how the observed
microsecond precision is generated from intrinsically noisy
elements.

Analysis of ITD-sensitive local field potentials. In NL, tone
bursts elicited a smooth and nearly sinusoidal evoked potential
containing a major spectral component identical to that of the
stimulus tone (Fig. 1; Kuokkanen et al. 2010, 2013; Sullivan
and Konishi 1986; Wagner et al. 2005). Confirming previous
findings, the amplitude of this potential was sensitive to ITD
(Köppl and Carr 2008; Kuokkanen et al. 2010, 2013; Schwarz
1992; Sullivan and Konishi 1986). Neurophonic responses
tended to be large, typically in the millivolt range (Fig. 1, B and
C), robust, and reliable; essentially identical responses emerge
to repetitions when presenting tone bursts. We utilized the
power spectral density (Fig. 1D) to complement measures of
the neurophonic waveform in Fig. 1C. Since the second har-
monic was much smaller than the large peak at the stimulus
frequency, the binaural signal was highly sinusoidal, especially
at best ITDs; this sinusoidal waveform of the extracellular
signal was similar to intracellularly recorded membrane poten-
tial oscillations of NL neurons (Funabiki et al. 2011; Kuok-
kanen et al. 2013).

To understand the neurophonic’s remarkable temporal pre-
cision, and to support using it to derive maps of ITD, we
developed signal-to-noise ratio analysis methods for direct
comparison of experimental data and theory (Ashida et al.
2012; Kuokkanen et al. 2010, 2013). These technical advances
suggested the presence of hundreds of sources for the neuro-
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phonic, supporting the hypothesis that the neurophonic signal
is largely composed of responses from many nucleus magno-
cellularis (NM) afferent axons and/or synapses onto NL neu-
rons (Kuokkanen et al. 2010, 2013). We, therefore, assumed
that the neurophonic was largely generated by the input to NL,
and that its sensitivity to ITD reflected the summed potentials
from ipsi- and contralateral NM axons and their synapses.

Within NL, the binaurally evoked neurophonic varied with
ITD (Fig. 2A), as did ITD-sensitive responses recorded from
the postsynaptic NL neurons (Carr and Konishi 1990; Funabiki
et al. 2011; Peña et al. 1996, 2001; Sullivan and Konishi 1986).
The maximum neurophonic responses to best ITD changed
systematically with depth, shifting smoothly from contralateral
toward ipsilateral ITDs, as the electrode was advanced from
dorsal to ventral in a penetration. These location-dependent
shifts in best ITD occurred only within NL. Sullivan and
Konishi (1986) showed that lesions marking the onset of the
systematic shift were found on the dorsal edge of the nucleus,
and those marking the end of the phase shift were seen
exclusively on the ventral edge (Fig. 2A). Note, in the illus-
trated recording series through left NL, there was no ITD
tuning outside NL at a depth of 10,500 �m (Fig. 2A). ITD
sensitivity appeared at 10,600 �m, with a far contralateral peak
(around �120 �s, negative ITD by convention). Best ITD
shifted smoothly toward 0 �s ITD (11,150 �m, red trace) and
ITD sensitivity ended at 11,350 �m with best ITDs in ipsilat-
eral space (around �90 �s).

To test the hypothesis that conduction delays underlaid the
systematic shifts in best ITD, we used monaural clicks and
measured response latencies, in parallel with measurements of
ITD (Fig. 2B). Click latencies changed systematically with
depth, as the electrode was advanced from dorsal to ventral in
a penetration. The click response evoked by stimulation of the
left ear (blue trace) led the click response evoked from the right
ear (red trace) until a depth of �11,250 �m. Note the ITD
closest to 0 �s was found at 11,150 �m (red trace in Fig. 2A),
i.e., the click response closest to 0 �s ITD was 100 �m below,
possibly because of small movements of tissue in this
recording.

Lesion reconstructions reveal a systematic mediolateral shift
in the representation of ITD. NL is a large nucleus on the
dorsal surface of the brain stem, lying below the IVth ventricle
(Fig. 3A). It is tonotopically organized, with low best frequen-
cies mapped caudal and lateral, and progressively higher fre-
quencies rostral and medial (Carr and Konishi 1990; Takahashi
and Konishi 1988a). A band across NL oriented along a
diagonal of �45° to the midline represents a single frequency
and will be referred to as an isofrequency band. Isofrequency
bands are illustrated as dashed black lines in Fig. 3B, which
shows a three-dimensional reconstruction of NL and the rostral
portion of NM on each side of the brain. Each red dot marked
the location of a lesion at 0 �s ITD of a separate penetration
through NL, with best frequencies from 5.6 to 5.8 kHz (left
side) and 4.3, 4.5 and 4.8 kHz (right side; note example lesion
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100% corresponds to 0.76 mV2 in this example. Stim-
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in Fig. 3A, arrow). To map best ITD within an isofrequency
band, multiple stereotaxically controlled penetrations were
made through the overlying cerebellum along or close to the
imagined diagonal shown by the dotted black lines in Fig. 3B.
Generally, electrode penetrations along this diagonal yielded
the same or similar best-frequency responses, allowing for
deviations around surface blood vessels (i.e., two adjacent
penetrations, �300 �m apart in right-hand NL, in Fig. 3B, had
best frequencies of 4.5 and 4.8 kHz, or less than 1/10th octave
difference). In lateral NL, measuring systematic changes in
frequencies below 3 kHz was more difficult since NL has a
lateral bend where frequencies from 500 to 2,000 Hz are
represented (Köppl and Carr 1997; Köppl 2001; Takahashi and
Konishi 1988b). For frequencies between 3 and 8 kHz, how-
ever, NL was so large and ordered that three to four serial
penetrations along the same isofrequency band in vivo were
possible within an 8-h experimental period. The barn owl’s NL
is hypertrophied compared with other birds (Kubke et al.
2004), with a volume within its glial borders of 4.8 � 1.07

mm3 (mean � SD, body weight 468 � 36 g, n 	 8). The
measured length of the reconstructed isofrequency bands was
2,738 � 522 �m (mean � SD, n 	 8).

To quantify the distribution of best ITDs within an isofre-
quency band, we measured the changes in ITD tuning in the
neurophonic obtained from traversing the short, dorsoventral
axis of NL (Figs. 3A and 4). For most penetrations, we then
made a lesion at the site corresponding to an ITD of 0 �s (Fig.
4A). We then repeated this sequence at progressively more
lateral penetrations along an isofrequency band. Lesions varied
in size, from 50- to 230-�m diameter (mean � SD 	 118 � 47
�m, n 	 30); an electrode track was also sometimes visible
(Fig. 4A1). In all cases the center of the lesion was mapped as
a point. In two other owls, whose data were not included in Fig.
4 because their electrode angles were slightly diagonal, rather
than orthogonal, to NL borders, lesions were made below NL
at the end of the penetration, and the depths of each best ITD
were computed as points on a line drawn upward from the
reconstructed lesions.

In all penetrations, we found a systematic shift in the
representation of 0 �s ITD from medial to lateral along an
isofrequency band (Fig. 4B). Lesions made at or near 0 �s ITD
shifted steadily ventral in NL in more lateral penetrations. For
example, for the two most medial penetrations, 0 �s was found
within the dorsal portion of NL, i.e., at 82% and 87% of NL
depth where 100% of NL depth equaled the dorsal edge of NL.
To be able to combine measurements from different animals
with small variations in brain size, we normalized the position
along an isofrequency band, with 0% being most medial, and
100% most lateral in NL (note mean width of 2,738 � 522
�m). For the measurements of best ITD, we combined results
from all isofrequency bands, because the range of ITDs did not
change with frequency from 3 to 8 kHz. In summary, the 0-�s
ITD line was not parallel to the dorsal and ventral borders of
NL (Fig. 4B).

To further quantify the distribution of best ITDs within an
isofrequency band, we recorded in sequential penetrations
through NL along an isofrequency band, i.e., along a caudo-
medial to rostrolateral diagonal (refer back to Fig. 3B, red
symbols). Each isofrequency band contained a map of binaural
delays, best illustrated by isodelay contours (Fig. 4C, 0-�s
contour shown as horizontal green line).

The range of ITDs mapped in NL changed systematically
within each isofrequency band, such that the medial portion of
an isofrequency band in NL had a larger representation of
ipsilateral ITDs, while the lateral portion had a larger repre-
sentation of contralateral ITDs. Overall, the ITD range encom-
passed free-field delays (Hausmann et al. 2009; Keller et al.
1998; Moiseff 1989; Poganiatz and Wagner 2001; von Cam-
penhausen and Wagner 2006), but no single recording through
NL, parallel to the delay lines, encompassed the entire ITD
range. Instead, the mapped ITD range changed with mediolat-
eral position along an isofrequency slab, such that lesions made
at or near 0-�s ITD shifted steadily ventral in NL in more
lateral penetrations (Fig. 4B); simply put, iso-ITD lines were
not parallel to the dorsal and ventral borders of NL (Fig. 4C).
Thus the most medial recordings were notable for their repre-
sentation of frontal and ipsilateral ITDs (Fig. 4C). More lateral
recordings contained larger representations of contralateral
ITDs, with 0 �s, or frontal space, mapped near the ventral edge
of NL (green line in Fig. 4C).
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Fig. 2. Responses in NL evoked by binaural tones and monaural clicks. A:
ITD-sensitive responses were recorded only within NL. Recordings were at
mostly 100-�m intervals through a slightly oblique penetration through left-
hand side NL, with depth in �m. Gray lines link associated monaural click
responses in B recorded at the same depth. The binaurally evoked neurophonic
varied systematically with IPD. Recordings first showed no ITD sensitivity at
a depth of 10,500 �m, then best ITD peaks emerged with a peak in the far
contralateral hemifield (�120 �s at 10,600 �m). Best ITDs shifted toward
frontal space (best ITD around 0 �s at 11,150 �m; red) and then into ipsilateral
space (best ITDs around �90 �s at 11,350 �m). Some ITD sensitivity
remained at 11,450 �m depth, but ITD did not change between 11,350 and
11,450. B: ipsi- (blue, left) and contralateral (red, right) click responses show
a systematic shift in delay with depth. Ipsilateral response extrema occurred
earlier in time in dorsal NL, coincided at 11,150 �m depth, when responses
were maximal at 0-�s ITD, and then occurred later in ventral NL. In most
ventral NL (11,350 �m), note the contralateral extrema led the ipsilateral
response. Click responses were averages of 128 click responses, filtered and
normalized (Wagner et al. 2005, 2009).
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To examine how reproducible the ITD maps were among
animals, we examined ITD ranges in NL, by dividing NL into
thirds along the isofrequency axis, from medial (0–33% of the
isofrequency axis) to central (34–67%) to lateral (68–100%).
Three recordings from the medial third of NL revealed ITD
range of �90 �s to �87 �s (Fig. 4C). In these three medial
penetrations, 0 �s was mapped within the dorsal portion of NL,
with ipsilateral space mapped ventrally. A penetration through
the most medial edge of NL (7% along the isofrequency band)
revealed only best ITDs of 10–75 �s, while the most lateral
penetration in this region (33% along isofrequency band)
revealed a larger ITD range (�90 to �87 �s, Fig. 4C).

The central third of NL contained maps of best ITD centered
on frontal and contralateral ITDs, with a total recorded range
from �136 �s to �45 �s (Fig. 4, B and C). Ten penetrations
with lesions at 0 �s were made in the central third of the
isofrequency band in 6 owls; four were not completely mapped
because we made a lesion at 0 �s and then did not record at
greater depths within NL (note 4 penetrations end at 0 �s in
Fig. 4C), while six penetrations through the entire width of NL
yielded a mean ITD range of 131 � 22 �s. One hundred
thirty-one microseconds represents about 52° and thus covered
most of the contralateral ITD range and extended into ipsilat-
eral ITDs. The relation between ITD and azimuth was between
2.5 and 3 �s/° in the frontal hemisphere (von Campenhausen
and Wagner 2006).1

The most lateral recordings in any isofrequency band were
characterized by representations of contralateral space, with
ITDs ranging from �151 to �60 �s. Most medially in the
lateral portion of NL, at 68% of the isofrequency band, ipsi-
lateral best ITDs around 60 �s were recorded at the ventral
edge of NL (red diamond), while contralateral best ITDs of
�150 �s were encountered at the dorsal edge of NL (blue
diamond, 80% of the isofrequency band). The most lateral
penetration, at 100% of the isofrequency axis (magenta
squares), did not even include 0 �s; it had an ITD range of only
�90 to �54 �s over 200-�m depth.

Thus Fig. 4 shows that there was a steady shift in the
position of 0 �s best ITD from dorsal in medial NL to ventral
in lateral NL, and no single penetration in NL encompassed the
entire range of available ITDs. Instead the ITD range was

represented by activity across the whole mediolateral extent of
NL. Furthermore, ranges of ITD were highly reproducible
among the 10 animals measured.

Emergence of precise ITD tuning from intrinsically noisy
input. Since the representation of frontal space, i.e., around 0
�s ITD, shifted systematically to more ventral locations with
the progression from medial to lateral along each isofrequency
band in NL (Fig. 4), we measured conduction delays, or
latencies, at different mediolateral positions at constant sound
pressures to determine the basis of the systematic shift, and to
show if regulation of conduction velocity could underlie map
formation. Because latency in the auditory system increases as
best frequency decreases due to cochlear delays, it is important
to note that latency was always measured within isofrequency
bands, which run from caudomedial to rostrolateral in bird
medulla, and not along the tonotopic axis, which is orthogonal
to any isofrequency band and runs from caudolateral to ros-
tromedial. Measurements of click latency provided reliable
measures of conduction delay (Köppl and Carr 2008; Wagner
et al. 2005), because click stimuli were temporally precise.
Nevertheless, click stimuli evoked an oscillatory response
(Ruggero et al. 1986; Wagner et al. 2005; 2009), in which
typically several peaks and troughs (extrema) could be distin-
guished (Fig. 5A).

Neurophonic responses to ipsi- and contralateral clicks at
best ITDs at or near 0 �s generated similar but not identical
ipsi- and contralateral click responses, and the latencies of the
troughs and peaks of the responses in the individual repetitions
coincided (Fig. 5A, note overlapping blue and black lines in
inset). In the example in Fig. 5A, the click time difference was
0 �s, while the associated neurophonic had a best ITD of �10
�s. In what follows, the term “click delay” means the just
mentioned time difference between the peaks of the responses
evoked by ipsi- and contralateral monaural clicks.

Evoked click delays, measured using monaural clicks, and
best ITD, measured in response to binaural stimulation with
tones, were generally similar (mean difference 	 8.5 � 9.9 �s,
n 	 17; solid symbols, Fig. 5B). Note that our quantitative
analyses revealed a temporal jitter of the neurophonic extrema
in the range of one or two sampling points that varied from
20.8 to �41.6 �s (see also Wagner et al. 2005). This jitter was
small compared with the oscillation periods of about 140–330
�s considered in this study.

1 These conversions may overestimate the representation of eccentric space,
where 3 �s/° might be a better fit (von Campenhausen and Wagner 2006).
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Fig. 3. Lesions mark 0-�s ITD. A: Nissl stained transverse 30-�m section through barn owl brain stem at the level of central NL. CB, cerebellum; SO, superior
olive. The dorsal and ventral borders of NL are outlined by dashed lines along the glial border that surrounds NL, with the tracts made up of nucleus
magnocellularis (NM) axons above and below the border. Arrow points to a lesion in central NL at ITD 	 0 �s, 58% along the tonotopic axis, and 40% up from
the ventral edge of NL. Notch at bottom left marks left-hand side. B: three-dimensional reconstruction of NL in an owl where recordings were made from both
NLs. The reconstruction has been flattened and is shown from below and includes the rostral portion of NM above NL. Red circles mark lesion locations for
recording sites on each side of the brain, and dashed lines indicate isofrequency bands on each side. Rostral NM is shown as orange (right) or red (left) outlines,
while NL is outlined in purple (left) or brown (right). The arrows at right show rotation angle of the reconstruction: red arrow points lateral, blue points rostral,
while the dorsal pointing arrow is hidden.
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The first peak in the measurement of conduction delay, the
signal front delay, was often small and variable (Fig. 5A; see
Wagner et al. 2005). We therefore measured many click
extrema, both positive and negative, occurring after the stim-
ulus presentation. Although the first peak was the most vari-
able, its timing was validated by measurements of later ex-
trema which showed similar click latencies, leading the signal
front delay by one or two oscillation cycles; that is, a 2 or 4 �
phase change. Thus later extrema were generally delayed by
multiples of the stimulus period of the best frequency in that
region of NL.

To further validate measures of signal front delay, we
plotted the latency of first three extrema, including the signal
front delay, for four recordings along an isofrequency band
(Fig. 6A). Although all four recordings were made at the 0-�s
ITD, they showed an increase in click latency with progression
along the isofrequency band (Fig. 6A, note the slope of each
regression was similar). We were then able to use signal front
delay to measure latency in a number of recordings, principally
to compare our data with recordings from brain slices (Görlich
et al. 2010; Overholt et al. 1992; Seidl et al. 2014).

We reasoned that click latency recorded from multiple
penetrations along/within the same isofrequency band should
provide a measure of mediolateral conduction velocity from
the delay line inputs, provided we did not alter sound level
(Fig. 6B). Minimum absolute latencies should correspond to
signal front delays (note that clicks were about 65 dB SPL at
5 kHz). Although identification of signal front delay was
intrinsically problematic (see above, and refer back to Fig. 5A),
because it was smaller than later extrema and had the largest
jitter (Carney and Yin 1988; Wagner et al. 2005), in many
penetrations (n 	 20), we were able to identify the signal front
delay in click responses to both ipsilateral and contralateral
stimulation. We used these responses to measure absolute
latency, i.e., conduction time, to each point marked by a lesion
that responded best to sound at 0 �s ITD (Fig. 6B).

These measures of latency were used in a model of NL,
which incorporated the geometry of the delay line axons and
the measured ITDs (Fig. 7), to determine which combinations
of conduction velocities could account for the formation of the
maps of ITD (McColgan et al. 2014). This model was able to
reproduce the inclined iso-ITD lines observed in the physio-
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logical recordings and allowed for accurate predictions of
velocity in both the ipsi- and contralateral axons traveling
within NL, and the velocity of the contralateral axons traveling
alongside NL (Fig. 7A). The model contained several simpli-
fying assumptions; prior to NL, we assumed an initial common
pathway and lumped all processes from the auditory periphery
to the beginning of the circuit, defined as the medial edge of
NL for contralateral processing and the dorsal edge of NL for
ipsilateral processing. We also simplified axonal geometries to
be straight line segments, so real conduction velocities should
be slightly faster.

The model allowed us to estimate axonal velocity, provided
that different recording sites in NL were not collinear (this
maximizes their information content, see McColgan et al.
2014). As an example, the measurement locations shown in
Fig. 7B are from two penetrations. If only one penetration were
used, measurement locations would be collinear, and the sys-
tem of equations used in the model would become underde-
termined and would be not solvable. Taking more than one
point from each of the two penetrations creates a situation in
which the points are not collinear, allowing the estimation of
all velocities. In experiments on two owls, therefore, we made
measurements with a low correlation between measurement
locations. To do this, we made oblique penetrations through
NL, not parallel to NM axonal delay lines, but at an angle to
them, like the penetrations shown as colored dots in Fig. 7. We
recorded click delays and best ITDs at 100-�m intervals in

these penetrations through NL (e.g., Fig. 2). Best ITDs at
points close to the dorsal edges of NL had large contralateral
ITDs (171 and 136 �s, respectively), while best ITDs close to
the ventral edges of NL were in the ipsilateral range of ITDs
(�15, �84 �s). Simulation of ipsilateral and contralateral
delays inside NL yielded straight-line velocities of 5.5 m/s in
the dorsoventral dimension, and 11.2 m/s in the mediolateral
i.e., below NL, direction. The overall best fit RMS error was 21
�s (Fig. 7). Previous predictions of iso-ITD lines being more
parallel to the dorsal and ventral borders of NL (Sullivan and
Konishi 1986) yielded fits with an overall RMS error of 70 �s,
with a conduction velocity in axons below NL of 15 m/s, and
conduction velocity within NL of 2 m/s. The worse fit iso-ITD
lines subtended an angle of 7° to the border of NL. Thus the
model allowed for accurate predictions of axonal velocity,
given the two-dimensional geometry of the delay line axons,
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in latency with mediolateral position in NL for both ipsi- and contralateral
responses. This is illustrated with four penetrations through the 3.6-kHz
isofrequency region of NL (also see solid purple squares in B) at 28, 45, 69 and
82% of the tonotopic axis. The latencies of the first three click extrema,
including the signal front delay, are shown. Linear regression lines drawn
through ipsilateral extrema (triangles) were y1 	 0.0019 ms/% x � 2.761 ms
(r2 	 0.76), y2 	 0.0025 ms/% x � 2.426 ms (r2 	 0.78), y3 	 0.0020 ms/%
x � 2.167 ms (r2 	 0.90). Contralateral extrema (squares) were similar to
ipsilateral extrema. B: signal front delays were used to provide a measure of
latency and plotted with respect to the isofrequency axis, i.e., from caudome-
dial (0%) to rostrolateral (100%), for the 7 cases in which the signal front
delays in a penetration series where both peaks (ipsi and contra) were positive.
Despite being intrinsically noisy (see text), signal front delays showed a
systematic increase in latency with mediolateral position, for recordings from
both ipsilateral (open symbols, dashed lines) and contralateral units (solid
symbols, solid lines, same colors as Fig. 4, B and C). To normalize for latency
changes with frequency, we calculated a regression through all points and set
the midpoint of each line to 50% of tonotopic axis, with 2-ms latency. This
yielded a linear regression y 	 0.0019 ms/% x � 1.88 ms, r2 	 0.58. The linear
regression without this normalization was y 	 0.0024 ms/% x � 2.016 ms,
r2 	 0.17 (dotted line).
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Fig. 5. Neurophonic responses to clicks. A: example of click responses close to
0-�s ITD. Superimposed ipsilateral (cyan) and contralateral (black) data
averages of 128 click responses (arbitrary units) from the 5.6-kHz region of
NL, with a recording depth of 10,400 �m are shown. This recording site was
in the middle of NL, 57% along the mediolateral axis and 37% along the
dorsoventral axis; the best ITD was 8 �s. Inset: enlarged, stretched response
from A to show measured extrema (yellow and magenta crosses), signal front
delay (green circles) and phase delay (blue stars). B: click delay differences
were correlated with best ITD (4 penetrations with paired click and ITD
recordings, linear regression y 	 1.03x � 2.57, r2 	 0.91, n 	 17, solid
symbols). In most other recordings, click delays were only measured at the
lesion site, i.e., closest to 0-�s ITD (open symbols). ITDs were not all exactly
zero; the mean ITD at these sites was �3.2 � 8.8 �s, and the mean click delay
was �3.9 � 10.7 �s, paired t-test P 
 0.80. Note the click measures had a
resolution of 20.8 �s.
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and was able to reproduce the inclined iso-ITD lines observed
in the physiological recordings.

In summary, neurophonic recordings in NL revealed
smoothly shifting maps of best ITD, created by precisely
regulated conduction delays.

DISCUSSION

ITDs are behaviorally important for sound source localiza-
tion, and in birds are first computed in NL. We have shown
here how ITD is represented in the inputs to NL, and how
conduction delays create temporally precise maps of ITD. A
key assumption of this study is that the postsynaptic coinci-
dence detector neurons in NL act as point sources to tap into
the presynaptic maps (Funabiki et al. 2011; Peña et al. 2001).
This assumption is supported by the short dendrites of the
coincidence detectors (Carr and Boudreau 1993; Carr and
Konishi 1990), and by the observation that ITD responses
recorded from NL neurons change systematically with depth,
consistent with maps of delay (Peña et al. 2001).

Distribution of best delays and the formation of maps of ITD
in the barn owl. In barn owl NL, the NM axonal segments
traveling through NL provide the delay required for creating
maps of contralateral and frontal ITDs (Carr and Boudreau
1993; Carr and Konishi 1990). Unlike most birds (Kubke and
Carr 2006), barn owl NL is organized in two dimensions,
allowing for multiple representations of azimuthal space within
each isofrequency band. Within the isofrequency bands in NL,
the representation of best ITD shifts systematically, forming a
single continuous map of ITD, with frontal ITDs (around 0°)
represented throughout. Barn owls are auditory predators that
fixate their targets prior to strike (Konishi 1973), and the
consistent representation of frontal space may be an adaptation
to a predatory life style and frontally directed eyes.

Best ITDs are maintained in the projections of NL neurons
to the core region of the central nucleus of the inferior collicu-
lus (IC) (Takahashi et al. 1987; Takahashi and Konishi 1988a).
There, the spatially extended map of ITD from NL converges
upon a single ITD map in each isofrequency lamina (Wagner
et al. 1987). This convergence should improve the precision of
the representation of frontal ITDs. The NL recipient zone in the
core receives a crossed projection from the largely contralateral
map in NL, thus forming a representation of the ipsilateral
hemifield (Wagner et al. 1987, 2002). It is not known whether
the ipsilateral ITDs we found in NL cross to form a contralat-
eral representation in the core, or whether they project to the
ipsilateral IC. The neurons of the core project across the IC to
the contralateral lateral shell, where they form a representation
of the contralateral hemifield (Takahashi et al. 1989; Wagner et
al. 1987). Feldman and Knudsen (1997, their Fig. 2) reported
a representation of azimuthal space in the IC lateral shell from
15° ipsilateral to 80° contralateral, suggesting that an ipsilateral
component is present, potentially relayed from NL via the core,
or as a direct projection from ipsilateral NL. Either is possible;
the axons from the most medial “ipsilateral” representation in
NL might not cross in the lateral lemniscus, since lemniscal
pathways are not generally totally crossed. In chickens and
zebra finches, for example, ipsilateral projections are present
(Conlee and Parks 1986; Krützfeldt et al. 2010; Wang and
Karten 2010). The data available for the owl do not exclude
these various possibilities (Konishi 1986; Takahashi and Koni-
shi 1988a).

The lateral shell projects to the external nucleus, or space
map, which in turn projects to the optic tectum. In general,
responses to frontal locations are over-represented in both the
external nucleus and the optic tectum (Knudsen 1982; Olsen et
al. 1989), consistent with over-representation of frontal space
in the two NLs. The barn owl’s behavioral focus on frontal
space is also reflected in the distribution of ITD-sensitive
forebrain sites (Cohen and Knudsen 1995, 1998; Knudsen et al.
1991; Olsen et al. 1989; Vonderschen and Wagner 2009,
2012). Despite the robust representation of frontal space, how-
ever, information from the eccentric loci mapped in NL must
be maintained in the IC, since Cazettes et al. (2014) found
neurons tuned to locations as lateral as 100° azimuth in the
external nucleus.

Role of delay in the formation of maps of ITD. Computation
of ITD requires precise temporal coding. How the required
precision is achieved is an unresolved question. Several steps
are necessary: the periphery encodes the stimulus, then mon-
aural inputs from the left and right sides carry relative timing
information to the coincidence detectors, which respond best
when the phase locked input signals from the two ear arrive
simultaneously. Delays therefore play an important role in the
representation of ITD, since they are necessary for coincidence
detection. Delays are also typically asymmetrical, leading to
neurons with best sensitivity in the contralateral hemifield and
a small part of the ipsilateral hemifield (Bremen and Joris
2013; Franken et al. 2014; Jercog et al. 2010; McAlpine et al.
2001; Myoga et al. 2014; Pecka et al. 2008).

Coincidence detection requires that delays be precise, but
they may also be multifaceted (Joris and Yin 2007) and vary
among vertebrate groups. Multiple potential sources of delay
have been identified, including the conduction delays described
here, and cochlear delays or stereausis (Shamma et al. 1989).
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Fig. 7. Multivariate regression analyses of conduction velocity. A: schematic
NL outline showing modeled straight-line axon segment lengths, ipsilateral
inside NL, contralateral inside NL and contralateral outside NL. A model of
these axons (McColgan et al. 2014) allowed us to combine distances and
conduction velocities to predict ITDs. Aqua line in A and B marks predicted
0-�s iso-ITD line. B: diagram of NL dorsal (d) and length (l) dimensions with
the best model fit for measured ITDs (colored dots) with predicted iso-ITD
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from the best fit conduction velocities are in the same color. Note iso-ITD lines
were not parallel to the border of NL.
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In barn owls, stereausis has been ruled out as a source of
interaural delays (Peña et al. 2001), but may contribute to
delays in cats (Joris et al. 2006). A recent study in gerbils
shows that coincidence detection is adaptive, rather than in-
stantaneous, such that the interaction of intrinsic conductances
with synaptic activity can generate internal delay as an intrinsic
part of the process of coincidence detection (Franken et al.
2014; Myoga et al. 2014; Zhou et al. 2005). Birds and mam-
mals may also employ different strategies for generating con-
duction delays. In mammals, axonal projections from the
cochlear nuclei cannot account for the frequency-dependent
distribution of best delays ITDs (Beckius et al. 1999; Karino et
al. 2011; Smith et al. 1993), while axonal projections from NM
to NL form maps of ITD in birds (Carr and Konishi 1990;
Köppl and Carr 2008; Overholt et al. 1992; Seidl et al. 2014).
Delays are still precisely encoded in mammals, however, and
best ITDs can be predicted from the phase delay of the
monaural responses (Bremen and Joris 2013; Day and Semple
2011; Goldberg and Brown 1969; Grothe and Park 1998; Pecka
et al. 2008; Spitzer and Semple 1995; Sullivan and Konishi
1986; Yin and Chan 1990). The advantages and disadvantages
of ITD maps have been addressed elsewhere insofar as they
relate to neural coding strategies (Butts and Goldman 2006;
Franken et al. 2014; Harper and McAlpine 2004; Köppl and
Carr 2008).

In barn owls and chickens, NM projections to NL create
delays to form maps of ITD within each isofrequency lamina
(Carr and Konishi 1990; Overholt et al. 1992; Seidl et al.
2014), with conduction delays similar to the range of ITDs
available to each bird (Hyson et al. 1994; Köppl and Carr 2008;
Moiseff 1989; von Campenhausen and Wagner 2006). Evi-
dence for delay lines is good in the chicken and emu, which
show systematic shifts in the conduction time of contralateral
NM afferents in vitro (Görlich et al. 2010; MacLeod et al.
2006; Overholt et al. 1992; Seidl et al. 2014) and in vivo (Carr
and Konishi 1990; Köppl and Carr 2008; Sullivan and Konishi
1986). In chicken, ipsilateral projections do not appear to act as
delay lines (Köppl and Carr 2008; McColgan et al. 2014;
Overholt et al. 1992; Seidl et al. 2014). Contralateral axons do
act as delay lines and are sufficient to create maps of ITD
(Köppl and Carr 2008; McColgan et al. 2014; Overholt et al.
1992). By contrast, in the barn owl, both ipsilateral and
contralateral axons create delays. Within NL, ipsilateral re-
sponse phases increase, and the contralateral response phases
decrease, when an electrode is advanced from dorsal to ventral
in NL (Carr and Konishi 1988). Furthermore, outside NL, the
main “trunk” axons above and below the nucleus show medio-
lateral increases in delay. Thus, in barn owls, both NM axons
show systematic changes in latency inside and outside NL,
increasing the number of points where the circuit could be
adjusted during development (McColgan et al. 2014). Our
model of input axon conduction velocities shows how mea-
sured conduction delays could account for the smoothly over-
lapping shift in the map of ITD with progression from medial
to lateral along an isofrequency band.

There are several mechanisms that could underlie the regu-
lation of delay and map formation. We hypothesize that NM
axons provide the required delays within the spatial limits of
the dorsoventral span of the nucleus, via reductions of inter-
nodal distance and axonal diameter, which result in slower
conduction velocity within NL. Delayed myelination of axonal

segments has been proposed as a mechanism by which inter-
nodal distances are reduced (Carr 1995; Cheng and Carr 2007;
Pajevic et al. 2014; Seidl 2014). Seidl and colleagues (Fischer
and Seidl 2014; Seidl 2014; Seidl et al. 2014) have addressed
mechanisms for matching delays, given the obvious path
length differences between ipsilateral and contralateral axons.
They found contralateral NM axons were longer than their
ipsilateral counterparts, although delays were well matched
(Köppl and Carr 2008; McColgan et al. 2014). Thus the
anatomical restrictions imposed by axonal length may be
overcome by variations in axon parameters, allowing iso-
chronic inputs (i.e., close to 0-�s delay) in NL (Görlich et al.
2010; Overholt et al. 1992; Seidl et al. 2014).

We can predict conduction velocities for the simple one-
dimensional chicken case (McColgan et al. 2014). Predictions
are more complex for the two-dimensional barn owl NL, where
conduction velocities appear to differ between the main trunk
axons and the axons that interdigitate within NL. Nevertheless,
our model predicted pairs of conduction velocities to account
for the smoothly shifting measured maps of ITD (McColgan et
al. 2014). Earlier claims, of iso-ITD lines running parallel to
the dorsal and ventral borders of NL in the mediolateral
direction (Sullivan and Konishi 1986), required biologically
unrealistic conduction velocities. Our new data have revealed
that isodelay contours are not parallel, but shift systematically
from dorsal locations in medial NL to ventral locations in
lateral NL, with only frontal azimuth represented throughout.
Both model and physiology yielded a range of possible con-
duction velocities, with velocities in NL being smaller than
those outside NL, and velocities in NL of about 6.4 m/s,
consistent with previous estimates of 3–5 m/s (Carr and Koni-
shi 1990; McColgan et al. 2014). Candidate mechanisms to
regulate the “fine” tuning of delays suggest possible directions
for further study. One interesting direction would be to connect
synaptic plasticity to the regulation of conduction velocity in
NL, as suggested in earlier theoretical papers (Gerstner et al.
1996; Kempter et al. 1999).
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