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Abstract

We prove that under certain assumptions a partial differential equation (PDE) is
necessarily variational, i.e. that it can be written as the Euler-Lagrange equation
for some Lagrangian. Instead of investigating the PDE directly, we consider the
so-called source form which is the natural object in this problem. We show that if a
source form satisfies certain symmetries and corresponding conservation laws then it
must necessarily be variational. This question was first formulated by Floris Takens
in a paper in 1977 and was then generalized by lan M. Anderson, Juha Pohjanpelto
and others. The source forms and all other objects are defined on so-called jet spaces
J*E which are constructed over fiber bundles 7 : E — M. Symmetries are described
by projectable vector fields on E which are then prolonged to obtain vector fields on
the jet space. In the case of ordinary differential equations (ODEs), a conservation
law can be considered as a first integral, i.e. a quantity which is constant along
solutions of the differential equation. Conservation laws describe important prop-
erties of physical differential equations, like the conservation of energy, momentum,
angular-momentum, mass, charge and so on. It is well-known from Noether’s first
and second theorems that symmetries of a variational functional lead to conservation
laws. In some sense, we want to reverse this statement and prove that symmetries
and corresponding conservation laws lead to a variational functional. The main mo-
tivation comes from physics, where the fundamental theories, like gravity and the
standard model, are formulated as variational differential equations. We want to
get a deeper understanding of how this formulation possibly follows from required
symmetries, like Lorentz invariance and, conservation laws, like mass-conservation.
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Abstract

In dieser Arbeit wird bewiesen, dass eine partielle Differentialgleichung (PDG) unter
gewissen Voraussetzungen notwendigerweise variationell sein muss, d.h., dass sie sich
als Euler-Lagrange Gleichung schreiben lasst. Anstatt die PDG direkt zu unter-
suchen, wird die sogenannte source form betrachtet, welche das natiirliche Objekt
in dieser Problemstellung ist. Wir zeigen, dass wenn eine source form gewisse Sym-
metrien und dazugehorige Erhaltungsgleichungen erfiillt, dann muss sie notwendi-
gerweise variationell sein. Diese Fragestellung wurde zuerst von Floris Takens in
einer Arbeit im Jahre 1977 formuliert und spéater von Ian M. Anderson, Juha Po-
hjanpelto und anderen verallgemeinert. Die source form und alle weiteren Objekte
werden auf sogenannten Jet Riumen J*E definiert, welche iiber einem Faserbiindel
m . £ — M konstruiert werden. Symmetrien werden durch projezierbare Vektor-
felder auf E beschrieben, welche anschlieSend prolongiert werden, um Vektorfelder
auf dem Jet Raum zu erhalten. Im Falle von gewohnlichen Differentialgleichun-
gen (GDG) kann eine Erhaltungsgleichung als erstes Integral betrachtet werden,
d.h. eine Grofle welche entlang der Losungen der Differentialgleichung konstant ist.
Erhaltungsgleichungen beschreiben wichtige Eigenschaften von physikalischen Dif-
ferentialgleichungen, wie z.B. Energie-, Impuls-, Drehimpuls-, Massen-, Ladungser-
haltung usw. Wie aus dem ersten und zweiten Noetherschem Theorem bekannt ist,
fithren Symmetrien des variationellen Funktionals auf Erhaltungsgleichungen. In
einem gewissen Sinne wollen wir diese Aussage umdrehen und beweisen, dass Sym-
metrien und Erhaltungsgleichungen zu einem variatonellen Funktional fithren. Die
Hauptmotivation kommt dabei aus der Physik, in der die fundamentalen Theorien,
wie Gravitation und das Standardmodell, als variationelle Differentialgleichungen
formuliert werden. Wir wollen ein tieferes Verstédndnis dafiir erlangen, warum diese
Formulierungen moglicherweise aus notwendigen Symmetrien, wie der Lorentz In-
varianz, und Erhaltungsgleichungen, wie der Massenerhaltung, folgen.
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1. Introduction

The main results of this dissertation are the proofs two theorems. The general
structure of both theorems is as follows (the exact formulation can be found in

Theorem and Theorem below):

Theorem 1.0.1. Let f = f(xu(x),u,(x),uz(z)) = 0 be a differential equation
for the unknown function u = w(z). If the differential equation satisfies certain
symmetries and conservation laws, then f must be variational.

In other words, variational means that the differential equation can be written as
Euler-Lagrange equation. Note that such theorems can also be formulated for higher
order differential equations f(z,u, Uy, Uy, Uszz,-..) and also what it means that f is
variational (we will explain it later). A symmetry could be, for example, f =
f(u(z),u.(x),...), where f is translation invariant with respect to the z-coordinate.
A conservation law is, e.g. %(ui + u?) = ¢, where ¢ € R is a constant. In this case
we think of some kind of energy conservation. Note that Theorem [I.0.1] as it is
formulated above, is not true in general, but it provides the idea of what we want
to prove.

For example, let us consider the differential equation f = wu,, + v = 0 which
describes oscillations. This differential equation is translation invariant with respect
to x. This symmetry can also be described by the Lie derivative of some vector field.

)

In this case, the Lie derivative is - and we get

0 0

where (u,u,,...) now are considered as variables and not as functions depending on
x. Furthermore, f satisfies a conservation law of the form

1d

1
Uy f = Up(Upy +u) = 5@(1@ +ut) =0 & é(ui +u?) = constant,  (1.1)

where the equations in ([1.1)) are satisfied for every solution u = u(z) of the differen-

tial equation f = 0. The equation is variational and a Lagrangian is L = %(u2 —u?),
oL _ d L

where one can easily check the identity f = ¢ — -2«
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We want to mention here that symmetries and conservation laws are somehow
connected and it is better to speak about symmetries and corresponding conserva-
tion laws. For the above example this means that it is well-known from Noether’s
first theorem that invariance in time (what we called x here) leads to energy con-
servation. But in order to apply Noether’s theorem, we already need a variational
formulation from the beginning. In what we want to prove in this dissertation, we
do not assume a variational formulation from the beginning, we rather want to prove
such a formulation. This kind of problem can be considered as inverting the state-
ment in Noether’s theorem in some sense. In the next section, we will give some
more motivation why this is an interesting problem.

Here, we will only explain the result of this dissertation a little bit more precisely.
As we saw in the above example, when talking about symmetries and conservation
laws, sometimes we consider (u,u,,...) as variables or coordinates and sometimes we
consider them as functions (u(x),u,(x),...) depending on z. The first part of Chap-
ter 2 will give a precise definition of these two pictures. In this section, we simply
say which formulation we mean if it is essential to distinguish both. As one usually
defines a differential equation f = f(x,u,u,) of order one, f = f(x,u,u;,u.,) of order
two and so on, we define the order of the coordinates (z,u,u,,...) in the same way
and we write (,u,Uy,...,ux)) for k-th order coordinates.

Let gs, s € R, be a 1-parameter group acting on the coordinates (z,u). For exam-
ple, gs(x,u) = (z+s,u+s) which describes translations with respect to the parameter
s € R in x and u direction. These kinds of transformations induce transformations
on the coordinates (z,u,u,,...) in a certain way and the induced transformation is
written as pr gs, where pr stands for prolongation. A differential equation f = 0, or
better a differential expression f, is invariant with respect to some prolonged group
action g5 if f(prgs(z,u,...)) = f(z,u,...) for all s € R. It is well-known that this is
equivalent to

d
%f(prgs<x7u>uxa“-))|s:0 =0

and this equation can be read as applying a vector field V := %pr gs|s=o0 to f (for
translations in z direction we get gs(z,u) = (z+ s,u) with corresponding vector field
%gs‘s:() = %)

Actually, in this dissertation we want to consider relatively arbitrary systems
of partial differential equations (PDEs) and therefore we need to write (z%,u®), i =
1,2,..n and a = 1,2,...,m instead of (z,u). The coordinates (z*,u®) belong to the
space E which is a fiber bundle 7 : F — M and we have certain projections, like
m(z'u®) = (2'), where (z') are coordinates on the base manifold M. The coordinates
(a:",uo‘,%f: ,...) belong to a space J*E, called the k-th order jet space of E, which is
also a fiber bundle with different kinds of projections. Furthermore, we will always
write dimM = n, and m is the dimension of the fibers of F, i.e. dimE = n + m.




Let us also briefly introduce the so-called source form, defined as
A = fodu® Ndzt A A da®,

which is a differential (n + 1)-form on J*E. The source form is used to describe the
differential equation f, = 0. The brief explanation why we use A instead of f, is
that in the calculus of variations the functional

I(u) :== /L(:c,u(:c),um(x))dm

plays a fundamental role and there we can see that the so-called Lagrange form
A := Ldx is fundamental, as well. When computing the first variation 6/, we then
get the source form A in a very natural way. Roughly speaking, if we considered
the Lagrangian L instead of the Lagrange form A = Ldx, then we would not get
an object which transforms correctly under local coordinate transformations. The
same would happen if we considered f, instead of A. This will be explained later
in more detail and is a technical detail at this point.

There is one last definition we would like to present before we give a precise
formulation of the main results in this dissertation. The space V is the space of
vector fields V' on the fiber bundle £ which describes symmetries of A. Moreover,
these vector fields have the additional property of being so-called projectable vector
fields (in short: 7,V exists and is a vector field on M, this will also be explained
later). The short notation will be

V:={V € X(F) : V is projectable with respect to 7 and L,y A = 0},

where L, is the Lie derivative with respect to the prolonged vector field V. For
vector fields on E we usually write V = V0, + V®ye or V = V9, + V%9, in
local coordinates. The set of symmetry vector fields forms a vector space over R. In
general, it will not be sufficient to consider only one symmetry vector field (modulo
vector space structure) and we will need the additional condition that

spang{V, : V € V} =T,E forallp € E. (1.2)
The main results of this dissertation are:

Theorem 1.0.2. Let nym € N be arbitrary and let m : E — M be a fiber bundle of

fiber dimension m and base dimension n. Furthermore, let A = fodu® Adz* A...Adz"

be a second order source form defined on J*E. Assume:

i) The set V of symmetries of A satisfies (|1.2)).

ii) Each V € V generates a conservation law of the from Q% f, = D;Ci,, where
© =V —ulV? are the characteristics.

Then A must be locally variational.
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Theorem 1.0.3. Let m: E — M be a fiber bundle of fiber dimension one and base
dimension one. Furthermore, let A = fdu A dx be a 4-th order source form defined
on J*E. Assume:

i) The set'V of symmetries of A satisfies ((1.2)).

i) Fach V' €V generates a conservation law of the from Qv f = D,Cy, where
Qv = V" —u,V* are the characteristics.

Then A must be locally variational.

We conjecture that Theorem [1.0.3|is also true with the same assumptions, but ar-
bitrary base dimension n.

The functions Cf, are different kinds of conserved quantities and, in the case of
ordinary differential equations (ODEs), a first integral for the differential equation
fa=0.

Note that Theorem [1.0.2]is also true when the source form A is only defined on
open subsets R? C J2E, whereas Theorem is no longer true in general for open
subsets R* C J*E. For example, f = t is not defined on J*E, but it can be defined
on some open subset R* C J*E. In which cases Theorem is also true when
allowing such topological obstructions depends on the subset R* C J*E and needs
further investigation. In other words, Theorem [1.0.3 is only true for non-singular
source forms and it is no longer true for singular source forms (singular in the sense
that there is no smooth continuation of A from R* to J*E). We will discuss this in
detail in Subsection 3.8.1.

Similar theorems have already been proven by others and we only want to men-
tion two of them which are strongly connected to Theorem [1.0.2[and [1.0.3] The first
theorem is

Theorem 1.0.4. Let (x%), i = 1,2,....n be coordinates on R"™. A classical field theory
is described by a 1-form A = A;dx’, where (A;) is the field. Assume the source form
A = fidA; Ndzt A ... Adx™ is translation and gauge invariant, and has corresponding
conservation laws of the form

Ajif! = DyC¥,  for some functions C*

i) Then A is locally variational if n = 2 and f* is of third order or n > 3 and f* is
of second order.

it) Then A is locally variational if the functions f* are polynomials of degree at most
n in the field variables A; and their derivatives.

This theorem can be found in (AP96, p.370). There is a similar theorem which
holds also for non-Abelian gauge transformations, see (MPVO0S8|, p.4). For the second
theorem we need the condition

spanp{m.V, : V € V} = T,(zM forallpe E, (1.3)
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which is similar to (|1.2]), but is a actually a weaker assumption. The second theorem
is

Theorem 1.0.5. Let n € N be arbitrary and m = 1. If a second order, non-singular
source form A = fdu A dx' A ... \dx™ is invariant under the prolonged vector fields
V eV, such that is satisfied and A has corresponding conservation laws of the
form Q¥ f = D;C%,, where Q% = V¥ —w; V' are the characteristics, then A must be
locally variational.

This theorem can be found in (AP94, p.213). Note that for m > 1, the stronger
assumption is necessary otherwise the theorem is no longer true (see 4th
counter example in Section 4.1.). Notice to the reader: Sometimes, when citing
such theorems or definition we will slightly change the notation compared to the
original papers or books, to get a consistent notation in this thesis. In the papers
(AP12, MPVO08|, [Poh95, [AP96, [AP95l [AP94)) and the original work (Tak77), differ-
ent versions and proofs of Takens’ problem can be found. As far as we know, this
should be a relatively complete list of such theorems. In the next section, we will
discuss in more detail what kinds of theorems have already been proven and what
kinds of new results we derive in this thesis.

I want to thank the Professors:
D. Grieser for advising me during my Ph.D. studies and supporting me in my re-
search. Especially, I want to thank him for giving me a lot of freedom in my research

and supporting my interests.

[LM. Anderson for a very nice stay at the Utah State University and for helping
me to solve a version of Takens’ problem.

P.J. Olver for giving me the opportunity to work at the University of Minnesota
and helping me in my research.

D. Krupka, especially for the beginning phase of my Ph.D. studies and for long
discussions about basics on jet bundles and concepts in the calculus of variations.

I also want to thank my colleagues 1. Shestakov, A. Beyer and M. Behr for a very
nice collaboration at the University of Oldenburg.

1.1. Literature Review and New Results

There is quite a long history of questions similar to Takens’ problem. For example,
in the paper (LL74, p.1694) from 1974 we can find the following conjecture: “For
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metric theories of gravity, the existence of a conserved energy-momentum ... 1is
equivalent to the existence of a Lagrangian formulation.“. In 1977, Takens (Tak7T7)
was able to answer a similar question for second order source forms. In 2012, Tan M.
Anderson and Juha Pohjanpelto (AP12) answered such a question for third order
source forms. We could even go back to the paper (Noel8) of Emmy Noether in
1918 and set this as the starting point of these kinds of questions. It is no surprise
that such problems came up at that time and later, since Albert Einstein discovered
the special and general relativity at about the same time and the investigation of
symmetries became a very important factor. Einstein had different versions of the
nowadays so-called Einstein’s field equations. Some of them did not satisfy neces-
sary local energy-momentum conservation laws and they were also not variational
(VK15 p.1). Finally, Einstein (and Hilbert) found an equation which satisfies these
conservation laws and it turned out to be variational. Nowadays, the variational
formulation is given by the so called Einstein-Hilbert functional.

Now, we will start a more detailed discussion of the paper (Tak77) of Takens
from 1977, since, there, source forms are used (probably for the first time) and they
are necessary to give a precise formulation of the problem. Takens formulates three
different theorems and we will only describe the main features in informal notation:

Theorem 5,2 (Tak77, p.599): Let m : E — M be a linear fiber bundle, i.e. which
has a linear structure on the fibers. Furthermore, let A be a linear source form, i.e.
which depends linearly on (u*uf,...) (PDE of arbitrary order). If we have at least
one symmetry vector field V€ V and corresponding conservation law, such that
m.V # 0, then A is variational.

This theorem is special in this regard as the order is arbitrary. The proof can
be found in Appendix A., but we have to introduce more notation to be able to
understand it later. Basically all other theorems which we will present need to make
assumptions about the order (or polynomial degree). The proof is actually very sim-
ple and probably the simplest proof compared to the proofs of all other theorems
which give an answer to Takens’ question. The restriction to linear source forms
makes the proof relatively easy. More generally, restricting to polynomial source
forms of degree two or three has a similar effect and simplifies the proof. This will
be clear later, when we discuss polynomial structures in certain equations, especially
in the so-called equations of conservation laws and symmetries (ECS). The ECS is
the equation L, yA = 0, where the corresponding conservation law condition is
eliminated (see Section 2.9. for further details).

Theorem 5,3 (Tak77, p.600): Let w : R" x R — R" be a linear fiber bundle of fiber
dimension one and base dimension n, i.e. E =R" xR and M = R". Furthermore,
let A = fduNdz' A...Adx™ be a second order source form defined on J*E. Assume:

i) A is invariant under the symmetries V.
i1) For each Oy € X(M), i = 1,2,...,n, there exists a V €V such that m,V = O,.




1.1. Literature Review and New Results

iti) Each V €V generates a conservation law.
Then A is variational.

Note that we slightly changed Theorem 5,3 compared to the original work. The
condition in ) is similar to (L.3). However, it is different in this regard that the
vector fields {0,:} are constant on M and this set is an Abelian Lie algebra on M,
but V is not necessarily an Abelian Lie algebra on E. This theorem is in some
sense similar to Theorem [1.0.3], at least concerning the proof and the importance of
investigating singularities.

We will not formulate Theorem 5,4 from Takens’ paper (Tak77, p.601), since
it needs more notation. Roughly speaking, the theorem is about metric field the-
ories of second order. There occur two complications for us here: First, we have
to define what we mean by metric field theory. Second, the symmetries are given
in a certain way and they involve so-called arbitrary functions used in Noether’s
second theorem. This also dictates how the corresponding conservation laws have
to look like. In fact, these symmetry vector fields generate an infinite dimensional
Lie algebra which is not the case in the context of Theorem [1.0.2|and [1.0.3] Infinite
dimensional Lie algebras usually lead to stronger conditions than (for example,
span{(pr'V), : V e V} =T,J'E for all p € J'E).

We could say that many theorems, proven by others, and proven in this the-
sis, are generalizations of these three theorems in one way or the other. How-
ever, significantly more notation has to be used and sometimes new techniques have
to be introduced, as well. We summarize these theorems in the following table:

article year dimension order | pol. deg. sym. VeV cons. laws
(AP94, p.213) | 1994 | m =1, any n 2 - is satisfied Noet. 1st
(AP95l p.629) | 1995 any n,m any <r dim{7,V,} =r Noet. 1st
(Poh95l p.352) | 1995 | any n=m 1 - translations 0, Noet. 1st
(AP96, p.370) | 1996 | n=m =2 - is satisfied
(classical gauge ¢,i0,, D;f*=0
field th.) translations 0, Noet. 1st
(AP96l p.370) | 1996 | any n=m 2 - is satisfied
(classical gauge ¢,i0,, D;f*=0
field th.) translations 0, Noet. 1st
(AP96, p.370) | 1996 | any n=m any <n is satisfied
(classical gauge ¢,i0,, D;f*=0
field th.) translations 0, Noet. 1st
(MPVO0S8| p.4) | 2008 | any n=m 2 - is satisfied,
(gauge (9% + g ul @)0us | Vifl =0
field th.) translations 0, Noet. 1st
(MPVO08| p.4) | 2008 any n =1m any <n is satisfied
(gange (92 + cgyul @)us | Vifi =0
field th.) translations 0, Noet. 1st
(AP12, p.4) | 2012 any n, 3 - (%)
(metrics) m = 5= §'0, = 26,9009 | Vif' =0
this thesis 2018 any n,m 2 - 1.2) is satisfied Noet. 1st
this thesis 2018 nm =1 4 - 1.2)) is satisfied Noet. 1st
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The short notation Noet. 1st stands for Noether’s 1st theorem and means that the
corresponding conservation laws are given in the form

Qvf = DiCy. (1.4)

The other conservation laws, i.e. D;f* = 0, V;f! = 0 and V,f’* = 0, correspond
to Noether’s second theorem. Note that we sometimes write f¢u® instead of f,,u®
and, u; does not always have the meaning of partial derivative g;‘i, rather describes
the field u®, but with lower indices i (this is a technical detail at this point and we
refer to the original papers and the notation there). The functions ¢, p* and £ in
the symmetry vector fields are arbitrary functions and therefore we always have an
infinite dimensional Lie algebra in these cases. This can also be seen by the cor-
responding conservation laws, as we mentioned, since they correspond to Noether’s
second theorem. The star (*) in the table above means that is satisfied for
n = 2 and probably also for n > 2, but we did not check it in detail (maybe the
symmetries even satisfy span{(pr'V), : V € V} = T,J'F for all p € J'E). Note
that the conservation laws (or differential identities) corresponding to Noether’s sec-
ond theorem can always be brought into the form of Noether’s first theorem.
This is mainly important when investigating applications and the physical meaning
of conservation laws and how to reformulate these equations.

Notice to the reader: We will always try to explain, as well as possible, all the-
orems, definitions, calculations and so on. However, some aspects of the following
discussion are probably only understandable for the experts with advanced knowl-
edge of Takens’ problem. The reader could skip this short part and continue with
Section 1.2 and come back to this later.

In the following, we compare the new results in this dissertation with the theo-
rems in the above table:

New results in Theorem [1.0.2}

Dimension of Lie algebra: The papers from 1996 to 2012 consider infinite
dimensional Lie algebras, where ¢, ¢ and &' are arbitrary functions. Roughly
speaking, this means that the amount of symmetries leads to strong restrictions. In
more detail, and concerning the proofs: The zeroth order Helmholtz expression (in
our notation H,g) in (AP906, p.378) immediately vanishes, because ¢, can be cho-
sen arbitrarily and independently of ¢,i,; and ¢, .. Nearly similarly in (MPVOS,
p.12), the expression with the gpf ,-coefficient immediately vanishes, since it can be
chosen independently of ¢” and gpf jx- Our proof of Theorem in Section 3.6
only requires a finite dimensional set of vector fields (Lie algebra) and the zeroth
order Helmholtz expression H,s vanishes at the very end of the proof in Step 7 (see
Section 3.6). But more importantly, during the proof, H,s will be needed in Step
4 and Step 5. The so-called Helmholtz dependencies will play a fundamental role
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there and the ECS is also needed to deduce properties of H,z. The proofs of Theo-
rem [1.0.2] Theorem [1.0.3] and similar ones can be divided into different steps. The
vanishing of the zeroth order Helmholtz expression in (AP96)) at the very beginning
does not need so many different steps in the proof in some sense. It also seems that
the zeroth order Helmholtz expression does not occur once again in the proof in
(MPV08) and equation (32) in (MPVO08, p.12) is sufficient to complete the proof.
The Helmholtz dependencies are also not used in (MPVO0S§)), but in (AP96]).

New algorithm: In general, the three theorems proven by Takens in 1977 have
similarities to all other theorems and provide useful techniques how to solve the
problem. For (AP96, MPV0S8)) and Theorem , these techniques are basically to
discuss successively the order of jet coordinates in the equations forced by the sym-
metry and conservation law assumptions (we call these equations the ECS). Usually,
the discussion starts with the highest order jet coordinates.ﬂ However, the problem
is the complexity and that there is no straightforward way telling us at which point
in the proof we have to use which of these equations and conditions. To find the
way (or the algorithm) in which these equations and conditions can be used, are
the main parts of these proofs. Beside the technical problems of how to handle a
tremendous amount of indices. Therefore, that H,s does not immediately vanish
in our proofs and that it will be needed in different steps also means that we will
find a new way in some sense (a new algorithm) how to prove a version of Takens’
problem and this way seems to be different from all the previous versions proven by
others.

New induction method: Step 3 in Section 3.6 can probably be proven with the
so-called d-fold operator, used in (AP96, p.379) and (MPVO0S8|, p.12). We prove Step
3 with a kind of induction which is an alternative method and which has not been
used in this form before. The proof of Step 6 in Section 3.6 is also the same kind of
induction and these inductions work fairly well in different situations. This new kind
of induction has the advantage that it provides information in every induction-step
and, more importantly, every induction-step is relatively easy to understand. On
the other hand, applying the d-fold operator does not split the problem into smaller
pieces, it rather solves the problem in one relatively complicated step. The applica-
tion of the d-fold operator is a transformation of an equation into a new equation
and the new equation will be discussed instead. If the original equation is already
relatively complicated, then the transformed equation will be again relatively com-
plicated and it is, in some sense, hard to understand what exactly happens during
the transformation. A lot of hard calculations are hidden behind notation. Some-
times, hiding complicated calculations behind notation is reasonable, but sometimes
it also makes sense to do a calculation where we can directly follow every reformu-
lation. The operator 827,67)( in (MPVO0S8| p.11) replaces k-th order coordinates by
Xi,...X;,, whereas in the induction we eliminate k-th order coordinates by applying

1For (AP94) and Theorem we also have to solve differential equations and the situation is
slightly different there.
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partial derivatives, like 8%%' Eliminating almost all of the expressions reduces a
big problem into a small problem, whereas the replacement method just transforms
a problem into a new problem. However, we will also use this kind of technique
in Section 3.6 because in some situations it is a very good method and sometimes
there are simply no other techniques available. The proofs with the d-fold operator
in (AP96, MPVOS)) need density arguments, whereas the induction does not need
such arguments. Therefore, and for the other reasons mentioned previously, the
induction method is a different and new method. Note that, although the proof of
Step 3 in Subsection 3.6.1 looks much longer than similar proofs in (AP96, MPV08)),
it can actually be brought in a much shorter version. It could probably be written
on one and a half pages, but we show the longer version in order to explain every
detail of the proof.

Many theorems make assumptions stronger than (1.2): For many theo-
rems, condition is satisfied by the assumptions. In our Theorem in this
thesis, we only need this condition and no specific symmetries, like translation- or
gauge symmetries or the symmetries for metrics. We could even say that if the
theorems in (AP96, MPV0S, [AP12) can be brought in such a form, then they are
just corollaries of the more general version we will prove here. For (AP12), this
is of course only true when restricting to second orderP| However, it is fair to say
the the more complicated fields, especially the metric field, probably need their own
formulations and some work has to be done there. It could be future work to check
in which way (AP96, MPVO08| [AP12) can be considered as corollaries or not.

Arbitrary n,m: We can prove Theorem for any n,m. The condition n = m
in (AP96, MPV0S), or m = @ in (AP12), since the metric g;; is symmetric in
1,7, seems not to be a crucial factor in these proofs. Especially, the discussion of the
formulas (3.8), (3.9), (3.10) and (3.11) in (AP96l, p.378) makes explicitly use of the
property n = m.

Polynomial structure: To derive polynomial structure in some of the jet coor-
dinates in f, is crucial in almost all proofs of Takens’ problem. In (AP96, MPV08§)),
polynomial structure in second order jet coordinates is derived with the help of the
equations D;f* = 0 and V, f! = 0. We prove it with the help of Step 2 in Section 3.6.
instead. Again, this means that we find an algorithm how to prove the theorem and
this method differs from others. Although the statement in the Local Simplification
Lemma [3.4.1] is almost trivial, the use of this lemma in Step 1 in Section 3.6 should
not be underestimated and there is no similar transformation in (AP96, MPV08S).
This actually allows us to derive the Hyperjacobian structure in Step 2.

Polynomial degree and conservation laws: The proof of Step 6 in Sub-
section 3.6.2 is a new result in the following sense: It is known (or easy to see)
that n equations of the form ukagﬁ = 0, for i« = 1,2,...,n, have non-trivial solu-

2For third order source forms, the assumption span{(pr'V), : V € V} = T,J'E for all p € J'E
is probably needed to prove Takens’ problem. I want to thank Ian M. Anderson for a fruitful
discussion concerning this.
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tions H fjﬁ of polynomial degree n in the second order coordinates ufj There do
not exist non-trivial solutions of degree < n — 1. Therefore, the number n is the
critical number here. We will prove that (O (1) — ufk)Hgﬁ =0 for i = 1,2,...,n only
allows the trivial solution under the assumption H;/&u_y_ = 0, but it is still assumed
that Héﬁ is a polynomial of degree < n. We show this with a kind of induction
which demonstrates the use of such methods once again. The analogous equation
(AJ, + chAﬁAf’p)Hg;;k =0in (MPVOS, p.13) assumes polynomial degree < n — 1
in second order coordinates of H*. But the induction is not the only difference in
these proofs. In order to use the condition Héﬁﬂl- = 0 in Step 5 in Section 3.6, we
need to find a way (or algorithm) how to use the symmetry and conservation law
assumptions, as we mentioned above. The condition V,f! = 0 in (MPV08| p.10)
leads to polynomial degree at most n — 1 in the source form and then to polynomial
degree at most n — 1 in Hfjf In contrast, we allow source forms of polynomial
degree n and we do not require a conservation law (or differential identity) of the
special form V; f? = 0. All the conservation laws D;f* =0, V;f{ =0 and V,f7" =0
in (AP96, MPV08,[AP12)) are strong restrictions from the very beginning (for n = 1,
D;f* = 0 even means that f = f* must be constant). Note that we could also derive
that Hgﬂ is polynomial degree at most n—1 in Step 5 in Section 3.6, but the stronger
assumption is not needed to complete the proof and the source form is still allowed
to have degree n (for example, we allow the variational Monge-Ampere expression
[ = Upplyy — uf:y of degree n = 2). In any case, we derive this condition differently

and we use so-called Helmholtz dependencies there.

New results in Theorem [1.0.3t As far as we know, and according to the above ta-
ble, a theorem for 4-th order source forms has not been proven (except if we make
the additional assumption of source forms which are polynomial in the fields u®
and derivatives of u®, see (AP95) and Theorem 5,2 in (Tak77)). We find a very
interesting structure in the ECS, also for higher order. In more detail, we find in-
tegrating factors such that the ECS can be written as a total derivative and this
leads to a first integral. After eliminating some of the unknowns we repeat this and
we find the general solution of the ECS under the assumption of (1.2). We show
that the characteristics Q are integrating factors for the ECS for arbitrary n,m and
arbitrary order and we indicate how this can possibly be used more generally. The
proof of Theorem [1.0.3] shows how the theorem for 4-th order, m = 1, and arbitrary
n can probably be proven. This proof differs from a pure order discussion of jet
coordinates and the investigation of singularities becomes important.

Above we mentioned some of the most important new results and new methods.
Note that it is almost impossible to discuss all proofs and differences between
(AP12, MPV08, [Poh95, [AP96l [AP95] [AP94) [Tak7T7) and our work here. This would
be a topic of its own. In the following, we only mention some notational innovations
of this thesis.

11
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We use the notation of O which describes lower order terms, i.e. non-important
terms (note that O does not mean the Landau symbol here). When the symmetries
are not given explicitly, as in (AP96, MPVO08|, [AP12), then it is reasonable to work
with this notation. This would also simplify some of the explicit expressions in
(MPVO08)) and it clarifies the structure of such proofs in general, in our opinion. We
distinguish explicitly between Helmholtz conditions and Helmholtz dependencies,
which also clarifies what the actual problem is and how we can try to solve it. We
also give the equation L, yA = 0 a name, after eliminating the conservation law
assumptions, we call it the ECS. Finally, we formulate an algorithm of the proof and
work out the main steps. This can help to find differences in the proofs of Takens’
problem and it explains the main ideas in these proofs.

1.2. Motivation and Physical Background

Our motivation for this thesis mainly comes from the following considerations:

e Since the fundamental laws of physics, described by differential equations,
should hold everywhere in the universe, the differential equations should be
translation invariant, rotation invariant and so on. In general, they do not
(explicitly) depend on the (t,z,y,z)-coordinates. Furthermore, when we think
of special relativity, then we assume Lorentz or Poincaré invariance.

e Since in physics (we observe in experiments that) we have energy-, angular-
momentum-, momentum-, charge-, and so on conservation, the solutions of
these differential equations must satisfy conservation laws, or rather, they
must allow such conservation laws.

Therefore, in physics we consider only a subset of the set of all differential equations,
satisfying the above and even more conditions. Now, the question is: Can we
describe this subset more precisely? For example, are all such differential equations
variational? That is, does a Lagrangian L exist such that the differential equation
can be written as the Euler-Lagrange equation for L? When n,m = 1 and L =
L(z,u,u,) this means

OL d 0L
Euler-Lagrange equation = — — —

ou  dxou,’

(1.5)

as we already mentioned above. The Euler-Lagrange equations are the differential
equations which must be satisfied by extremal values of the variational functional

I(u) = /L(m,u(:c),um(x))dx,

12
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The main result of this thesis is that the answer to this question is yes under certain
conditions. In the paper by Floris Takens in 1977 (Tak77), we can find this question
(maybe for the first time in this form). Therefore, we call it Takens’ problem.
Other people also investigated this problem, for example, lan M. Anderson, Juha
Pohjanpelto, Gianni Manno and Raffaele Vitolo, to name a few.

From a quantum mechanics point of view it could also be important to under-
stand if a variational formulation exists. With the help of Feynman’s path integral
formalism, variational equations can be quantized. In fact, all equations in the stan-
dard model and Einstein’s field equations are variational. The variational functional
for Einstein’s field equations is the famous Einstein-Hilbert functional (Wan94l)

1
167G

Ipn(g) = / (R + 167G Liagier) v/ —gd*x

and, as an example regarding the standard model, the functional for quantum elec-
trodynamics (QED) is given by (PS95], p.303)

Igep(Y,A) = /[1/_)(1'7“8# —m) — %FWF‘“’ — epyripA,)d .

Not only in physics, also in mathematics, the corresponding functionals of differential
equations are of great interest and can help to solve problems. We only want to
mention the famous functional

Flo.f) = / (R+ [VfR)e v

used by G. Perelman in (Per02, p.5). This functional can be considered as a mod-
ification of the Einstein-Hilbert functional. However, in his paper (Per02, p.6) G.
Perelman says that the functional F can be found in the literature on string theory,
for example, in (DEFT99, p.911). These functionals can also be used for prov-
ing existence of asymptotic stationary solutions and stability analysis of stationary
solutions. In this case, they are called Lyapunov functionals and, usually, the cor-
responding differential equation is described by gradient flow.

Even if a differential equation is not variational, we can still ask if we can trans-
form it equivalently into a variational one. For example, one of these transformations
is known as the problem of finding a variational multiplier and was investigated by
different people (Doudll [AT92). In this sense, we could extend the question of
Takens and ask if a differential equation, which satisfies certain symmetries and
conservation laws, always allows a variational multiplier and similar questions are
thinkable, as well. For example, Maxwell’s equations are not variational when using
the electric and magnetic fields E,B. But they are variational when using the vec-
tor potential A,. The formulation with the vector potential A, also describes the
relativistic properties better and it is quite surprising that specifically this version

13



1. Introduction

is variational. Switching from the fields E,B to A, can be considered as a sort of
transformation P

1.3. Classical Calculus of Variations

Let us briefly recall the classical calculus of variations. We want to find a function
u: Q2 — R™ Q C R” open, such that the functional

I(u) ::/QL(x,u(x),ui(x))dx

is minimal or maximal, i.e. extremal (u;(z) = dsif)). Usually, the closure Q is a

compact subset of R”. The function w is chosen from a set S, for example,

S = {u € C®QR™) : ulsq = g}, (1.6)

where ¢ is a fixed function on the boundary. The condition v € C* could be
weakened and we could choose u € C? or u in some Sobolev space. The regularity
of suitable spaces is dictated by the corresponding differential equation and can be
very different for different problems. Also, specific boundary conditions for u are
not necessary. For example, in classical mechanics we usually have initial conditions

S = {U S 02([a7b]aR3) : ’LL(CL) = anum(a) = UO}: avb € Ra Ug,Vo € R37

where u : [a,b] — R? describes the position of a particle at time z with initial position
up and velocity vg. The calculus of variations can be applied in all these cases. The
only important assumption we have to make is that the test function ¢ has to have
compact support in € (here in (a,b)), since then partial integration works without
getting a boundary term and this will be crucial (this will be discussed below in
more detail). Recall that a test function ¢ is a function ¢ € C*(Q2), where ¢
denotes compact support in 2, and €2 is open.

3Maxwell’s equations are VE = p, Vx B =j+0,E, VB =0and V x E = —9;B. Two of them
can be solved immediately, namely, VB = 0 leads to B =V x A and then V x E = —0; B can
be written as V x (E + 0;A) = 0, which leads to E + 0;A = —V¢ (at least locally). Now, we
can plug the homogenous solutions B =V x A and E = —V¢ — 0; A into the inhomogeneous
equations and solve them for the vector potential (4,) = (¢,A). Using the vector potential A,
requires only the four inhomogeneous equations and the homogeneous ones are automatically
satisfied or already solved. Therefore, we have four unknowns A, and four (inhomogeneous)
equations, which have a chance of being variational. Six unknowns E,B and eight equations
cannot be variational (if they are independent equations). Note that using the vector potential
A, and the definition of field strength tensor F'*”, the so-called dual equation a,j M= 0 is
automatically satisfied and we could say that the variational formulation only describes the
four inhomogeneous equations.

14
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The classical calculus of variations does also not deliver a global minimum or
maximum, just a necessary condition for an extremal value, which can be derived
when using compactly supported test functions and doing perturbation up to first
order. Let us consider u : R® — R. A perturbation of u, which can be written as
u + €p, where ¢ is a test function and € is a small parameter (such that u + ep is
again in S when having boundary conditions, but it also works for other conditions),
leads to the necessary condition

d
01(u; p) = 1(u+ ep)le=o =

L L) + eple) (@) + aila))da =

— [ Goo+ Gredlayis =
- G- b+ [ Lot -

oL d OL |
_ - = f 11 ()
(G~ i) @ela)dz =0 for all p € O(2),

i.e. the first variation 07 (u; ¢) must vanish. Using Du Bois-Reymond’s lemma (also
called fundamental lemma of the calculus of variations), we get

d
— —L,, =0
—Lu)(@)

as a necessary condition and this equation is called Euler-Lagrange equation. As we
can see here, a variational equation comes together with a weak formulation. This
will be important later. An expansion in € of

(L

1
I(u+ep) =I(u) + dI(u; p)e + 5521(u; ©)E* 4 ...

leads to the first variation 67, second variation 62/ and so on. The functional I has
a minimum at wu if 62/ > 0 and a maximum if 6/ < 0. A necessary condition for
an extremal value is 0/ = 0. This is completely analog to curve sketching in R™.
Note that R™ is to distinguish from the base manifold M when we talk about curve
sketching and analogies.

Let us briefly consider the analogous case in R", i.e. curve sketching in R". Let
¢ : R™ — R be a function (instead of a functional I) and v a vector in R™ (instead
of a test function ¢). Then we get the expansion

oz +ev) = o(x)+ < Vo(x),v > €+ % < v,Hessg(z)v > € + ...,

where V is the gradient, Hessy is the Hessian of ¢ and < .,. > is the Euclidian scalar
product in R™. Finding conditions under which a differential equation is variational
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is analog to finding conditions under which a vector field V' in R" is a gradient field
V. It is well-known that when the Jacobian of a vector field V'

Vil Vigz . Vign

JV _ ‘/2';1:1 ‘/2:52 “es ‘/2.1‘"

anl Vnac2 cee ann

is symmetric, then V' is locally a gradient field V¢. It is clear that the Jacobian of
a gradient field V¢ is the Hessian Hess, and this matrix is always symmetric (by
Schwarz’s theorem). The symmetry of the Jacobian can also be written as

oV, 0V,
ol Bk 0, forall k,l=1,2,...,n.

These conditions are called integrability conditions and, in a similar way, we get
conditions for a differential equation to be variational. In the case of differential
equations these conditions are called Helmholtz conditions and they will be ex-
plained in detail later. The Helmholtz conditions seem to be formulated for the first
time in (Hel87) and the original version of the paper (StbM12). Later, several au-
thors investigated this problem. For example, see the paper (Ton84)) and references
therein.

Finding the right analogies in R™ solves a lot of problems in the calculus of varia-
tions and we will refer to analogies in R" several times. The ideas are sometimes
quite simple, but the notation can get very complicated, especially when consider-
ing relatively arbitrary manifolds and the calculus of variations with higher order
differential expressions.

For example, the following problem occurs when considering more general man-
ifolds. Let p be a point in a manifold and 7. a flow of some vector field V. The
expansion in € of

(7e(p)) = d(p) + dgp(V)e + ...

has terms in €2, which includes objects which are not vector fields, since there occurs
a second derivative on 7.. Therefore, it is not clear at this point how to define a
Hessian of ¢ on general manifolds. We also have no canonical scalar product and
we cannot say what it means that the Jacobian of some vector field is symmetric.
However, we will solve all these problems later. For example, instead of the gradient
V, we will use the differential d¢, instead of the scalar product, we will use the
interior product ¢ and then most of the calculations are straight forward.
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1.4. Outline of this Dissertation

1.4. Qutline of this Dissertation

In Chapter 2, we introduce more notation to clarify what we are doing later. We
also explain Takens’ problem in detail, show what the above mentioned Helmholtz
conditions are and how to derive them. Furthermore, in Chapter 2, we formulate
known results from the literature in order to solve and understand Takens’ problem
later on. The reader familiar with Takens’ problem, jet spaces, prolongations, Euler-
Lagrange mapping, Helmholtz mapping, Helmholtz conditions and locally exact
sequences in the calculus of variations can continue with Chapter 3, where the
actual results of this dissertation can be found. These results are mainly formulated
in Section 3.6 and Section 3.8. In the Sections 3.1-3.5 and Section 3.7 we explain
necessary information and techniques which will be needed for the proofs in Section
3.6 and Section 3.8. Chapter 4 provides further information about Takens’ problem
and investigates the question of applications and if Theorems [1.0.2| and [1.0.3| are
sharp. Finally, in Chapter 5 we formulate open problems and give a conclusion of
our research.

1.5. Notation

The standard definitions of manifolds, fiber bundles and related definitions in dif-
ferential geometry can be found in, for example, (Leel3). All of our manifolds are
smooth manifolds. Vector fields, sections and all maps between manifolds are also
smooth, unless stated otherwise. Furthermore, our notation is the following:

e M is a manifold (base manifold), dim M = n, local coordinates are (z%), where
i=12,..n.

e [ is a fiber bundle with projection 7 and base M, we also write 7 : £ — M.
Local coordinates on E are (zu®), where i = 1,2,..n and a = 1,2,....m.
Furthermore, 2 are pull-backs of coordinates on M and dim E = n + m.

e J¥E is the jet space of order k of sections of 7 : E — M and has local
coordinates (xi,ua,uf,u%,...,uﬁ), where [ is a multi-index of length k. The jet
space will be introduced more precisely in Definition [2.1.4] Note that we will

allow unordered multi-indices I, see Section 2.12.

e We write fu;; = o for partial derivative, as well as ug = faus, (Where I is
a multi-index). Here, f and fs are functions on J*E.
o D, = aii +u?%+u%&% ... is the total derivative. The meaning of D; is that
J
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it treats functions g(a’,u®ug,...) on J*E as functions g(z',u®(z7),u$(z27),...) on
M and (D;g)(z"u®(2?)ul(2?),...) = Op[g(z"u®(2?)ud(2?),...)] for all sections
(z'u®(x%)) and for all functions g on J*E. See Subsection 2.2.3 for further
details.

D] = Di1Di2'-~Dika where ’]| =k.

By definition u! = D;u?, but v’ is also considered as a local coordinate on
JFE. This is consistent by definition of D; and coordinates in J*E.

.__ Ofa .__ Ofa
Jouzi == aj;i’ as well as f,,; 1= aj;i.

Jawi = Difa, as well as fu,; = D; fa.

We use Einstein summation. For example, A*B, =Y " | A°B, and A'B; =
Z?:l A'B;.

QYM), QY F) and QY(J*E) are sets of differential [-forms on M,E,J*E.
Ly denotes the Lie derivative with respect to the vector field V.

[.,.] denotes the Lie bracket.

7* is the pull-back under the projection .

7, is the push-forward under the projection 7.

X(M),X(E),X(J*E) are the sets of smooth vector fields on M,E,J*E.
['(E) denotes the set of sections o of .

¢t denotes the interior product of vector fields and differential forms.
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2. Definition of the Basic Objects
and ldeas Behind Them

2.1. Jet Spaces

For explaining the following ideas, we start mostly with ordinary differential equa-
tions (ODEs) and later we will consider partial differential equations (PDEs) in more
detail. All ideas can be understood when discussing ODEs, where the notation is
much easier and we can refer to the literature for generalizations. For example, ad-
ditional notation is needed for PDEs when using multi-indices I and when we have
to say if this multi-index is ordered or not and we do not want to bother the reader
with that at this point.
A system of ODEs can be written as

falzulul,.)=0; a=12,..m; B=12..m;

x)

where f, is smooth in all of the coordinates (z,u”u?,...). To write such equations
in a coordinate independent way, we need the definition of a fiber bundle and jet
space. The coordinates (z,u”) and (z,u’ufu? ,...) are fiber bundle coordinates.
Roughly speaking, we need functions u”, depending on z, and derivatives of these
functions, which are written as u?,u?_and so on. To clarify for which functions (or
better, coordinates pulled back by sections) we can compute derivatives, we need
the language of dependent and independent coordinates and this is the mo-
tivation for fiber bundles and jet spaces. We call = the independent and u” the
dependent coordinate and we think of u” = u”(x). Jet spaces describe the concept
of dependent and independent coordinates in an appropriate way.

The rough idea of fiber bundle is the following: The coordinates (z,u”) corre-
spond to a space E and we have a projection 7, which maps m(z,u”) = z. This
structure allows us to speak about dependent and independent coordinates. For
example, if (z,u) are coordinates on the standard 2-dimensional torus in R? then we
have to clarify what it means to talk about functions and derivatives u(z),u,(z)....,
or if we want to talk about functions and derivatives x(u),z,(u),.... The following
definition describes the necessary structure.

Definition 2.1.1. Let M and F' be topological spaces. A fiber bundle over M
with model fiber F is a topological space E together with a surjective continuous

19



2. Definition of the Basic Objects and Ideas Behind Them

map © : E — M with the property that for each q € M, there exists a neighbor-
hood U° of q in M and a homeomorphism ® : 7= (U%) — U° x F, called a local
trivialization of E over U°, such that the following diagram commutes:

7 HU?) 2 U'x F

| ﬁroj

UU

The space E is called the total space of the bundle, M is its base, and w is
its projection. Furthermore, proj is the canonical projection to the first factor. If
E.M and F are smooth manifolds, 7 is a smooth map, and the local trivializations
can be chosen to be diffeomorphisms, then it is called a smooth fiber bundle.

This definition can be found in (Leel3|, p.268). Note that we are always considering
smooth fiber bundles here and we simply call them fiber bundles.

Since we work locally most of the time, we can avoid the relatively complicated
definition of fiber bundle in some sense (especially for the reader who is not familiar
with it). We can reformulate the definition as follows: Locally, a fiber bundle
looks like m : R x R™ — R with canonical projection 7 and it is usually used
without further comment when talking about differential equations, dependent and
independent coordinates. We want to discuss local coordinates on fiber bundles in
more detail. Let p € E and w(p) = ¢ € M. Near p € E, there exists a local
fiber bundle chart ¢ : U — 2, where U C F and 2 C R x R™ open, such that
o(p) = (z,u”) € Q. We also write (z,u”) = (z(p),u”(p)) and we will identify the
point p € E with the local coordinates (z,u”) without mentioning it every time and,
when possible, we do not use the map ¢, we rather consider x(p) and v®(p) as maps.
Near ¢ € M, there exists also a chart ¢° : U® — Q° where U° ¢ M, U° = 7(U) and
Q% C R open, such that ©°(q) = x € Q°. Furthermore, for the canonical projection

. JRxR™ =R,
(z,u”) = a,
the diagram
2
UCFE QCRXxR™
T s
0
UcM Q°CcR

commutes. This structure allows us to work locally with the fiber bundle 7 : Q — Q°
and we can use the well understood and nice structure of R". Local coordinate

20



2.1. Jet Spaces

transformations (the transition function) on fiber bundles have to be of a special
form, namely

(z0”) — (y07) = (y(x) 0" (z07)). (2.1)

This is called a fiber preserving coordinate transformation. This special trans-
formation property will have an impact on locally defined objects and we will refer
to it several times. Note that a more general transformation (not on fiber bundles)
would be of the form

(x7uﬁ> — (yﬂjv) = (y(l‘,uﬁ),lﬂ($,uﬁ)),

but for fiber bundles, only y(x) dependencies are allowed. The next definition is a
generalization of a function v : R™ — R, defined on more general manifolds, namely
on fiber bundles.

Definition 2.1.2. Let 7 : E — M be a fiber bundle. A section of FE is a section
of the map =, that is, a continuous map o : M — E satisfying mo o = idy;.

This definition can be found in (Leel3, p.88, p.255). Again, let us discuss local
coordinates of sections. Let ¢ € M, then ¢(o(q)) = (z(q),u’(z(q))) and therefore,
locally, we can identify the section o with (z,u”(z)). Or even simpler, we can identify
o with the function u®(z).

Usually, u”(x) describes some physical quantity, like the position of a particle at
time x, or the electromagnetic field at some point x.

Definition 2.1.3. Two locally defined sections o, and oo are called k-equivalent
at a point g € M, if 01(q) = a2(q) and if there exist local charts p,° such that

Oy(pooro (") )(2) = d(pooso(¢) (), forall<i<k, (22
where x = ¢°(q).

Note that 9, means 9,...0, [-times. We took this definition from (Kru97bl p.29) and
changed it slightly. Also note that instead of writing (2.2)), we can also write

Ol () = 0Ll (x), forall 1 <1<k forall f=12,..m,

where uf (z) is identified with the section oy and w5 (x) with oy. The difference is

that (2.2)) is the same as
O (zul (x)) = 0 (x,ul (), forall 1 <1<k forall B=12..m,

where the vector (z,u”(x)) can be differentiated componentwise. If two sections are
k-equivalent with respect to one coordinate system, then it is possible to prove that
they are equivalent in every coordinate system. All k-equivalent sections at a point
x (or ¢ € M) define an equivalence class, which is denoted by [0]x(q) and we write
o1 ~ 03 if 01 and oy are equivalent (up to some order k).
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2. Definition of the Basic Objects and Ideas Behind Them

Definition 2.1.4. We define Jé“E as the set of all equivalence classes of local sec-
tions at a point ¢ € M up to order k and

J'E =] JJE

qeM
and it is called the k-th order jet space of E.

We took this definition from (Kru97hl, p.29). Therefore, points in J*E are given by
equivalence classes of sections up to a certain order, but locally, we think of points
as coordinates (z,u” ,ug,ufm,...,ugk)), since these coordinates define the equivalence
class at z. We will also use the short notation

(:E,uﬁ]) = (x,uﬁ,ug,uix,...,ufk)) (2.3)
for local coordinates on J*E. The coordinates (z,u”) are called 0-th order coor-
dinates, since there are zero derivatives on u”, we call (z,u”u?) the first order
coordinates, since there is one derivative on u” and, in general, we call the
k-th order jet coordinates. Moreover, a function g = g(x,ui]) is called a func-
tion of order k. A similar definition holds for tensors, vector fields, differential
forms and so on. One can show that J*E has the structure of a fibre bundle with
projections

. J*E — M,
0. J'E & E,
oot JYE = J'E, k> 1.

Sometimes we refer to the infinite jet bundle, which is denoted by JE or J*FE. For
example, we can use it if the order is not important primarily and it will simplify
some of the notation then.

Definition 2.1.5. The infinite jet bundle J>™E s defined as follows. The inverse
sequence of topological spaces {J*(E),x"*} determine an inverse limit space J*(E)
together with projection maps

ok JX(E) — JHE),
70 J*(E) = E,
T JX(E) — M.

The definition can be found in (And89 p.3) and also see (Tak79).
If we have a section (z,u®(z)) on E, we can consider (z,u(z),ug(x),...,u},(z))

and this will give us a section of 7*.
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2.2. Vector Fields and Differential Forms

Definition 2.1.6. If o is a local section of m then the mapping q — [o|x(q) is a
section of ™ and it is called the k-jet prolongation of the section o and is
denoted by pr¥o (sometimes written as j*o, where j denotes jet).

The definition can be found in (Kru97b, p.30). Most of the time we simply call it
prolongation of o. Technically, it is a lift from E to J*E in a certain way. We will
also use the notation

(z,ufy (7)) = (x,uﬂ(:t),ug(x),...,ufk)(x)) or prfo(q).

Note that we have to distinguish between the two expressions
fa(x,ué]) and
fal,upy(2)) = [(pr*0)" ful ().

The first expression is defined on J*E and the second on M. A differential equation
is an equation for sections u”(x), of the form

falwugy(x)) = 0. (2.4)

Before we continue with differential equations and the question under which con-
ditions they are variational, we introduce a bit more notation in the next section.
This notation will be needed to solve Takens’ problem.

2.2. Vector Fields and Differential Forms

In local coordinates, a general vector field V' € X(FE) can be written as
V = V®(2,u®)0, + VP (2,u")0,s.

Usually, we write ¢; for the flow of V' and we have

d
Eﬁbt‘t:O =V.

Note that for PDEs, we write V = V%0, + V%0, and when explicitly writing, for
example, V!, we use the notation V®! or V%! to distinguish V? from V?. The flow
¢; transforms points p € E to new points ¢;(p) € E and we will use it, for example,
to describe symmetries of differential equations. Since we can identify the point p

Tt seems that most of the time j is used in the literature instead of pr. However, in his book
(Oly86, p.98) Peter Olver uses the notation of pr and we will use it, as well. For the reader
who is not familiar with prolongations, it may be easier to remember what it stands for and 7,j
will also be used as indices later.
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2. Definition of the Basic Objects and Ideas Behind Them

with (z,u?), we also write ¢;(x,u”) for the transformation of local coordinates and
we will use the same ¢, if there is no danger of confusion.
Roughly speaking, a symmetry of f = f(z,u”) is a flow ¢, such that

flxu?) = f(¢(z,u?) for all t € R (or where it is defined) and for all (z,u”).

When we want to describe symmetries of differential equations f (m,u’[gk] (x)) = 0,
then, intuitively, solutions should be mapped to solutions. Since solutions are section
of 7, the map ¢; should map sections to sections. But this is not always the case.
For example, the vector field

V =V*xu)d, + V*(x,u)0, = —ud, + 20, € X(E),

defined on £ = R x R, describes rotations in the (z,u)-plane and the corresponding

flow is
cost —sint T
Pi(x,u) = N for all t € R.

sint cost

When we rotate by ¢ = 7, then a section is not mapped to a section. The property
that sections are mapped to sections is not only useful if we want to investigate sym-
metries of differential equations. It is a special case of a bundle map and preserves
the structure of the fiber bundle.

Definition 2.2.1. A vector field V € X(F) is called m-projectable if there exists
a vector field VO € X(M) such that m,V = VY. Let | < k. A wvector field Z €
X(J*E) is called 7'-projectable if there exists a vector field W € X(J'E) such
that 77 =W,

We took the definition from (Kru97bl p.31) and changed it slightly. In local coordi-
nates, m-projectable vector fields can be written as

V =V(2)0, + VP(2,u")0,s.

There is another property of vector fields, which is quite important and which can
naturally be defined on fiber bundles.

Definition 2.2.2. A w-projectable vector field V- € X(E) is called w-vertical if
.V = 0. Let | < k. A w'-projectable vector field Z € X(J*E) is called w*!-
vertical if "7 = 0.

The definition can be found in (Kru97bl p.31). Note that a m-vertical vector field
on E can be written in local coordinates as

V = Vz,u")0ye
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2.2. Vector Fields and Differential Forms

and local coordinate transformations are of the form

o o Oy oY dy
V=V% e =V <8uaay + %&ﬂ) ,  where Evie 0.
See ([2.1) and Proposition for local coordinate transformations. Also note that,
at this point, there is no natural way how to define horizontal vector fields (although
we will do it later, but we will need further notation). For example,

V =V*¥(x,u*)o,
is not defined invariantly, since it transforms as

a0V ovY
V=V"0,=V (axaﬁax&”)

and ‘9;—; # 0 in general, again see (2.1)).

Since differential forms are the "dual” objects to vector fields, the concept of
vertical vector fields can be transferred to differential forms, where we have the
concept of horizontal forms.

Definition 2.2.3. Let V' be a vector field. Then the annihilator of V is the set of
all differential forms w such that tyw = 0.

Definition 2.2.4. Let | = 0,1,2,... be any integer. A form w € QYJ*E) is called
7" -horizontal if iyw = 0 for every n™°-vertical vector field V € X(J*E).

We took Definition from (Kru97bl, p.33) and changed it slightly.

2.2.1. Prolongation of Vector Fields

We already defined the prolongation of sections on E, see Definition 2.1.6] Now we
also want to define the prolongation of vector fields on E. For example, symmetries
of differential equations are described by prolonged vector fields. Since a differen-
tial equation is usually not of the form f,(z,u”) = 0, but fo(z,u’u?,...) = 0, we
have to find out how to transform derivatives u2,u?_ and so on. The idea is the
following: When we transform a section on E and get a new section on F, then
this transformation will have an impact on the derivatives of this sections at a point
x. Therefore, the coordinates (ug,uy,,...) will also be transformed. This induced
transformation is exactly described by prolonged vector fields.

Now let us explain how this prolongation works. First, we only want to prolong
vertical vector fields on E. The idea is the following: Let

V = Vz,u")0ye
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2. Definition of the Basic Objects and Ideas Behind Them

be a vertical vector field on F and ¢, its flow. Let p € E, then we can find a local
section o € I'(E) such that

p=o0(q), where q¢=m(p) € M.
At a fixed point p € E, we can write

V(p)=V(o(q) and ¢i(p) = di(a(q))

Then, for fixed ¢ € R, we can show that ¢; o o(q) is a local section on E, because
mop00(q) = q (since ¢ € M will not be transformed by vertical vector fields), and
we can prolong this section. We compute

%prk[d)t 0 0(q)]li=o =: pr*V(...) € X(J*E). (2.5)

The bracket (...) will be explained below. Since pr*[¢; o 0(q)] is a curve (or section
of 7%) in J¥E, the expression

%prk [¢: 0 7 (q)]] =0

will give us a vector field in J*E which is what we want. The remaining question
is: At which point does it define which vector? To understand this: Let ~; be a
curve in a manifold. Then (%%)Lﬁ:o = V(74=0) defines a vector V' at the point ,—.
The same happens with prolongations of sections, where defines a vector at
the point pr¥{¢; o o(q)]|i=0 = pr¥o(q). This expression just looks complicated, but
there is no new concept behind it. Therefore, we get

d%pr’“ (b 0 0(q)]]1=0 = Pr*V (pr¥[s 0 0(q)]|1=0) = Pr*V (pr¥o(q)).

Let us consider the local coordinate expression of prolonged vector fields. We use
the same ¢ there and ¢;(z,u®) = (z,uy) are the coordinates at time ¢t € R:

@ k(g™ (@) oo =

dt
%x 0
ug () 4 g () V(e (z))
i | (@) Dy Luf (z) D,V (z,uf(x))
=0 | w@) | =0 = | D24ug(a) | =0 = | D2Vo(euf(a)) | = (20)
u (@) Dtdug () DEVe (2 ()

=V(2,u’(2))Due + [DaV*(2,0°(2))]0uz + ... + [DEV (2,07 ()] 0w .
In (2.6)), we used

We get the following definition:
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2.2. Vector Fields and Differential Forms

Definition 2.2.5. Let P € J*E and V € X(E) a vertical vector field. There exists
a local section o of ™ such that pr¥o(q) = P (by definition of points in J*E). We
define the prolongation of V at a point P € J*E as the unique vector field pr*V
at P as

prHV(P) = Sotlbiool@ley € X(JE)

The definition can be found in (Kru97h, p.32), but we changed it slightly. It can be
seen that the right hand side depends only on the k-jet of o.

Now let us investigate how to prolong projectable vector fields. For projectable
vector fields V on FE| in general,

Tog o0a(q) #q

and therefore the definition is a bit more complicated. In this case, we also need to
consider the flow ¢" of 7,V to get

Tl 000 ¢’,] = idyy.
For projectable vector fields, the definition is the following:

Definition 2.2.6. Let V' be a projectable vector field on E with flow ¢. Furthermore,
let ¢° be the flow of ©,V and let P € J*E. There exists a local section o of ™ such
that pr¥o(q) = P (by definition of points in J*E). We define the prolongation of
V at a point P € J°E as

prV(P) = S (b0 0o L) i € X(IUE)

Again, this definition can be found in (Kru97bl p.32). The local coordinate expres-
sions for projectable vector fields are

k
k . - @ [ ay;/x @ a
priV = V0, + V@Oue + (DoV® —uzVi)Oug + ;gl aum’

where

& =& = DV —u Vi,
& =D&t —upV,', forl>2.

In Appendix B, we will derive this expression in detail. One can also find it in
(Kru97bl p.32).
The prolongation pr*V can be written in a different way, which will also be
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2. Definition of the Basic Objects and Ideas Behind Them

important later. For [ > 1, let us write £* as

§' = DGty —up)Vy =

[( wfla 2 U%A)%f) - u%)vm] + ualﬂ)vx =
D.[D (51 o — uG_)V") +uly V" —ug) V'] +uf ) V' =
= DQ(fza o — UGy V') + U(z+1)Vx =

= D;(va —ugV*®) + uf ) V*.

Then we can write

k k
prkv = an$ + Vaaua —+ Z Di(V”‘ — Ung)aua) + Vx Z U(()E_,_l)au? =

=1 =1

k k
= V0, 4+ (V= uV") e + Y DLV = uf V)0 + V"> )0 =
= =0

k

. x ! o ay/sx

= V™D, + Y DLV —usV)dye |
=0

where

k
D, =0, + Y uflpOue (2.7)
1=0
and Q% = V* —ufV?® are called characteristics of the vector field V. It is
elaborate to write the sum Z;io and therefore we will also use the short notation

pr*V = VD, + (DyQ%)du . (2.8)

Note that the decomposition (2.8)) cannot be done in J*E, but in J*™E, since the
coefficients in are defined in J**'E. We will come back to this later, when we
define horizontal vector fields. Further information on prolongation of vector fields
and characteristics can be found in (Olv86, [And89).

Earlier, we already defined vertical vector fields and, the dual objects, horizon-
tal forms. Now we want to define total vector fields and contact forms. Total
vector fields can be considered as the horizontal vector fields and contact forms are
the dual objects, the vertical forms. These are just different names for one and the
same thing. With the help of these definitions, we would like to uniquely decompose
vector fields and differential forms into these parts. But it turns out that this cannot
be done in the same space J*E, but in J**'E. We can also do the decomposition
in the infinite jet bundle.
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2.2. Vector Fields and Differential Forms

2.2.2. Contact Forms

Definition 2.2.7. A differential form w on a jet manifold J*E is called contact
form, if for every local section o : U’ — E, U’ C M, we have (prfo)*w = 0.

This definition can be found in (KS08, p.1044). Since sections are in some sense
naturally defined on fiber bundles, contact forms are as well. The contact one-forms

[ =dufy —ugdr, 0<I<k-—1

are a set of differential generators of contact forms on J¥E, that is, these forms
and their exterior derivatives are algebraic generators. See Proposition below,
where we investigate local coordinate transformations of these basis elements. For
low order forms, sometimes we write O = 0%, 0 = ©%, and so on. For m =1, we
also write Of = O} or ©f = ©,. For example, the form du® A dz is a contact form
and can be written as du® A dez = ©* A dx. Note that the symbol © is probably
motivated by 0 € R, which satisfies 0 - a = 0 for every a € R and similarly with
contact forms, where © A w is a contact form for every form w. In the language of
algebra this is called an ideal, i.e. the set {contact forms} C Q*(J*E) is an ideal.
Moreover, it is a differential ideal, i.e.

O A n = contact form, for every form n

dO} = contact form

and for prolonged vector fields V' € X(E), the Lie derivative £,,y© is a contact
form, as well.

Proposition 2.2.8. Let V be a projectable vector field on E, then L,vOf is a
contact form. More generally, L,vn is a contact form if n is a contact form. Fur-

thermore, d@‘(’;) =00,y A dx.

Proof: We simply prove it in local coordinates. Let V' be a projectable vector field
on E. In the following, we will write (see (2.8]))

pr*V = V*D, + (D'Q*)0ye, (0<1<k).

For any function g of order k we can do the standard decomposition (of horizontal
and contact forms)

dg =g.dx + gyeadu® + guadug + ... + gu?k)du?k) =

=02dT + guo (du® — uydr) + gue (dul — ug,dx) + ... + Gus, (duyy — Uy do)+

+ Uy Guedr + ug, guadr + ... + u?‘kﬂ)gu&)dx =

=(D,g)dz + gy O + gu0O + ... + Qu?k)@?k)-
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Then we can write
Lo Oy = (tprvd + dipey ) (dufyy — ugyqydz) =
—Lprv(du(lﬂ) Adz) 4+ d(DLQ*) =
= —((DFQ*) + V¥uy ) )da + V¥duf) ) + d(D,Q%) =
— (D Q™) dx + VPO + d(DLQ*) =

I+1

= V'O + Z Dl Q)10 =
=V ?2+1 + Z Dl +@")]O Vw@ﬁlﬂ) -

= Z Dl ,Q%)]O7 | = contact,

where we consider DiQa as the function g in the fourth line and applied the standard
decomposition. For an arbitrary differential form 7 we can do a similar calculation.
Furthermore, we get

dO) = d(dufyy — ufpydr) = —dufqy A de = —O(,,) A dz,
which proves Proposition [2.2.8| 0

Note that a basis of differential forms on Q*(J*E) is given by
dz, 9%,05,....00_1),dufy
and the horizontal and contact forms
dz,0%,05,....00_1
are not a basis. We cannot use
dz,©%,07,....04_1),0%

as a basis, since O is not a form on JkE, rather on J**'E. But it would be nice
to have a unique decomposition of differential forms into horizontal and contact
forms. In the following, we consider the two spaces J*"'E and J*E instead of
JFE and J*TLE. Therefore, we lift the differential form w € Q*(J*1E) to a form
ahk=lxy € Q(J*E) and then we can do the decomposition in J*E. Let us consider
two simple examples. The first example is to apply the decomposition to one-forms
w € QYJ*LE), where n,m = 1. We can write

w=w'dr +w'du + widu, + ... + wp_dug._1) =
= w'dz + w*(du — uydx) + wy (duy — Ugpdr) + ... + wi_y (dug—1) — g de)+
+ w'udr + wytdr + ...+ w?k DU (kydr =
= (W' + Wy + o+ Wi Uw))dT + WO + L+ Wi Oy
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2.2. Vector Fields and Differential Forms

The second example is to decompose a certain two-form w € Q*(J*"1E), where
n = 1 and m is arbitrary. That is, let us consider

w = Asdx N\ du® + Bygdu® N du” =
= Andr A (du® — uldx) + Bag(du® — uldr) A du’ + Boguldr A du’ =
= Andz A O% + BogO® A du’ + Boguldr A OF =
= Andz A O% + BogO® A O + B,gul 0% A dx + Basuldr A 6P, (2.9)

Similar decompositions can be done for any form on J*'E. We do not formulate
a general proof for that, since the idea is clear. More generally, if a differential
form w is defined on J*FE and if it is 7%*~!-horizontal, then we can do the same
decomposition and we do not have to lift it to J*™'E to do the decomposition. In
this case, the forms have coefficients in J¥E, but are generated by basis elements
da,du®,....dufy_yy in J*'E. In any case, we either lift a form to J*E, or if it is
7F*=1_horizontal, we can do these kinds of decompositions. Further information
and a decomposition theorem can be found in (Kru97b, p.35). On the infinite jet
bundle, this decomposition can be done without lifting the forms, or requiring that
they have to be 7%*%~! horizontal. This is probably one of the motivations to define
the infinite jet bundles (see (And89))). We can also use the notation of r-horizontal
and s-vertical forms

V(J'E)= P 9 (JE),

r4s=I

where Q!(J*E) is the set of 7%*~1-horizontal forms in Q!(J*E). Here, r counts the
number of dz'-forms (in PDE case, in ODE case r = 0 or r = 1) and s the number
of contact forms ©¢. For example, if we consider the forms in (2.9)), then we get

Andr A OY € QM(JFE),
B,30% A OF € Q¥ (JFE).

Although it is a very nice notation, instead of using 2", we will mostly use the
notation of horizontal and s-contact forms, since it seems that this is mainly used
in the finite variational sequence (Ku04), [Kru97a) and we will sometimes refer to it.

Definition 2.2.9. Let w € QYJFE) be a m**~1-horizontal -form. We say that w is
a 1-contact l-form if it is a contact form and if for every wF-vertical vector field
V € X(J*E), the contraction wyw is w*-horizontal.

Note that for 1-forms, we only need the language of contact and horizontal forms.
Inductively we define

Definition 2.2.10. Let w € QY(J*E) be a 7**~1-horizontal I-form. We say that w
is a s-contact [-form if it is a contact form and if for every m*-vertical vector field
V € X(J*E), the contraction tyw is (s — 1)-contact.
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2. Definition of the Basic Objects and Ideas Behind Them

We took Definition [2.2.9|and [2.2.10| from (KS08| p.1045) and changed them slightly.

Lemma 2.2.11. Let w € Q(J*E) be a 7% 1-horizontal I-form, then it can be
uniquely decomposed into a sum of s-contact forms.

See Proposition 2.6.3 in (Kru97bl, p.35).

2.2.3. Total- and Generalized Vector Fields

In this subsection, we want to define the dual objects to contact forms. The contact
forms can be considered as the vertical forms (these are just different names). We
already defined vertical vector fields and now we want to define horizontal vector
fields. The finite and infinite jet space are different in this regard and in the latter we
have total vector fields as the dual objects to contact forms. In the finite jet space,
the Cartan distribution describes the dual vector fields to contact forms. We mostly
work with the finite jet space, and therefore now we want to investigate the Cartan
distribution in more detail. More precisely, we want to consider a special part of the
Cartan distribution, namely, the part which is very similar to the total derivative.
To understand this in more detail, let us first define the Cartan distribution and
then we continue with the discussion.

Definition 2.2.12. A map § on J*E is called distribution if it assigns at every
point p € J*E a vector sub-scpace of T,J*E.

We took this definition from (Kru97b, p.21) and changed it slightly. Note that ¢ is
to distinguish from the Dirac-d-distribution here.

The annihilator space of the contact one-forms is the so-called Cartan distri-
bution

Cy = span{0, + Z U1y Ougps au?k)}

0<i<k—1

and span means the span over smooth functions.
Now we want to define total vector fields on the finite dimensional jet spaces.
Actually, these are not vector fields in the classical sense, as we will see below, rather

vector fields along a map. The idea is to define the total derivative operator
Dy = 0; + ugOue + g, Oue + .o 4 Uy 1)Oue

U(k)
as a vector field. Local coordinate transformations lead to

ay 8y o a «
—D, = %(ay + Uy Ove + vy O + o+ U(k“)avka))’
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see Proposition ({2.4.3)). Usually, total derivatives are written together with horizon-
tal forms, for example,
Oy ox

r = %(DyA)_dy = (DyA)dy,

w=(D,A)d 9y

such that we get coordinate independent expressions (we will come back to this
later). More generally, any operator of the form

V= V(@ 1) 0+ ufOye + 05,00 + i) Dus ),

is called total vector field on J¥E (see the definition below). It is clear that this V

cannot be a (classical) vector field on J*E, since it includes the coordinates Ul 415

even when Vx(x,u’[iH]) = Vx(x,u’gd) or when Vx(x,uﬁcﬂ]) = V*(z). Therefore, we
are confronted with the problem to define V in some space, different from J*E.
To solve this problem, we need the definition of a vector field along a map. This

definition will also be needed when defining generalized vector fields.

Definition 2.2.13. Let P,QQ be finite dimensional manifolds and ¢ : P — @ a
smooth map. A vector field along ¢ is a smooth map Z : P — TQ such that for
all p € P, Z(p) is a tangent vector to Q at the point ¢(p).

We took this definition from (And89, p.8) (and changed it slightly). Note that in
the standard definition for vector fields we consider a smooth map ¢ : Q — @), where
P =Q and ¢ = idg. In the case where Q = J*E, a vector field is a (smooth) map
from J*E — TJ*E. In a similar way, we define it for differential forms. We only
define it for one-forms, the definition is straight forward for [-forms

Definition 2.2.14. Let P,(Q be finite dimensional manifolds and ¢ : P — @Q a
smooth map. A differential 1-form along ¢ is a smooth map Z : P — T*(Q) such
that for all p € P, Z(p) is a cotangent vector to Q) at the point ¢(p).

Finally, we are able to define total vector fields in a geometric way:

Definition 2.2.15. A total vector field on J*E is a vector field Z along mF+1*
which annihilates all contact 1-forms on J**YE (or along 7*+1F ), that is, 120G =0
foralla =1,2,....m and for all 0 < < k.

See (And89, p.27) or (KS08, p.1046) for further details. Note that total vector fields
in (And89, p.27) have a slightly different meaning. Total derivatives V' are of the
form

V = V(@) (0 + ugOue + ug,Oug + - i1y Oue,. ),

and this form holds in every local coordinate system (see Proposition [2.4.3)). They

are a special case of total vector fields, where Vm(x,uﬁg +1]) = V?®(z). Beside that
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2. Definition of the Basic Objects and Ideas Behind Them

they are total vector fields, they have the property that they are 7**!-projectable,
i.e. TY(V*(x)D,) = V*(x)0,, which means that V*(z)D, projects to a vector field
on M.

Note that in a fixed coordinate system, the total derivative of a function g,
written as D,g, can also be characterised by the equation

(Dag) (2 ,ufy 1) (%)) = Oulg(w,ufyy ()] (2.10)

for every section (z,u®(z)) (see (Olv86, p.112)). This equation explains the name

total derivative, since every coordinate is considered to depend on x when applying
Oy

Definition 2.2.16. A generalized vector field Z on J*E is a vector field along
the map 7% for some l > k, i.e. Z is a smooth map

Z: JJE—TJ'E
such that for allp € J'E, Z(p) € Trug) (J'E).

We took this definition from (And89, p.8). A similar definition can be found in
(O1v86l, p295). A generalized vector field means that the coefficients are defined in
J'E, but the basis elements 81,8ua,...,8u?k> are from J¥E. For example,

V =0, +u,0,

is a generalized vector on F. Note that total vector fields do not have a flow.

The prolongation of generalized vector fields can be found in (Olv86) in Section
5.1, or in (And89), especially Proposition 1.12 therein. Let V' be a generalized vector
field on E, written in local coordinates as

V = V(z,ufy)0: + V’B(x,u‘[’,‘c])ﬁug.

Roughly speaking, we define the [-th prolongation of V' as the generalized vector
field (see the proposition below)

mwzwm+mmkﬁwmw(grg. (2.11)
(r

Intrinsically, we have the following proposition, which is also a definition:

Proposition 2.2.17. Let I,k be integers and N = k + . Furthermore, let V' be
a vector field along 70, i.e. a generalized vector field on E. Then there exists a
unique vector field Z along ©™', i.e. a generalized vector field on J'E, such that

i) Z projects to 'V, that is, 7™°7Z =V, and

i) Z preserves the contact ideal, that is, Lzw must be a contact form on JNE
whenever w is a contact form on JNE.

We call Z = pr'V the I-th prolongation of V.
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2.2. Vector Fields and Differential Forms

We took this proposition from (And89, p.23), where we can also find the proof. Note
that in (And89), the definition is for the infinite jet bundle, but we can also use the
definition for the finite jet bundle.

Proof: Let Z be the generalized vector field

7 =70, + Zfauf), where 0 < r < [,

which preserves the contact ideal. It is sufficient to apply the Lie derivative on the
basis contact forms @?;), where we get

L7005 =Lz(dulyy — ufyqydr) =
=dZ$ — (1zd + dig)(uf qydr) =
=dZg — [tzdulsiqy N do + d(ufyy ) Z7)] =
=dZ¢ — [Z5 dx — Z7dufy 1y + du(s )27 + ulsy)dZ"] =
=dZg — Z3 dx — ufs, D, Z%dx + contact form =

=(DyZg — Zg'q — u(s41yDZ")dz + contact form = contact form.
Then, inductively, we get the equation

Zg =D 27 — UO;H)DxZI =
= D, (Z] - “as+1)Zx) + u((ls+2)Zz =
= Dy [(DsZ5y — ul D Z%) — Uy Z7)] + uls40) 2" =
=D}z, - U?S)Zx) + U((lerQ)Zx =

= D20 — 3 Z) a2
which uniquely determines the coefficients Z for all 0 < s <[ — 1. That is, we get

Z = Z%0, + Z%0ye + |DSHHZY — 0l Z%) + ufs 10 270,
= 7Dy + (2% = u®Z%)0uo + DETY(Z® — w2 Z%)0),

(s+1)

o .
(s+1)

If Z projects to V, i.e. #¥:°Z =V then we get Z% = V* and Z% = V', which leads
to the expression in ([2.11]). O

A generalized vector field on E which is m-vertical is also called an evolutionary
vector field. This definition can be found in (And89, p.25).
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2.3. Differential Equations, Weak Formulations and
Source Forms

In this section, we try to motivate the definition of source form, which will be a
fundamental object later. It seems that the formal definition can be found in many
books and articles, but a good explanation and motivation is hard to find. Therefore,
we find our own motivation in the following. In the paper (Tak77) of Takens in 1977
we can probably find the definition of source form for the first time.

Before we start with the motivation, recall that a variational equation always
comes via a weak formulation (see Section 1.3). Therefore, let us first define what
we mean by a weak formulation precisely.

If we multiply a differential equation

falmupy () =0 (2.12)

by a test function p = (¢*) € C°(U?), where U° C M is open and U? is the closure
of U°, such that U° is compact, and let Q° be the corresponding subset of R” in
local coordinates, then we can integrate over this expression, to get a new equation
of the form

K(0,p) :=< fa.” >120)= /QO fa(x,u’[i](x))@“(:v)dx = 0. (2.13)

If we require this equation for all ¢* then we get a weak formulation of the
problem . Note that in the expression < fq,¢0% >p2oy is a short nota-
tion, which explains the structure, however, f, has to be pull-backed by a section
(x,uﬁ] (x)), otherwise integration does not make sense and the corresponding section

of (z,uf(z)) is o.

A variational equation is an equation of the form

i](at)hzo = 5](a,iat|t:0) /QO(SOCL)(:E,uﬁC](x))goO‘(x)dx =0, (2.14)

dt dt
where f, = &,L is the Euler-Lagrange expression (see Section 1.3). After applying
the Du-Bois Reymond lemma, we get the Euler-Lagrange equation

(EaL)(w,ufy(x)) = 0.

Again, let (z,u? (x)) be the local coordinate section corresponding to the 1-parameter
section gy, t € R. The following observation is crucial: For variational equations,
like (2.14]), the test function ¢® is of the form

d

a“?(fﬂﬂt:o = p*(7)
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2.3. Differential Equations, Weak Formulations and Source Forms

and u$(x) has the expansion
ul(z) = u*(x) + te®(z) + O(?).

That is, the test function ¢“ is not an arbitrary function, rather a perturbation
of u® and we have certain transformation rules for u®, and therefore also for .
More precisely, the test function ¢* can be identified with a vertical vector field
V = V% ya, where o = V¢ after pull-back by a section. Furthermore, V¢ has
support in U? after pull-back by a section. For vector fields V = V*¥9, € X(M),
or V. =V%9, + V%, € X(FE), support in U°, or in 771 (U°), means that V and
all derivatives of V* or (V¥ V?), must vanish at U, or 7=1(0U°) (note that the
vector fields must be smooth on M or E).

Now we want to consider the expression in (2.14)) without writing the integral. Let
us define the differential form 7y, € QY(J*E), which is defined as
ny = fa(a:,uﬁd)va(x,uﬁ)dx
and let us also consider the form
falw,ujy(2))p" () dz,
which is defined on M. We pull-back ny by a prolonged section o on F and we get
prko-* [fa(a:,uﬁc])va(x,uﬁ)d:c] = fa(x7uﬁg] (.T))(pa(ﬂf)dx’

where we can observe the relation between the vertical vector field V' and the test
function ¢®. This is exactly the expression in , when writing £,L = f,. Let
us check if the differential form 7y is well-defined. Since dx transforms (because of
the fiber preserving local coordinate transformations) as

Ox ox ox
de = —dy + —dv® = ==d
* oy y+(%5v oy 4
and
oy o’ o’
V = Vaaua =V*| =—=0 _av =V— VP
(8ua vt Ju® B) oue
we get

o’ Oz

ou® Oy v
Therefore, the set of forms 7y is in the sense well-defined under local coordinate
transformations, as we do not get dv®,dvy,...-basis elements after coordinate trans-

formation. Intrinsically, ny is a m*-horizontal 1-form on J¥E. It turns out that 7y
can be written as

ny = foVédr = fzV*°

(2.15)

ny = LW[fa(x,uﬁc])dua A dx], (2.16)
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where W € X(J*E) is a 7*%-projectable vector field such that
T W = V0,
The vector field W is not uniquely determined. For example,
Wi =V = V*0ya +0- ug + ... + 0 - dug,
and
Wa = pr(VO0ue) = V0o + (DeV)Dug + oo + (DyV) g, (2.17)

define the same 7. Most of the time we will use W = prfV. This is because for
the variational weak formulation we apply pr®V to L and only the component V°
(or ¢*) occurs in (2.14]) because of partial integration.

Equation ([2.16)) motivates the definition of the differential form
A= fudu® Ndr € Q*(JFE), (2.18)
which is called a source form. In the case of PDEs, we define
A= fodu® Ndz' A Ndx" € QUTHIRE). (2.19)

Definition 2.3.1. Any (n + 1)-form on J*E (here n = 1) which is 7%°-horizontal
and 1-contact is called source form and usually we write A for it.

For example, see (Kru97b, p.37), where it is called dynamical form (in case of
classical mechanics) or see (AP94] p.197). In local coordinates, source forms can be
written as we did in (2.18)) or as

A = £,0%A dz.

Note that it is not sufficient to define source forms as elements in QV(J*E), since
then, for example, f,0% A dr would also be allowed, but this form is not 7%°-
horizontal. Roughly speaking, source forms represent differential equations via weak
formulations. One can easily check that the local coordinate representation is well
defined, since the transformation of coordinates is

A= fodu® Adz = f, (8“ dy+ 2 g ) <a‘”d +@dm) -

ovP 0 ovv
ou® 0
- fai—mdvﬁ Ady = fadv® A dy, (2.20)
where 88”; = 0 because of fiber preserving local coordinate transformations. Now we

are able to give a reformulation of equation (2.12)), which can be written as
(0" 0) (1perA) = 0

for all projectable and 7-vertical vector fields V' on E. In this notation, the section
o is the solution of the differential equation.
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2.3. Differential Equations, Weak Formulations and Source Forms

Proposition 2.3.2. The differential equation fa(:v,ui](x)) = 0 is equivalent to
i) pro*(pry (fadu® Adx)] =0 for all m-vertical V € X(E),
ii) pro*[uw (fodu® A dz)] =0 for all 7% -vertical W € X(J*E).

Let us say a few more words about the definition of source form, since it is a very
fundamental object in Theorem [1.0.2] and [1.0.3] As we explained, source forms
represent differential equations via weak formulations. But, even more, the source
form implies a transformation property for the differential equation f, = 0. When
we start with a source form and extract the equation f, = 0 in local coordinates,
then this is clear, since in another local coordinate system we get the equation
fag%;g—z = 0. However, when we start with an equation f, = 0, then it is problematic
to assign a corresponding source form. Usually, a differential equations is written
down in local coordinates as an equation of the form

and usually it means that f, are scalar equations (they do not transform under the
indices «). The definition of source form however tells us exactly how to transform
the components of f, (this is also partially indicated by the lower index «) and f,
transforms like

ou® Ox
fo — fawa—y, (2.21)

as we saw in ([2.20)). Therefore, when we assign to an arbitrary system of differential
equations f, = 0 a source form A, then we force a special transformation property
of that f,.

Note that only for differential equations, where a = 1,2,...,m, we can assign a source
form. For example, in the classical formulation of Maxwell’s equations, we have
the electromagnetic field E,B. Maxwell’s equations are eight equations with six
unknowns FE,B. Therefore, we cannot assign a source form to Maxwell’s equations
(so easily). But, if we consider the formulation with the vector potential A,, then
we can assign a source form and even more, the equations are variational.

Note that assigning a source form to a given differential equation is not problematic
from the solution point of view. Since f, = 0 and

ou® Ox
a————=20 2.22
J ovP Oy (2:22)
have the same solutions, because the fiber coordinate transformation is a diffeomor-
phism (otherwise Proposition would not make sense). Solutions are sections
in F and they are defined independently of local coordinates. But, the symmetries
of m scalar equations f, = 0 and the equations we get from source forms A, are
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2. Definition of the Basic Objects and Ideas Behind Them

different in general. We will come back to this later, when we have precisely defined
what we mean by a symmetry.

Note that there is no unique way how to assign a source form to a given differ-
ential equation. For example, let
fi
= = O
I (f2

be a system of differential equations. Then we can assign
A; = frdu' Adx + fodu® A dx
or
Ay = fodu* Adx + fidu® A de.

The source form A; might be variational, but the source form As; might not be
variational (see Proposition for the definition of variational source forms).

In the following, we always have the situation where we have a source form from the
beginning or where we assigned a source form to a given system of m equations. We
do not have to say how we actually assigned it. The assumptions in Theorem [1.0.2]
and do not rely on this information. These theorems are statements about
a given source form. If one assigns another source form to a given system of m
equations then it is a statement about this other source form.

2.4. Variational Equations and the Variational
Sequence

A variational functional is a map I : S — R,

I(u) :== /QO L(z,ufy(z))dr, (2.23)

where S is a suitable space for the functions u (or sections o). For example, S =
{u € C®(Q° : ulpgo = 0}. The Lagrangian L is given and usually one wants to
minimize or maximise the functional I, that is, to find the extremals u. Note that
since [ is a functional, which depends non-locally on u and also on derivatives of u,
sometimes it is better to write I[u] instead of I(u) to indicate the more complicated
dependency. In the following, we also write

I(o) == /UO pr*o*(Ldx) (2.24)
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2.4. Variational Equations and the Variational Sequence

and it is the same as , when identifying the section o with u(x). We also write
U ¢ M for the corresponding Q° C R in local coordinates.

As we saw in the introduction, extremizing the functional I leads to the Euler-
Lagrange equations. For simplicity, at the beginning we only consider first order
Lagrangians L = L(xz,u®u$) and corresponding variational equations of the form

fa == (8ua — Dxaug)[/ - 0 (225)

The operator 9y« — D,0ye will be needed quite often. For higher order expressions
we define

Eo 1= Oye — DyOyo + D20y £ ...+ (—=1)"D%0

e (2.26)
and we call it the Euler-Lagrange operator of order k. The coordinate invari-
ance of this operator will be shown below. When we consider differential equations,
we are in the field of functional analysis, which is dealing with co-dimensional spaces.
We say oo-dimensional spaces, since the space S is oo-dimensional.

In the following, we want to understand the geometric meaning of variational
equations and how they differ from general differential equations. For example, in

the case of 0-th order Lagrangian L = L(z,u®), (2.25) becomes
fo = Lyo = (VL),, (2.27)

where V = (9,1,...,0,m) is the gradient of the u®-coordinates (the vertical coordi-
nates). At least in this case, variational equations are exactly described by vector
fields f, on E (given in local coordinates in the components f,), which can be
written as gradients. Or in the language of differential forms, they correspond to
1-forms, which are (locally) exact. This picture also holds for higher order jet co-
ordinates and we want to investigate it in more detail. To understand this picture,
we first consider finite dimensional spaces.

Finite dimensional space R™: Let ¢ : R® — R be a function (instead of a functional
I). To find the extremals of ¢, we have to consider the equation

%Qﬁ(w +tv) =< Vo(z),v >=0,

where t € R, v € R" and < .,. > denotes the Euclidian scalar product. More
generally, when we do not have a vector space structure and when we are not able
to write x + tv: Let 44 be any smooth curve in R™ (or some other manifold) such
that v = = and (£7)()|=o = v(z), then we can write

(L,0)(x) =< Vo(x),v(x) >= dp,(v) =0, forall v e X(R"),

where £, denotes the Lie derivative with respect to the vector field v.
A vector field w in R™ can be written as a gradient field V¢ for some function ¢
in R" if
(Lo@)(x) =< V(x)v(x) >=<w(x)v(z) >,
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for all vector fields v in R™ and for all z € R™ (this is just a reformulation, for
example, we take v = ¢;, where ¢; are the canonical unit vectors). On a general
manifold we do not have a gradient operator V or canonical scalar product, but
we do have the concept of differential d¢ and interior product ¢. Therefore, more
generally we can say: A differential 1-form w € Q! can be written as d¢ for some
function ¢ if

LyW = £v¢ = (d¢) (U)7 (228)

for all vector fields v on that manifold.

Infinite dimensional analog in the calculus of variations: Let o be a section in £ and
v a 1-parameter family of sections such that v,—y = 0. Let us assume that v, = ¢;00
for some flow ¢; and (%(bt)’t:o =V, where V is a vertical vector field on E and
suppV C 7~ 1(U°). Then we define

(Lo D)) = 1m0 = 81(0:V) =

(L)Y > o= / prh e [(EaL)Voda]. (2.29)
UO

Note that the expressions in the scalar product < .,. > in have to be pull-
backed by a section o, otherwise the integral does not make sense. We did not
write the pull-back for simplicity and because it is more important to understand
the structure here. Let us further consider a weak formulation

K(o; V) :—/ prka*(favadx) =< fa,V* >p1200) .
Uo
Then f, (or K) is variational if there exists a functional I such that
K(o,V) =< fo,V* >20)=< (EaL),V* >2poy= 61(0; V) (2.30)
for all vertical vector fields V on E and suppV C 7= }(UY).

Local differential geometry on J*E approach: Instead of working with the integral
in ([2.24]), we also want to work with the differential form

A = L(z,ufy)dz, (2.31)

which is called Lagrange form. It can be invariantly characterized in the following
way:

Definition 2.4.1. Any n-form (here n = 1) on J*E which is w*-horizontal is called
Lagrange form of order k.
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This definition can be found in (Kru97bl p.37). In local coordinates, such forms
are exactly described by the expression in and they only include the dz-basis
elements (no du;-terms are allowed). Since L is not a function and transforms more
complicated, we will call it Lagrangian.

What we should be careful about the local diff. geom. on J*E approach: We would
probably assume, or let us say this is what we hope, that

Lo (Ldr) = (E,L)Vdx ? (2.32)
or even

d(Ldx) = (E,L)du® N dx ? (2.33)
but this is wrong for at least two reasons:

e The integral in (2.29) has a non-trivial kernel.

e We have to pull-back (2.32)) and ([2.33) by a section when we want to get (2.29))
and the pull-back also has a non-trivial kernel, namely contact forms.

To understand that (2.32) and ([2.33) is not satisfied and how it should be correctly,
let us investigate the following: Let L = L(z,u,u,) and V a projectable vector field:

Lo (Ldzr) =

= (Lo Ll)de + LL,ydr =

= (L, V*+ L,V*+ L, D, V*)dx + LV} dx =

= (L,V"+ Ly, D, V*)dx + D, (LV?®)dx =

= (Ly — DyLy,)V"dx + Dy (L, V" + LV®) dz =

[ J/

A
= (EL)V'dz + (Ap + ug Ay + ugr Ay, )da =
= (EL)V'dz + Apdx + Ay(upde — du) + Ay, (ugedr — duy) + Aydu + A, du, =
= (EL)V'dx + A,© + A,, 0, + dA. (2.34)

It is clear that the contact forms A,0 and A, ©, vanish if we pull-back them by a
section and it is also clear that

/ prfo*(dA) = 0
Uo

for all projectable vector fields V € X(F) and suppV C 7 }(UY), since A, and
therefore also dA, depend linearly on V* V" and derivatives of V* V* These are
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the two points which we mentioned above. We can do a similar calculation with the
left hand side of and we get
d(Ldz) = (Lydu + L, du,) N dx =
= Lydu A dx + L, d(u,dx) =
= Lydu ANdzx + L, d(—du + u,dz) =
= LyduNdx — L, dO" =
= Lydu A dx — d(L,,©") + (dL,,) N O" =
= Lydu AN dx — d(L,,0") + (Dy Ly, dx + Ly, ©" + Ly, 0O8) N O =
= (EL)du A dx + d(1-contact) + (2-contact). (2.35)

Therefore, d maps the Lagrange form Ldx to the Euler-Lagrange source form
(EL)du A dx

modulo d(1-contact) and 2-contact forms. In the quotient spaces of the variational
sequence these terms are considered to be zero. Very roughly speaking, d maps Ldx
to the Euler-Lagrange source form (EL)du A dzx. See (Ku04) [Kru97a) for further
details.

Now we want to understand the meaning of the identities ) and -
without doing the calculation. Let us consider the first Varlatlon Wthh can be
written as

d
0 (o; V) = 7 /UO prfyt (Ldz)|i—o = /UO prfo*[(L V" + Ly, D, V")dx] =

_ /U prto?[(EL)V"da]. (2.36)

Here v; is a 1-parameter family of sections such that v—o = o, %%\tzo =V and
V € X(F) is vertical and suppV C 7 }(U°). Without writing the integral and
pull-back by a section in (2.36]) we get basically two expressions
(L,V*+ Ly, D, V*)dx = 1y [(Lydu + Ly, du,) A dx]  and
(EL)V'dx = tpv[(EL)du A dz,
which both can be identified with the the first variation 6/. They only differ by a
total derivative, which vanishes when integrated, and a contact form, which vanishes
when pull-backed by a section. Neglecting ¢,,v/, these two expressions are
(Lydu + Ly, du,)Adz  and (2.37)
(EL)duNdx (2.38)
and they should be equivalent in some sense. Indeed, (2.37) and (2.38) are two

different representations in the same equivalence class in the variational sequence
and we can write

[(Ludu + Ly du,) A dzx] = [(EL)du A dx],
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where the brackets [...] denote equivalence class. We can also write it as
[d(Ldx)] = [(EL)du A dx],

what we roughly mentioned above. This is one example, which impressively shows,
that it makes a lot of sense to use equivalence classes and develop objects like the
variational sequence.

Actually, there are at least two ways how to define the Euler-Lagrange mapping
E. The first way is to use equivalence classes and the operator d as we discussed
above. A second way is to use interior Euler-operators, especially when considering
infinite jet spaces and the Bicomplex in (And89). The interior Euler-operator is
a projective operator. Roughly speaking, the interior Euler-operator chooses the
representative (2.38), which is in some sense special (VUI3, p.1) (that is why it
is usually identified with the first variation). We will neither need the variational
sequence or Bicomplex essentially to solve Takens’ problem and one can find further
information in (Ku04, [Kru97a, [And89). We would need more space to introduce
these objects here in detail and for us the ideas are more important.

Without referring to the variational sequence or Bicomplex, the question for us,
how to define variational expressions f, invariantly, without the integral in ([2.30)),
is still open and we will solve it now. Intuitively, we would of course define it as: f,
is (locally) variational if there exists a Lagrangian L such that

£, =&, L.

We basically have to show that this is well defined and independent of the choice of
local coordinates.

Note that to write the first variation 67 in the form [(&,L)V“dx makes sense and
it is the way one usually writes it. But, for example, for the second variation 621
we cannot find a similar expression in the following sense: We cannot partially inte-
grate such that there are no D,V D2V .. -terms. That is, we cannot shift all total
derivatives on V* to other terms. For example, let us consider L = (u? 4 u2), then

PI(o; V) = /

ek (S[(V)? + (D,V*)de)
Uo

and there is no way to write §21 without total derivatives D, on some of the V-
terms. It seems that partial integration technique can be used very powerful for
the first variation, but it is not such powerful for higher variations when we have
non-linear expressions in V*.

Now let us define in local coordinates what we mean by a variational source form.
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The definition is straightforward and we only have to check that the definition is
independent of the choice of local coordinates. The following proposition is also a
definition:

Proposition 2.4.2 (Definition). Let A = f,du® Adz be a source form on J*E. We
say that A is locally variational if for each p € E there exist a neighbourhood
U C E, a Lagrange form A\ = Ldx on (7*°)~1(U) C J*E of order | < k, and local
coordinates on (7*°)"H(U) C J*E, such that we can write

A = [(Oye — DyOyo + D20y, + ...(—1)lDfC(‘9u?l))L]du°‘ Adx  on (7*0)"HU).
(2.39)

The expression in (2.39) is independent of the choice of local coordinates. If there
exists a globally defined Lagrange form X\ = Ldx on J*E such that A can be written
as (2.39), then we say A is globally variational.

If A is variational then we also write A = E()), where E is the (formal) Euler-
Lagrange operator which leads to the expression in (2.39). Whether there exists a
Lagrangian L of the same order as f,, or lower order, or any order, is a different
question and we do not want to discuss it here in detail. Let us only note that
we can always lift a Lagrangian L defined on J'E to a Lagrangian defined on J*E
such that Ldx and A are defined in the same space J*E. When the order of Ldz is
greater than A then we can lift A such that Ldx and A are defined in the same jet
space. Later, we will construct a Lagrangian with the help of homotopy formulas
such that Ldx and A have the same order. We will also show that we can always
add a term D,A to L which leads to the same expression f,. By adding this term,
the order of the equivalent Lagrangian L := L + D,A can always be increased to
arbitrary order, but this is a technical detail at this point.

The invariance of variational expressions (or source forms) can be understood in
two ways. First, doing local coordinate transformations of the corresponding func-
tional /. Then the extremals are again described by (the same) functional in these
new local coordinates. When extremizing a functional, this always leads to to Euler-
Lagrange equations in the corresponding local coordinates. Then it is also clear that
the Lagrangian L transforms according to Ldxz. More precisely, let us consider

o) = | Mea@ante)ds = [ L)oo,

Q

then the section o € T'(F) extremizes [ if and only if the corresponding sections in
local coordinates u(x) and v(y) satisfy the corresponding Euler-Lagrange equation.
Since we are defining variational through source forms (pure local differential ge-
ometry on J*E) and not through functionals I, the question basically is: How are
source forms related to weak formulations of differential equations and one has to
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2.4. Variational Equations and the Variational Sequence

understand this in detail, what we did in (2.30) and what is completely in analogy
to (2.28)).

The second way how to show the invariance is simply to consider local coordi-
nate transformations. We will do that below. Note that even if the combinations
D,d,,,D%0,,, and so on in look pretty specific and somehow invariant (in x),
it is actually non-trivial to show it, since we also need to consider the specific plus-
minus-combinations. Without mentioning the relation to the variational functional
I, it would probably be quite surprising to find out that the coordinate expression
of variational source forms is invariant. Note that, for example, f,(x)dz is invariant
since it is the differential df at the point x. But L, (x,u,u,)du A dz is not invariantly
defined on J'E, even the combination (9,L)du looks invariant. See Proposition
below and how to transform 8, on J*E. The expression L, (z,u)du A dz is
invariantly defined on F or on J'E.

Note that if a source form is locally variational then it is not necessarily globally
variational and the Lagrangian L may not exist globally (see Section 4.1 and 6th
counter example).

This is a good point where we can discuss local coordinate transformations on fiber
bundles in more detail. These transformations are important in many situations
and we get the following proposition:

Proposition 2.4.3. Let 7 : E — M be a fiber bundle, where n,m = 1. Coordinate
transformations of the coordinates (z,u,uz,uy,), vector fields 0,,0y,0u,,0u,., total
derivative D,, differential forms dx,du,du,,du,, and contact forms ©,0,,0,, are as
follows:

y y(x)
v , av(%U) ,
- ox ( ov ov =
Uy a%(ax""urau)
9%z (v v oz 9%v 9%v 2 9%v v
“uy o (5 tuagy) + (8_y> <m + 2o gy T Uagr “m%)
Yy
v
e @ ,
R Tl
z z
Oy v vy vy
az dxr Ox éﬂx ox ay
o 0 v vy Ouyy o 9
u — du g_u aau v D. = —yD
D, 0 0 Suw fw||g, | TrT g
w s g |\ o
8Uzz 0 O 0 4 avyy

47



2. Definition of the Basic Objects and Ideas Behind Them

ozx
dr 5y 0 0 0 dy
o) e}
du B BB_Z 83—1; 80 0 dv
T e Ous Ous
dug aay 881; 8avy ) 0 du,
du Uzx Uz Uz Uz d/U
e Oy v Ovy Ovyy vy
P ~
e 5% 0 0 ©
Uy Oug ~
O, = v vy 0 @y )
rx ov Ovy Ovyy Yy

Ay v Ovy  Ovyy
where 0z’ 0u’ Ouy ) Ougy

# 0 and furthermore

v,
Oou,

_ O0x0v  Ouy (8x> ov

T oy ou’ dy ) ou (240)

Uy

We see here that the transformations for v,, and higher order coordinates can get
very complicated and usually we should avoid these explicit expression. However,
the highest order coordinate dependencies are quite simple and described by ([2.40))
and similar expressions for higher order. In the highest order coordinates, here in
Uzz,Uyy, We have affine linear dependencies. Furthermore, we have a polynomial
structure for lower order coordinate dependencies, except for (z,u) and (y,v).

Let (z,u,tg,...,uw)) and (y,0,0y,...,04)) be two local coordinate systems on JE.
It follows that the dependencies are

7U(k))7

x(:y)v u(?J?U); ux(yavavy)r“a U(k) (yavavyr“

simply by the fact that J'E are jet spaces with projections 7%/ 7% 7% and that we

need fiber preserving coordinate transformations for every 0 < [ < k and every k.
Moreover, the transformations on J¥E are induced by the transformations on E.
The charts for higher order coordinates are also called associated charts (Kru97b,
p.30), since we can construct these charts from the charts on E.

In the following, sometimes it is helpful to distinguish between the coordinates
(z,u), (y,v) and the mappings between these coordinates. Let 1) and ¢ be the maps
between these coordinates, i.e.

()= (o) ()= (o)

r=11(y) = vi(P1()), w=1a(y,v) = Ya(d1(z),d2(z,1)),
y=o1(x ) 01(¥1(y), v = ga(x,u) = Ga(Y1(y),tha(y,v)),
w (@) ¢ xu)a ¢ O ’gb = id(y,v)- (241)
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2.4. Variational Equations and the Variational Sequence

When there is no danger of confusion then we also use the shorter notation

877[)1 ox

r=Yi(y) = z(y), E

and so on. We also do not write where they are evaluated, that is, we do not write
8%—(5), we only write g—z (all expressions are clearly defined by this notation).
Locally, the structure of a fibre bundle is one to one coded in the coordinate
transformations . For global properties we have to know all charts.
The transformation on E is completely described by and there is nothing
more to say about that. However, for J'E, J2E and so on, there are induced trans-

formations (associated charts) and we want to investigate them.

Proof of Proposition 2.4.3} A point in J'E, written as [0]1(q), is by definition an
equivalence class of local sections at ¢ € M (up to first order). Let o € I'(E) be a
representative of that point and (x,u(x)) the corresponding local coordinate section.
We also write (xg,u,u,,) for the point [o]1(q) and ¢°(q) = zo. We fix this (local)
section u(z) and vary z in a small neighborhood of zy. For any z in this small
neighbourhood, we get

<¢2<¢5%>> - (@wl(y)i(wl(y)))) - <viyy>) ’

that is, a local section in the (y,v)-coordinate system. Then we get the coordinate v,
as follows (since v, defines the equivalence class of sections in the (y,v)-coordinate
system up to first order)

vy(2,u(),ue (7)) = Oya(,u(r)) =

_8% 8¢2+8u8¢2 _@ @—ku@ .

Oy \OYy O, Ou ) Oy \Ox “ou)
ox ox

- a_y<vx + uz’vu) - a_nyva

where we have to evaluate the expression at x = zy. Note that we actually do not
have to use D, in the last expression to write down the coordinate transformations,
but this notation will be helpful later and it is reasonable to use it here (D,v actually
means (D,v)(z), and as we said above, we do not always write the evaluation at x).
This can be done for all sections u(z) in the same equivalence class, since they agree
up to first order and deliver the same point (zg,u,u,,) at ©°(q) = x. Therefore, we
get the transformation for the coordinates (z,u,u,) — (y,v,v,). The whole transfor-
mation is induced by the local coordinate transformation on E. Similar calculations
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2. Definition of the Basic Objects and Ideas Behind Them

can be done for higher order coordinates. For v, we get
Uy (2,0() Uy (2) Uy () = 0y Oyp2(z,u(x)) =
=D, [% (vy + uxvu)} =
Pz
=3
O

a 2
:_(Ux + uxvu) + (a_x) (Uxac + QUxeu + uivuu + uxxvu) =
Y

T LB A 2 @+2u O +u28%+u il
oy \ox  “Ou dy Ox? TO0xOu T Oou? Tou )

Higher order coordinates are probably best describe by the total derivative operator
D,, see property (2.10). For example, v,, = g—ZDI(g—ZDzv) and v is considered to
be a function depending on z and u and D, increases the order by one. For v, we
have to write

+ Ugvy) + Ou 2D( + Uy, ) =
Um umvu ay x U:L‘ Uwvu -

or _ Ox ox

=—D,—D,..—D,wv.
BT gy oy oy
k—‘c?;les
Then the partial derivatives 9,,0,,0,,,0,, transform as
0 dy v 8vy Ovy,
%= = aa” T oe? T o Ot gy O
g 0Oy ov vy Ovyy
"= o ou” "o T G P T Ty P
=0
0 Oy ov v, Ovyy
O = By = 00, T 90, T o, T By O
=0
0 oy ov v, Ovyy
O = Bur ~ Buge 8uma Btz T Bty
=0

and similar for higher order partial derivatives. Note that we do not write down the
.. . O'Uyy . .

explicit expressions for =% and so on, since they are complicated. Now we use the

transformations for the coordinates and 0,,0,,0,,,... and we can write

_ <@a FLCPN %avy) tu (a“a 4 a”yavy) +uma—ffi =

ox Y Ox oz 0 0 Ou, Ov,
Oy ov ov v, vy v, oy
= —v =Ip
=900t (83: “‘”au) %+ (a ey Ty, ) O = 5 D
:%Uy :Dﬂcvy:%D;’;:%%y (%)
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2.4. Variational Equations and the Variational Sequence

where (%) can be seen by induction (especially for higher order coordinates). The
calculation for dx,du,... can be done in a similar way and we get

ox ox ox

dr = —dy + —d d

oy y—l—a U+8vy vy +

=0

ou ou ou
du = —dy + —d d

oy T o T gg,

=0

du, = d d d —2d
“ dy vt v v vy Uy F (%yy Vuy

For the contact forms we get

O =du — u,dx = (audy audv) — @ ((9u + v 8u) (%cdy =

) o ar \ay ' “ou ) oy
ou ou ~
=5 (dv —v,dy) = (%@

To compute the transformation for ©, we first consider

dy
Ugy = Dyplly, = %Dyux =

8y (8% ou, O, >

T ox oy + ov
and then

O, =duy — Uy, dr =

B 8u$d +6u$d +8uzd 0y aux+8uxv+8u$v %d B
oy T o ov," ") "oz \ay " ov ¥ au, ") oy T

8u$ u,,
=3, (dv — v,dy) + 5 — (dvy, — vy, dy)
Uy
Ouy ~ Ou, ~
y

This means that the form O, is not invariantly defined, but the combinations in
(2.42) are. Higher order contact forms can be done in a similar and we only write
down ©,,. First, we write

Ay
U3) = Doz, = %Dyuxx =
0y ( Ougy n OUyy n OUyy n OUyy
== v v v
oxr \ 0y ov Y v, Y Oy, ®)
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2. Definition of the Basic Objects and Ideas Behind Them

and then

Oz =dUyy — uydr =

The fact that
8y ov Ov, 8vyy
0z’ Ou’ Ouy Oy

simply follows by the requirement that 2 # 0 and 6” > # 0, since the transformation
on F is a diffeomorphism, the correspondmg J acoblan matrix must be invertible and

9% — (), since we consider fiber bundles. Higher order, like a”” — 929v - () can be
ou Oy Ou ’

reduced to these expressions (as we have shown above). U

£0

Note that the transformation D, = %Dy was probably what we expected, since
D, imitates derivatives of functions which only depend on z (or y), and then the
transformation is given by the standard transformation for derivatives.

Proof of Proposition [2.4.2| (for first order Lagrangians): We simply consider local co-

ordinate transformations and show that the definition is invariant. According to
Proposition [2.4.3, where we can find the transformation of local coordinates, we can

write
au - D:rauz = (@av + %aUy) - @Dy <avya ) =

ou ou Ox Oug "
e v, v, _ Oy Ov,
= 9 T gy <Dzaul,)‘% 0 D, D0,
81 v
=0y ou
[ Oy, v, ov B
) (% b au) Ous ¥ g (O = i) =
(%)
v [ Oyodtx B
ov Jy ox
=——(0,— D —. 2.43
Ou Ox (9, vu) oy (2.43)
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2.4. Variational Equations and the Variational Sequence

In the second and last line in (2.43) we used g—gg—; = 1 (for example, this is not true
9udy — () and therefore one has to be careful with that). Before we continue, let

for Fy%
us prove (x):

v, ov ov Ox Ov
Y _p Y _"Y_pD |22 =
ou “Ou, Ou ’ <0y 0u>
I A I T
ou oy ) ou Oy “ou
Oy, Oy, 0n\Ov dndy ov
- Ou ox Yoy ) ou  Oyodxr You
ov, Oy O*x dv
- . < D —
gu  ordpon P
Oy 0%z Ov
Now we use and we can write
Ov Jy ox
— D0y )L = |=—== D —L =
[(O 2O0ue ) L]du A dx 8u83:(av y&,y)(ay )| du A dx
ox
= [(0y Dy&,y)(a—yL)}dv A dy
O

and we have proven Proposition (2.4.2)) (for first order L and n = m = 1).

We want to finish this part of Section 2.4 with a table of corresponding objects:

classical analysis in R"

oo-dim, calculus of variations

differential geometry

6:R" SR I=[Ldr:S =R X = Ldz € Q(J'E)
x € R™ finite dim. ueS={ueC®: ..} oo-dim. | o €'(E) section
v, VF in R" p®, test function V', vertical VF
d¢,(v) differential 01 (u; ) first variation Loy A
d, exterior derivative 0 or &,, Euler-Lagrange op. E
w € QY R") fa, differential expression A, source form
w=d¢p? fa=ELL7? A=FE\)?

In the above table, VF denotes vector field.

2.4.1. Trivial Lagrangians

Let us start this subsection with the following question: What kind of functions
are in the kernel of the gradient V (or the differential d)? These are the constant

93



2. Definition of the Basic Objects and Ideas Behind Them

functions. What kind of integral functionals are in the kernel of the first variation
07 These are definitely the constant functionals, but are there more than that. The
answer is yes and this will be discussed in this subsection. Let us also consider
the following question: What kind of Lagrangians are in the kernel of the Euler-
Lagrange operator &£,7 These are the constant Lagrangians, but are there more
than that? The answer is again yes. We find immediately out that local coordinate
transformation lead to

0
Ldz = L dy
dy
and this means that every Lagrangian L = L(x), where L only depends on z, is in
the kernel of the Euler-Lagrange operator (which is also easy to see without doing
local coordinate transformation). But this does not completely describe the kernel.

Let us first make a definition, before we further discuss this problem.

Definition 2.4.4. Let A\ = Ldx be a Lagrange form on J*E. If E,L = 0 in some
local coordinates and at all points in J*E, then we call L o trivial Lagrangian
(sometimes called null Lagrangian,).

The fact that this definition is independent of the choice of local coordinates can be
seen from below, £,D, = 0 and locally exact sequences later, or one proves
it directly when transforming the Euler-Lagrange operator £, and L in local coor-
dinates. For the transformation of &, see and L transforms as L = g—gy”L.

How can we find out more about trivial Lagrangians and how they can be
described? According to the relation between Lagrangians L and variational func-
tionals I, we expect that trivial Lagrangians should be described by trivial first
variations

0 (o;V) = /UO pr¥o* Loy (Ldx)] = 0, (2.45)

where (2.45)) is satisfied for all sections o and all vertical vector fields V' on E and
suppV C 7 1(U?).

What we should be careful about the local diff. geom. on J*E approach: We would
probably assume that trivial Lagrangians or Lagrange forms are described by the
equation

Loy (Ldz) =0 or pr*o*[Lyy(Ldr)] =0 (2.46)

for all points in J*E, or for all sections o in F, and all projectable vector fields
V € X(E), suppV C 7 '(U°). But this is not the case. We already see that
compact support of V' is somehow unnecessary in this local description. Note that
the second equation in (2.46)) is the weaker condition, since it implies

Lo (Ldz) = contact form.

54



2.4. Variational Equations and the Variational Sequence

However, the first or the second equation in (2.46)) is not equivalent to 61(o; V) = 0,
since the integral in (2.45]) is missing and it has a non-trivial kernel. If

Lo (Ldz) = dn

for all points in J*E and all projectable V € X(FE), suppV C 7 1(U°) and for
some function 7, then dn must depend linearly on prV and this means that (2.45)
is satisfied. Now, we would probably assume that the equation

Lo (Ldzr) = dn + contact form (2.47)

describes trivial Lagrangians and this is actually true (at least locally). Later, in
Lemma[2.7.1], we will construct a homotopy operator which will completely describe
locally trivial Lagrangians. Here instead we now want to discuss further aspects of
this problem.

Let A be a function on J*E and we set L = D,A as Lagrangian. The corresponding
Lagrange form is A = (D, A)dx. This Lagrange form A is invariantly defined, since
coordinate transformations lead to
y ox
L= (D,N)dx = —=(D,AN)—dy = (D,\)dy. 2.48
(Do)dz = (D, )5 dy = (D,A)dy (2.49)
See Proposition for the transformation of D, and dx. Note that A is a different
function in different local coordinates. More precisely, we should write

A(z,u,...) = Az(y),u(y,v),...) = Ay,v,0,,...),

and therefore (D,A)dx = (D,A)dy. However, when there is no danger of confusion
then we simply write (D,A)dz = (D,A)dy.

Let u(z) € S be a section in local coordinates in an admissible set S in the
calculus of variations and ¢ € S C I'(E) the corresponding section on E in the

corresponding set S (also see (1.6)). In general,
I(o) = / prfo*[(DyA)dz] = (pr¥o*A)|gyo # constant, for all o € S, (2.49)
Uo

since the section ¢ and corresponding section u(x) in local coordinates and deriva-
tives ug(x),uz (1) are not fixed values at the boundary 0U? (for different u € S).
As we mentioned in Section 1.3, in the calculus of variations, perturbations are de-
scribed by test functions (or vertical vector fields) with compact support in some
set U° C M (or in the set (m)7'U°). But there are no further assumptions on
the set S in general. Especially, we do not require fixed boundary conditions for
u € S and derivatives of u. However, for any sections v and ¢ in the set S, where
pr¥y|apo = pr¥olapo, we get that I(v) = I(o) if the Lagrangian is a total derivative
D, A (see ) Furthermore, let 4, € S be a 1-parameter family of sections, such
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that -9 = o and, pr*y;|sp0 = prfo|gpoe for all t € R. Then I(v;) = I(o) for all
t € R, if the Lagrangian is a total derivative and the first variation %1(v;)|;—o must
vanish. Therefore, D,A is a trivial Lagrangian. Note that if the derivative of a
function ¢ : R — R vanishes everywhere, then the function must be constant on
R. In contrast here, if the first variation vanishes everywhere on S, then I does not
have to be constant on the set S. In this sense, functions ¢ defined on R, and inte-
gral functionals I defined on S behave quite differently. We could say that the first
variation only allows perturbations in certain directions of S, whereas the derivative
(or gradient V) of a function ¢ describes perturbations in all directions of R (or
R™).

Let us give a second explanation why D,A is a trivial Lagrangian and let us
go back to the expression . First, we compute (with the help of the standard
decomposition)

(D A)dx =
=Ny + upAy + Uge Ny, + ... + u(kH)Au(k))dx =
=N dx + Ay (upde — du) + Ay, (upedr — duy) + ... + TV (U(rr1)ydr — duy)+
+ (Audu + Aoy, dug + o+ Ay,
=d\ — A,O" — A\, 0O —...— A

k
=dA = Au, O,
1=0

Second, we want to apply the Lie derivative L, on this special Lagrange form.
Note that the Lie derivative £, commutes with the exterior derivative d, since by
Cartan’s formula we get

dU(k)) =
Oy =

U(k)

ﬁprvd = (Lprvd + derV)d =
= derVd =
= d(bprvd + dbprv) = dﬁprv.

Furthermore, for projectable vector fields V' € X(E), the Lie derivative £, applied
to a contact form will again be a contact form, see Proposition [2.2.8] Therefore,

Lo [(DyA)dx] = d(LpvA) + contact form

and this indeed means that (D,A) is a trivial Lagrangian, which satisfies ([2.45]).
Using the Euler-Lagrange operator &,, we get

E.(D.A) =0

for all points in J*E and for all functions A. This is equivalent to saying that the
operator identity £,D, = 0 holds. It turns out that this exactly describes the kernel
of the Euler-Lagrange operator &,.
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2.4. Variational Equations and the Variational Sequence

Lemma 2.4.5. Total derivatives are in the kernel of the Euler-Lagrange operator,
that is, E,D, =0 and L = D,A is a trivial Lagrangian.

To prove Lemma [2.4.5] we need to prove Lemma [2.4.6] first, which might be anyway
of interest in other situations (for example, to prove the Helmholtz conditions later
or to show that the Cartan distribution is non-integrable).

Lemma 2.4.6. We have the following commutator identities for vector fields and
differential operators on J*E

[axaaua ] = 07 [au auﬁ ] = 07 [aanx] = 07 [auo‘aD:c] = 0,

k) (k)7
[augv-D:E] - 8’ua7 [aU%xJDZE] - augﬂ [au‘()‘k)a-D:E] - au((lk—l)’
[Ous,D2] = 2D, 0y,  [Oye ,D2] = Oya + 2Dy 0y (2.50)

Proof of Lemma 2.4.6t It is clear that the partial derivatives 0, and 31@) commute
for all 0 <[ < k. Since the coefficients of D, do not depend on z or u®, it is also
clear that 0,,D, and 0,.,D, commute. That is, we have proven the first line in
(2.50). Then we are considering the identities in the second line in and we
get

= [Oug, ul0us] + [Oug, O + ul, 0,5 + .. + ufk+1)8u§] -

N

-~

=0

The rest of the identities in the second line in (2.50)) are proven in a similar way.
For the third line in (2.50)) we can already use the identities in the second line and
we get

0us,D?] = Qya Dy Dy — D20ye =

and

[Ouz,.»D;] = Oug, Dy = Dy0ug, =
= (Oug + Dalug,) Da — D;0ug, =
= Oy Dy + Dy (Oya + DyOya ) — D20ye, =
= Oue Dy + Dy0yo =
= (Oue + DgOuo) + Dy0yo = Oyo + 2D;0,.
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Note that more general identities, for example [a% ,D?] for arbitrary r,s, are proven
in a similar way and by induction. 0

Proof of Lemma 2.4.5t We use the commutator identities in Lemma [2.4.6] and we
want to bring the operator D, to the left side of all expressions. Then we get a
telescoping sum of the following form

oDy = [Oue = Dylug + D30us, £ .. + (=1)* D305 1D, =
— Da;auoz - Dx(aua + Dwau%) + Di(@u% + Dxaugz) :t +
k Nk —
+(-1) D:c(au?H) + Dxa%) =

= (=)D 8y =0
(k)

The last line vanishes, since the operator &, is applied to Lagrangians of order k
and therefore A must be of order (k — 1), since D, increases the order by one.  [J

Similar telescoping sums also occur in the proof of the Helmholtz conditions later.

Example: The equation f = u,, = 0 is variational and usually one uses L = —%ui
as Lagrangian. The Lagrangians
1
L=—-u2,
2
- 1,
L= Sl + Up Uy

are equivalent and lead to the same differential equation, since the term w,u,, =
1D, (uy)? is a total derivative.

In general, any two Lagrangians L ~ L if L — L = D,A for some function A. This
shows that it is reasonable to consider equivalence classes of Lagrangians denoted by
[L]. In a more general theory, one uses Lagrange forms A = Ldx + dA + (1-contact)
and quotient mappings, where we do not have such trivial Lagrangians, since the
trivial ones are considered to be zero in the quotient space and we get [\] = [Ldz| =
[Ldx + dA + (1-contact)]. This shows once again that it is reasonable to construct
such quotient spaces. Let us consider trivial Lagrange forms (and use the standard
decomposition)

A= (D,A)dx =
= (Ag + up Ay + Uga Ny, + .o+ U Ay, )de =
= A dr + (—Au@ — Augc@g3 — = Au(k)@(k)) + (Audu + ...+ Au(k)dU(k)) =

= dA + (1-contact).

We observe that (D,A)dx and dA+1-contact are in the same trivial equivalence class.
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2.5. The Order of Jet Coordinates, Part I

Let us explain the variational sequence of quotient spaces a bit more detailed. First,
the naive de-Rham sequence in R? can be written as

0— R — C®(R?) -5 X(R?) 24 x(R?) L% C=(R?) — 0.
The actual de-Rham sequence in R? is
0— R — C®(RY) -5 Q'R -5 02(R?) -4 Q3(R?) — 0.
In analogy, in the calculus of variations, we get the naive variational sequence
0= R— C®(JE) 25 (L} 25 (£} — ..
and the actual variational sequence (for n = 1) is the sequence of quotient spaces
0= R— C®(JE) -% QY(JE)/(dC™ + 1-contact) —= Q2/... — ...,

where we wrote JE instead of J*E (but actually the sequence is defined on the finite
jet space). Note that instead of d one usually writes E' for these mappings. Further
information can be found in (Ku04), Kru97al). Also note that a similar sequence can
be defined for the infinite jet space, but there without quotient spaces, see (And89).

2.5. The Order of Jet Coordinates, Part |

To understand how we can use the order of jet coordinates is very important when
we want to solve Takens’ problem and it can also be used in other situations. In this
section, we discuss two examples, where the order of jet coordinates can be used.
These examples connect with the previous section, where we investigated variational
source forms and trivial Lagrangians.

Not every differential equation is variational. For example,
f=u,=0

cannot be written as an Euler-Lagrange equation and here is the idea of the proof:
Let us assume there is a first order Lagrangian L = L(z,u,u,) such that

= Ly — Lyw, — Uy Luu, — tge Lupu, = Us. (2.51)

Equation (2.51)) must hold for every point (x,u,u,,u,,) in J?E. Since L and therefore
Ly, Lyw,, Luyu,, Ly, only depend on (z,u,u,), and on the right hand side of (2.51)
there does not occur the u,,-coordinate, the term

Ly, =0
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2. Definition of the Basic Objects and Ideas Behind Them

must vanish. The vanishing of this term forces L = A(z,u) + u,B(z,u) for some
functions A, B, simply by integrating the condition two times. Now we plug this L

again in equation (2.51)) and we get

= A, +u,B,— B, —u,B, =

— A, — B, = u,. (2.52)

Since the left hand side of does not depend on u,, this equation cannot be
satisfied, and therefore the equation is not variational. If we want to do a complete
proof, we also have to show that there are no higher order Lagrangians which satisfy
(2.51)) and this is not very complicated (one can do it as an exercise).

The main feature in the proof was basically to discuss the coordinates (uy,uz;)
in equation (2.51)). That is, we discussed that there cannot be second order ;-
coordinates in this equation and later that there cannot be u,-coordinates. We call
these kinds of discussions the order discussion and it is also a very fundamental
technique when solving Takens’ problem. The fact that f = u, is not variational
can also be proven in a some sense different way, namely, to show that f = u, does
not satisfy the Helmholtz conditions which will be shown later.

We want to present another very simple example, where the discussion of order
can be used. Not every Lagrangian is a trivial Lagrangian. For example, L = u?
is not a trivial Lagrangian. In this small paragraph, we assume that every trivial
Lagrangian can be written as a total derivative D,A for some function A (the ex-
actness of the variational sequence will be proven later, we could also say that not
every function is a total derivative). The first way how to prove this is that Eu2 # 0.
The second way is that we consider the equation

L=u?=D,A
and we show that it has no solution. Let A be of order k then

L=u2= DA = Ay + ey + thga D, + o + ugesnyA (2.53)

RON

Since the left hand side in ([2.53) does not depend on the w;1)-coordinate, it must
vanish on the right hand side and this means

A 0.

Uky —

This equation tells us that A is not of order k, but of order kK — 1. Then we can
repeat the argument until we get A is of order zero, i.e. A = A(z,u). Again, we plug
this A into (2.53)) and we get

L=u? L D, A = A (z,u) + ug Ay (x,u),
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2.6. Integrability- and Helmholtz Conditions

but this equation cannot be satisfied, since the right hand side is affine linear in u,,
but the left hand side depends quadratically on u,. Therefore, L = u2 cannot be
written as a total derivative and therefore is not a trivial Lagrangian.

In Takens’ problem, we will use this sort of technique in a more complicated situa-
tion, but the idea is the same as here. Also integrating simple differential equations,
like Au(k) =0, or L, ., =0, get a result, and plug the result again into the initial
equation is used, when solving Takens’ problem.

2.6. Integrability- and Helmholtz Conditions

Let us start this section with the following question: Is there a general condition
which shows if an equation, or better a source form, is variational, or is not varia-
tional? We did the calculation above for the example f = u,, but here we want to
find a second approach, in a more general situation. We already explained the cor-
respondence between variational equations in infinite dimensional spaces and vector
fields in R™, which can be written as gradients, or 1-forms, which are (locally) ex-
act. Now this will be investigated in more detail and we will find a general condition
which gives the answer to the above question.

In the first part of this section (in Subsection 2.6.1), we motivate the Helmholtz
conditions and we also deliver a proof why these conditions have to be satisfied for
variational source forms. In the second part (in Subsection 2.6.2), we deliver an
alternative proof which is more or less a straightforward calculation without using
all the ideas from Subsection 2.6.1

2.6.1. Motivation and Proof of the Helmholtz Conditions

Again, let us first start with the finite dimensional analog in R™. More precisely,
let us consider a manifold N of dimension n. Let w € Q'(N) and we want to find
out: Under which conditions is is w exact, that is, w = d¢ for some function ¢? A
necessary and locally sufficient condition is dw = 0. Let us write w as

w =widzt + wodr? + ... + wyda™,

then dw = 0 is equivalent to
Owr  Owy
dxl  Oxk
2As I found out later, the approach in Subsection 2.6.1 is probably the best way to prove the

Helmholtz conditions, since the method which is explained there can also be applied for PDE’s
of higher order, whereas the calculations in Subsection 2.6.2 can get very complicated.

=0, forall ki=12,..n (2.54)
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2. Definition of the Basic Objects and Ideas Behind Them

and usually these are known as the integrability conditions. On infinite di-
mensional manifolds, like in the calculus of variations, we do not have an exterior
derivative operator d yet. But we have the concept of Lie derivative and interior
product and the Lie derivative is connected with d through Cartan’s formula

EV = Lvd + dLv.

We can use this identity to construct an operator d. To construct such an operator
d on infinite dimensional spaces, we need the following characterization of d:

Proposition 2.6.1. Let w € QY(N) and V,W wvector fields on N. Then:
Z) ﬁv(LWw) = Lwﬁvw + Ly,ww.

Z’L) wavdw = (EvLW — Eva>w — L[V,W]w'

Z’LZ) wavdw = (EvbW — Lvﬁw)w.

For the reader who is more familiar with vector fields than differential forms: The
use of the identities in Proposition can be understood very easily, when rewrit-

ing ([2.54)) slightly differently. Let us consider N = R" for simplicity and @ is a
vector field on N, i.e.

w= (2)161 + (:)262 + ...+ @nen,

where e, are the canonical unit vectors (vector fields) in R", and @y are the coef-
ficients of the vector field. We can use the Euclidian scalar product and we can
write
O:%—%: < @,e > —0 < 0,6 >=
=< Opw,ep, > — < Oppl,e] >=
=< Opu,ep > —0p < W,e; >=

=L, <wer>—-L., <w,e >, forall kil=12,.n,
where the commutator [eg,e;] = 0, for constant vector fields ex,e;. Note that @ is the

corresponding vector field to w, that is, @ = w*, where # is the sharp isomorphism.
The general formula for non-commuting vector fields is

0=Ly <wo,W>—-Ly <,V >—-<a[VW]>, Vvector fields V.IW, (2.55)

which can be easily checked and this is basically one of the identities in Proposition
2.6.1. More generally, instead of the Euclidian scalar product in R", we have the
interior product .

Proof of Proposition 2.6.1} Statement ) follows by direct computation in local co-
ordinates and one can use Cartan’s formula Ly = tyd + duy for 1-forms. We only
prove it for dimN = 2, where w = w;dx®, V = V0, W = W9,:. We get
£V(wa) = EV(wZWZ) =
= (Lvw) W' + wi(Ly W) (2.56)
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2.6. Integrability- and Helmholtz Conditions

and on the other hand

twLlyw = 1w (yd + diy)w =
ZLW[Lv(wszde Adx' + wy gadzt A dz?) + d(w; V)] =
=iy [ty (Wopr — Wi g2)da’ A da®] + Ly (w V') =
=iy [(Wopr — Wi 42)(Vda? — V3da")] + Ly (V') =
=(wo,z1 — Wl,x2)(V1W2 — VAW + Ly (i V! +wpV?) =
=Wy 1 VIW? — Wy t VAW — ) 2 VIW? 4w o VW
w1 g WV w2 W2V 4 w0y a W2 w0y 2 W2V 4w Ly V4 wn Ly V=
=wy 1 VIW? + w2 VW4
w1t WVt wo 2 W2V2 + w0 Ly V4 o Ly V2 =
=W?Lyws + W' Lyw; + wi Ly V' + wo Ly V? =
=W'Lyw; +w Ly V" (2.57)

When we add the term

Lv,w)w :L(vai)axi_(ﬁwvi)axiwl'dxi =
=(LyW"w; — (Lw V" )wi

to (2.57) then we get the expression (2.56). The statement ii) follows by i) and
Cartan’s formula, i.e.

twiydw = 1w (Ly — diy)w =
= ﬁv(bww) — L[V,W] — Lwd(LVw) =

= ,Cv<LWw) — L[ij] — EW(L\/(,U).

The statement ¢ii) follows by ) and i), i.e.

(Lviw — Lwiv)w — tyww = [Lviw — (twlw + ywv))w — Lyww =

= (,vaw - Lvﬁw)w.
Therefore, we have proven Proposition [2.6.1] 0

We also need the following proposition:

Proposition 2.6.2. Let w € QY(N). The following statements are equivalent:
i) dw = 0.

i) twiydw =0 for all VW € X(N).

i11) (Lyviw — Lwiv)w — tyww = 0 for all VW € X(N).

i) (Lviw — v Lw)w =0 for all V.W € X(N).
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2. Definition of the Basic Objects and Ideas Behind Them

Proof: By definition of differential forms, the equivalence in ¢) and i) is clear. The
rest follows by Proposition [2.6.1 U

Now we want to investigate the infinite dimensional analog in the calculus of varia-
tions. Proposition [2.6.1] and [2.6.2] will be needed there. In the infinite dimensional
case, we have the concept of flow and Lie derivative. This allows us to find similar
conditions, as the integrability conditions, without having the operator d, or we
could even define an operator d if we want. Further information can be found in

(And89, p.68).

The infinite dimensional analog in calculus of variations: To be able to formulate
the integrability conditions for the infinite dimensional case, we need a definition
for Lie derivative of integral functionals. The Lie derivative uses the concept of flow
of a vector field. Since integral functionals are integrals over sets U® C M, we have
to define how to transform such sets by flows. In the following, U’ C M is always
an open set such that the closure U° C M is compact. Compact support in U°, or
7~ 1(U"), means for vector fields V = V7?9, € X(M), or V = V79, + V0 € X(F),
that V' and all derivatives of V%, or (V= V%), must vanish at OU°, or 7=1(9U") (note
that the vector fields must be smooth on M or E).

Definition 2.6.3. Let V' be a projectable vector field on E and ¢, the corresponding
flow. Furthermore, let ¢ be the flow of w,V. Then we define $YU° := {q € M : q =

#(q), for all g € U},

Note that the first variation §/(o; V') can be considered as a Lie derivative of I with
respect to the (vertical) vector field V' at a point ¢ and it is reasonable to write it
as LpvI. The more general definition for projectable vector fields is the following:

Definition 2.6.4. Let I = [ Ldx be an integral functional, o € T'(E) a section and
V € X(E) a projectable vector field. Furthermore, let ¢; be the flow of V, ¢? the
flow of m,V and U° C M (the flow is always defined for small t € R). Then we
define

HlI(0)] = (6u]) (G000 d,) = / pr*(gr 0 00 ¢0,)* (L),

U0
d

(Lo 1)(0) = &

/ (0000 (Ldz)mo.  (2.58)
#UO
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2.6. Integrability- and Helmholtz Conditions

Note that (2.58)) can be written differently as

(Lo I)(o) =

d d
== s prk(¢t oo 0@’ ) (Ldz)|imo = o /UO prk(gzﬁt 0 o) (Ldz)|i—o =
:/UO %prk(@ 0 0)"(Ldx)|i=o = /UO prka*[ﬁprv([/dx')].

Definition and this calculation can be found in (Kru97bl p.42).

Note that this definition makes sense for the following reason: We think of the
integral as a finite sum of functions depending on (different) points in J*E and all
of these points are transformed by ¢,. Then we do the limit process of the sum to
get the integral. It is basically the only way how to define the transformation ¢,
applied to an integral functional in a natural way.

In the case of vertical vector fields V € X(F), suppV C 7 }(U?), this definition
delivers exactly the first variation. We can also define the symmetry of a weak
formulation. Let V be a vertical vector field on E, suppV C 7~ }(U°), and W a
projectable vector field on E, then:

LowI(o)=0I(o;V), (first variation)

Eer/ prio* (f,Vdx) :/ pr¥o* [Loaw (faVdz)], (sym. of weak formulation).
o o

Our goal is to find the integrability conditions for variational equations, where we

now want to continue. The co-dimensional analog of (2.54)) or is
Eprv < fo,W© > 12(U0) —Eer < fa,V© >r2wo) — < fa,[V,W]a > 12(U0)= 0, (259)

where V,W are vertical vector fields on E and suppV,W C 7~ }(U"). Here < .,. > 2
denotes the scalar product of L?-functions. Note that the L2-scalar product implies
that we have to pull-back all expressions by sections, otherwise integration does not
make sense, but we did not write the pull-back, to keep the notation simple and to
see the main structure.

Lemma 2.6.5. If the source form fodu® A dx is variational then (2.59)) must be
satisfied.

Proof: For variational f, there exists a functional I, such that
< fa,V* >r2@woy= LI, for all vertical V € X(£), suppV C a1 (UY).
Let W be another vertical vector field on E and suppW C 7= }(U°). Then we get

EprV(['erI) - Eer (‘CprVI) - ‘CPT[va]I = 0.
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2. Definition of the Basic Objects and Ideas Behind Them

This follows by definition of Lie derivative applied to such integral functionals. [

With the help of (2.59)), we can also define a sort of exterior derivative d for weak
formulations through the equation

LoV lpew K = Loy < fa, WS > —Low < fo,VE > — < fo [VW]® > 2,

for all vertical vector fields V.W on E, suppV,W C 7= }(U"). Furthermore K = Kx
is the operator defined through

v K = [ prfo(fVdz) = / pro* [ty (fadu® A dz)],
o Uo

where V' € X(E) is vertical, suppV C 71 (U°). If the weak formulation K is varia-
tional then dK = 0. Note that if K is variational then d/ is not the second variation
621,

In the next paragraph we want to answer the following question: How can we
find conditions for f,, or the corresponding source form, to be variational, without
writing the L*-integral in (2.59). That is, we want to find pure local conditions on
JFE.

What we should be careful about the local diff. geom. on J*E approach: For the
source form we would probably expect that the condition

,CprV(LerA) - LprV(‘CerA) =0 \V/ vertical ‘/’W on E’ Supp‘/’W c ﬂ-_l(UO)
(2.60)

is the right analog to (also in the general case of non-commuting vector fields,
see Proposition E[) But this is not true, since the integral from the L2-scalar
product in @ has a non-trivial kernel, as well as the pull-back by a section. We
had a similar discussion at the beginning of Section 2.4.

More precisely, any form which can be written as pro*(dn), where n depends
linearly on prV,prWW vanishes when integrated over U, since V,WW are assumed to
have support 7—!(U?). Therefore, we get in any case the weaker condition

pPro* [Low (tprwA) — Loy (LoxwA)] = pro*(dn) V vertical V,IW on E,  (2.61)
suppV,W c =~ H(U").

Note that for n = 1, we do not have to require that n depends linearly on prV,priV
in , since this is clear, at least up to constants, form the left hand side in this
equation, and constants vanish when d is applied. For n > 2 we have a similar effect
and the kernel of d has to be considered.

To see that the condition cannot be the right one, we consider the following
simple example of a variational expression f = u,, and corresponding source form
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A = ugzzdu N\ dx. Then we compute
Loy (tprw A) = tprv (L A) =
= Loy (Uga W'dx) — 1y [(D2W ) du A dz + Uz, Wdu A da] =
= [(D2VYW + upu W2V dz — [(D2ZW*)V" + e WV dx =
= [(D2V )WY — (D2W*)V¥dx =
= D, [(D, V" YYW" — (D, W")V*|dx
and this form is non-zero in general, but A is variational. However, it can be written

as pro*(dn), since (using the standard decomposition)

D, (D, VYW — (D,W™)V*dz = Dy [ty tpry (dug A du)] dz =

N J/
-~

=A

= (A; + ug Ay + ug Ay, )de =
= Aydr + Ay (uzdr — du) + Ay, (Ugpdr — duy) + Aydu + A, du, =
=dA+ A,0"+A,,0;
and when applying pro* to contact forms they vanish and we get the expression

pro*(dn), where n = A. We also get that A and also dA depend linearly on prV’
and priV.

Now we give some more ideas and explanations which lead to the mappings in
the variational sequence. However, we cannot discuss all the details here and we
focus more on the main ideas. Further information can be found in (Kru97al [Ku04).
Let us assume that holds for every U® C M, since we are considering pure
local conditions on J*E, where the precise set U° should not be important. Then
without pull-backing the form by a section, we get

LprvbprwdA = EprV<LerA) — Lprv (EerA) = (dn>prV,er -+ (1-C0nta0t)prv,prw

for all vertical V,W on FE, for variational source forms. Omitting the vector fields
prV,prW, this equation is equivalent to

dA = d(2-contact) + (3-contact). (2.62)
We only explain briefly why ([2.62)) should be correct. We consider
LorV bprw AA = Ly Lpew [d(2-contact) + (3-contact)]

and we want to find out how we can rewrite the right hand side. It is clear that
Lorv tpew (3-contact) = (1-contact)pypw. Next, we use Cartan’s formula and we
rewrite
Lorv tprwd(2-contact) = oy [(Lorw — dipew ) (2-contact)] =
= tprv [(2-contact ), — d(1-contact)pw| =
= (1-contact)prvpew — (Lprv — dipry ) (1-contact)pp =

= (1-contact)prv.pew + (A1) prvprw,
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where we used Proposition [2.2.8] that is, £ contact = contact. If one wants to do
a strict proof of , then one has to do the calculation in local coordinates,
which is also not very complicated and one will probably need the identity d@‘();) =
— ?l A dx.

In the quotient spaces of the variational sequence (n =1 for ODEs), where

[A] € Q" (J¥E)/[d(1-contact) + (2-contact)],
we get that [A] is closed, i.e.
[dA] € Q"2(J*E) /[d(2-contact) + (3-contact)]

is zero in the equivalence class if it is of the form (2.62)) and then it can be shown that
it is locally exact. We will not prove it here, for further details see (Kru97al [Ku04)).
The operator d between these quotient spaces is called (generalized) Euler operator
and usually written as E"™1 "™ and so on (to distinguish from the fiber bundle E).
It is defined as E'([w]) = [dw] for every differential form w. As we mentioned earlier,

there is another method, using interior Euler operators and the exterior derivatives
dp,dy, see (And89).

In the following, we want to develop further methods how to formulate integrabil-
ity conditions for source forms. In this case, these conditions are called Helmholtz
conditions. To derive them needs some straight forward, but computational heavy
work. But we need these conditions for at least two reasons:

e We need to construct a homotopy operator later and there we will need these
conditions.

e We need them to solve Takens’ problem.

In the next subsection, we will prove the Helmohltz conditions in detail and here
we have to understand the idea of the problem. To derive these conditions in local
coordinates, we use equation (2.59). Let

V=V €X(E),
W =W, €X(E),

be vertical vector fields on E and suppV,W C 7= *(U°). Then
0= Loy < fa WO S 12 — Loy < faiV® S1o — < fu[VIV]® > po=

- /U Dr o [V Lo o) — (L )V (2.63)

Now we want to investigate equation (2.63]) in more detail. More precisely, we want
to derive conditions for f, without having the components of the vector fields V,WW
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in it. In the following, we benefit from the assumption that we are only considering
vertical vector fields, which makes some calculations easier. The integrand in ([2.63)
can be rewritten as

Wa(£pero¢) - ('Cerfa)Va :Wa(fa,uﬁvﬁ + fa’ugDzVﬁ + fa’ungiVﬁ))_

— VP (foue W + foue DaW™ + f5.0. DZW®).
(2.64)

We want to order all terms with respect to WeV# WD, VP WD2V? and a total
derivative of something. That is, we want all derivatives on V?, no derivatives on
W and a total derivative of something. This can be done with a sort of partial
integration technique. Before we continue with rewriting , we consider the
following identities: Let a,b,c be functions on J¥E. then the first identity is of the
form

abD,c = D,(abc) — c(aD,b+ bD,a).
However, what we actually want is (with summation over «,f3)

VP f5ua DoW® = Do (VIW fg40) — WD, (VP f540) =
= D, (VW fg4a) = W(D,VP) foue + VP (Dyfsue)l.  (2.65)

The second identity is of the form

abD?c = D,(abD,c) — (Dyc)D,(ab) =
= D,(abD,c) — D,[cD,(ab)] + cD?(ab) =
= D,[abD,c — c¢D,(ab)] + c[bD?a + 2(D,a)(D,b) + aD?b]

and what we actually want is (with summation over «,f3)

VP foue, DIWS =
=Dy[fp,ue, V (DeW®)] = (DaW*) Do f38, V) =
=D, [faus, VI (DW)] = Do[WOD,(fo,ue, V)] + W D2(f5,00, V7) =
=D f5.ue, VI (D:W®) = WDy (faue, V7)1 +
+ WDV foug, +2(DaV)(Drfaug,) + VI (D3 fo.uz,)]- (2.66)
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With the help of the identities (2.65)) and (2.66)), equation ([2.64]) can be written as

W Lowv fo) — (Loew fa)VE =

= — D [VEW® f5u0 + foue, VI(DW®) = WD, (fge, V)] +
+ (faws — fou ) WOVP+
+ WS DVP+ £, o D2VE )4
+ WDV faue + VP (Dafaue)—
— WDV faug, + 2(DeV ) (Do foug,) + V7 (D} foug, )] =

= — Do[VPW faue + f,u0, VH(DW®) = WD, fo,ue, V) +
+ (faws = foue + Dafaug — D3 faug, )WV +
+ (fous + fous — 2D, faug, )W (D:V7)+
+ (foug, = foue, ) WH(DIVP) =
= — Dy[VOW® faus + foue, VI(DW®) = WDy (f3.u2, V)] +
+ HogWVP + HZ,WOD, VP + HEEWOD2V?, (2.67)

where we define

Haﬁ = fa,uﬁ - fﬂ,ua + szﬂ’u% — Difﬂyu%m7

H(gjﬁ = foz,uég3 + fﬁﬂ‘f% - 2szﬂ,ugz,

ng = fa,ugw - fﬁau%g; (268)
as the Helmholtz expressions (for second order ODEs). With these identities we

can show that if (2.63)) vanishes for all vertical VIV on E, suppV,W C =~ }(UY),
then

H.,s =0, H;z=0, Hgz=0.
These are called the Helmholtz conditions.
Proposition 2.6.6. i) If (2.63)) is satisfied for all vertical vector fields V.W on E,
suppV,W C 7= 1(U°), then the Helmholtz conditions are satisfied.
it) If the Helmholtz conditions are satisfied, then (2.63|) is satisfied for all vertical
vector fields VW on E and suppV,W C == (U").

Proof of i): For the proof, we need the Du Bois-Reymond lemma, or a version of it.
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Equation (2.63]) can be written as
0= [ oo {DVIW s + Fre VD) = W Dil i, V)l +
+:A;pr0*{Hﬁﬁﬂﬂwﬂr+fﬁ¢WmKDxVﬁ)+1ﬁ%VV%[ﬁVwﬂdx},
according to . Then we get
ozéyw%umﬁWﬁ%+m%y%mW%—W%Mm%ymmL(%m

since the integrand is a total derivative of something and depends linearly on V,W
and their derivatives (by fundamental theorem of integration). It remains the inte-
gral
o:/pmﬂmmWW+mmmeHﬂﬂwwwmm}
Uo

for all vertical V.W € X(F) and suppV,W C 7~ 1(U"). Let us consider

pro’(Wev?) =: o(x)¢ (),
pro*(WeD,V?) =: o*(2)¢] (x),
pro®(WeDFV?) =: o*(2)¢, ()

as functions of z (after pull-back by a section) and we consider o, 01, as
test functions. Since these test functions are in some sense independent, we get
H.s = Hys = Hj5 = 0. Now we formulate this statement more precisely. Why are

the functions v ,,,00,, independent? Because we choose ,1) such that suppyp
C supp? and such that ¢(x) = 1 in the support of p(z). Then we get

p(x)1a(z) =0,
p(2)au(x) =0
and by Du Bois-Reymond’s lemma we get pro*H,s = 0 for all sections o and

therefore for all points in J*E. Second, we can repeat this argument and we get
Hiy = H =0,

«Q

Proof of i7): This direction is easy and follows immediately by (2.67)) and the fun-
damental theorem of integration. 0

In the next subsection, we show that

Hops = H%y = H® =0 (2.70)

[0}
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for all second order variational f,, without using Du Bois-Reymond’s lemma and
integration. Therefore, it would have been sufficient to define the Helmholtz condi-
tions (invariantly) and then show that they are satisfied. But we wanted to provide
some ideas how to find them and show the correspondence to the (standard) integra-
bility conditions for vector fields and differential forms in finite dimensional spaces,
like R"™.

2.6.2. Alternative Proof of the Helmholtz Conditions and
Summary

The task in this subsection is to deliver an alternative proof for the Helmholtz
conditions.

Lemma 2.6.7. If a second order source form A = f,du*Adx is (locally) variational,
then:
i) The Helmholtz conditions

Hop(f) = faup = foue + Dafpue — D3 fpus, =0,
Hgﬁ(f) = fa,ug + fﬁ,u% - 2Docf5,ug‘z = 07
H§§(f) = fa’uf_x - fﬁu%x =0

are satisfied (necessary conditions).
i1) The Helmholtz conditions hold in every local coordinate system and the transfor-
mation of f, is given by the source form A.

Proof of i): We only prove it when L is of second order (the more general case is
similar). Then, by definition, variational f, can be written as

Let us consider the leading order term of f,, that is, the term Di@ung. First,
if Oyo L depends on the u],-coordinates, then D2 will generate u/,-coordinates.
But we assumed that f, is of second order, and therefore this cannot be the case.
Second, if (—0ue + Dz0ue, )L depends on the u] -coordinates, then D, will generate
uzs)—coordinates. But we assumed that f, is of second order, and therefore this also
cannot be the case. Together,

0, (0, 1) = 0, (2.72)
0u2, [(—0ue + DyOye ) L] = 0. (2.73)
Using the identities in Lemma we can rewrite equation as
0= 8,3, [(=0ug + DuOug, ) L] = [=0uy, Oug + (Ouy + Di 0oz, )00z, | =
——

-0
= (—0,2,0u0 + 07040 ) L. (2.74)
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2.6. Integrability- and Helmholtz Conditions

Then we use again the commutator identities in Lemma [2.4.6|and we can show that

Hﬁz :[augm (aua - Dg;au% + Diau%x) - 8“%3: (8u6 - Dzaug + Diaugw)][/ =
={0,8 Oua — (05 + Du0p )Oug + (9ys +2D,0,5 + D305 )ua, —

:[—3Dx8u§z<9ug + 3Dx8ugzau£][/ = BDI(—augzaug + augzaug)[/ =0, (2.75)

simply by ordering all terms with zero D,, one D, and a D?-term and using ([2.74])
in the last line. In a similar way we prove it for H,g and Hgs.

Proof of ii): Since we have already proven in Proposition W that variational f,

can be written as we did in (2.71]) in every local coordinate system of J*E, the cal-
culation in ([2.75)) holds in every local coordinate system and also for Hy s and Hop. O

In the next section, we show that the Helmholtz conditions are also locally suffi-
cient for the existence of a local Lagrangian. Let us define the (naive) Helmholtz
operator

Hg’g — 6u55g - aua(sg ‘I— Dxaug(;g — Dgau%r(;g,
Zéﬁ = Hz’g = augég + aug(sg — 2Dx8u%15g7

Hes' = 0,8 03 — Oug, 03,

Uz

where 47 is the Kronecker-delta. Above, we have proven that M) 557 = 0, where &,
is the Euler-Lagrange operator defined in (2.26)). Also note that

Haﬁ - 8u5fo¢ - auo‘fﬁ + DIGUgf/B o Diau%vfﬁ’
Hoply = § Hag = 0,5 fa + Oug f5 — 2DaOu, f5,
Hgg - augmfa a au%xfﬁ

Later, we can construct a (naive) locally exact sequence of the form (also see
(And89))

fH’Y
0= R — C¥(J*E) 25 (L} 52 (.} =3 {Hop,HE 5 HESY — ..

As the sequence is written here, it is not very precise, especially it is not coordinate
invariant, but it provides a good understanding. The idea is that we want to con-
struct a sequence, where the morphisms are some kind of exterior derivatives d, the
sets are sets of differential forms, and it looks something like

0= R— C®(JFE) -L QY(JFE) -5 Q2(JFE) — ., (2.76)

73



2. Definition of the Basic Objects and Ideas Behind Them

which is pretty similar to the De Rham sequence. However, this is just the idea
and we would need more time and space to introduce it precisely. We would need
to introduce the Variational Bicomplex or the Variational Sequence (And89, [Ku04,
Kru97al). As we already partially mentioned earlier, the Variational Sequence (for
n = 1) is the sequence of quotient spaces

0= R — C®(J*E) -5 QY(J¥E)/(dC™ + 1-contact) —=»
N Q?/(d(1-contact) + 2-contact) N Q*/(d(2-contact) + 3-contact) — ...

Similar as the Lagrange and source form is defined, the Helmholtz form is defined
as

1
H=H(A) = §(Ha6@ﬂ A O Adx + HE 08 NO* Ndx + HEEOU, A O* Adz),

where Hag,H}5,H55 are the Helmholtz expressions in (2.68)) (see (VUL3, p.13)). It
turns out that

torvipew H = [HogWPV® + HE WP D,V + HEEWP D2V + Dy (....)|da.
See Appendix C. (it also turns out that we need the factor % in the Helmholtz
form). The Helmholtz form is important to understand where the Helmholtz con-
ditions come from, when working with the variational sequence.

Example: Earlier, we have already shown that f = w, is not variational. There
we did a more or less straight forward calculation and we used order discussion of
jet coordinates. Now we can also show it with the help of the Helmholtz conditions.
The Helmholtz conditions for single, second order ODEs are (see , a=p0=1
and we do not write these indices)

0= Dy(fu, — Dyfu.) = Hos = H, (2.77)
0= H = H™. (2.79)

Since fu, — Dyfu,, = 1 # 0, condition (2.78)) is not satisfied and the expression

f = u, is not variational.

We can see here that (2.77) and (2.78) are not independent, because (2.77) is a
half the total derivative of ([2.78]). Actually, this sort of dependencies allow us to

solve Takens’ problem, as we will see later. See Section 3.8, where we discuss this
in detail.

At the end of this section we want to summarize what we have found out so far
with the help of the following table:
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2.7. Homotopy Formula and Locally Exact Sequences

classical analysis in R™

oo-dim, calculus of variations

differential geometry on J*E

$:R* SR

I=[Ldz:S—R

\= Ldz € O"(JFE)

x € R”, finite dim.

uP(x) € S, co-dim.

o € T'(E), section

x¢, 1-parameter point

ul (z), 1-parameter function

oy, 1-parameter section

%Jz’th:o =

L] (2)]1=0 = ¢°(2)

ot = ¢to0, %¢t|t:0 =V

v, vector in R"

©P(z), test function

V =VFP0,s, vertical VF on E

d¢.(v), differential 01 (u; p), first variation Loev A
d, exterior derivative dor &, ErtT
dconst. =0 EaDA=0 E™1(dn + 1-contact) = 0
w € QI(R") fa A, source form
w=d¢p? fa=ELL? A = E"(X) ?, or [A] = [d)]?

(EprVLer - Lprvﬁer)W =0

(EprVLer — LprVﬁer)K =0

(AcprVLer — LprV‘Cer)A =0

dw = 0, necessary cond.

dK = 0, necessary cond.

E"F2(A) =0, or [dA] =0

dd=0

H,E, =0, or do] =0

En+2En+1 — 0

In the above table, VF denotes vector field. Note that dd[ is not the second variation
of I which is denoted by 6%1I.

2.7. Homotopy Formula and Locally Exact Sequences

In this section, we want to show that the (naive) variational sequence

’H’Y
0—=R— C®(JE) 25 (L} 2 {f.} =3 {Hop, HE g HES) — .

is locally exact.

2.7.1. The Inverse Euler-Lagrange Mapping

We want to prove the following lemma:

Lemma 2.7.1. Letn =1, m € N and L be a Lagrangian on J*E. If £,L = 0 then
there exists locally a function A € C*(J*LE) such that L = D,A.

Before we start with the proof, let us explain the idea. We start with the simplest
case of first order Lagrangian L = L(z,u,u,) and n,m = 1. We have to construct
the function A = A(z,u) somehow. The idea is to integrate along the z-coordinate,
since formally, when L = D_A, then

/de = /r pr' o*[(D,A)dz] = A(z,u(z)) + constant, (2.80)

where 7 is the curve along the section pr! o in J'E with some initial and endpoint
in J'E. Tt is clear that constants are in the kernel of D,, as we have wirtten in ([2.80)).
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The problem with the formula in is that A(z,u(x)) should be a function
which depends explicitly on (z,u) and in the form A(z,u(x)) = (pro*A)(x) it only
depends on z and the explicit dependency on u might be not obvious. In other
words, (pro*A)(x) and A(x,u) are different functions, one is locally defined on M
and the other one on E. We want to get the function A on E (or more generally on
JH*1E) without pull-back by a section o € I'(E).

Since it is not clear at this point how to integrate such that we get A on F
(or on J*'E), we are inverting the operator 9, — D,0,, by hand and we try to find
out if we get a better understanding thereby. Indeed, we will find the right formula.
We can solve relatively easily the following equation (here &£, = &,, where a = 1)

&EL=L,—D.L,, =
= Ly — Lyy, — Uy Ly, — Ugz Loy, = 0. (2.81)
Since Ly,Lyu, Ly, only depend on the coordinates (x,u,u,), we get L, ., = 0

(since there is no second order coordinate u,, on the right hand side in (2.81))). The
equation L,_,, = 0 can easily be solved and we get

L(z,uu,) = A(zu) + u, B(z,u), (2.82)

where A,B are no more specified functions on E at this point. Therefore, we con-
structed an approximative L, approximation in highest order coordinate u,, and we
have to find out more about A and B. For this purpose, we plug this L again in
equation ([2.81) and we get

(Ay + usBy) — (By + ugBy) = Ay — B, = (gZ) x (i) = 0. (2.83)

This is basically the first time where we have a more or less non-trivial partial
differential equation to solve. Locally, the solution is

3)-()-

for some function ¢ on E. As it is well-known, the function ¢ can be obtained by
the homotopy formula

() @) [ () doa

using the standard Poincaré lemma, where () is a 1-parameter curve in the (x,u)-
plane and (¢t = 1) = (z,u). Therefore, we know the function ¢ and with the help

of (2.82) and (2.84) we get
L(zu,ug) = ¢u(2,u) + tapu(z,u) = Dag(z,u),
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2.7. Homotopy Formula and Locally Exact Sequences

and therefore A = ¢. Now the question is: How can we explicitly construct A for
higher order with the help of L and without doing the intermediate step, where we
computed A and B. The answer is: With the help of equation (2.82)) and ([2.85).

First, we write B as
B = L,,,
and second, we write A as
A=L—u,L,,.

Then we use (2.85)) and we get

o () )

If we pull-back this formula by a section o € I'(E), where (z,u(z)) is the corre-
sponding local coordinate section, then we get

A(z,u(z)) =
Lo () () [ () ()
[ () ()= e

which is exactly formula (2.80]) from the beginning (modulo the constant). Formula
(2.86) has two advantages compared to (2.80)):

e The formula in (2.86)) tells us now how to integrate without pull-backing by a
section. We can integrate along any curve 7 in J! E, not necessarily a prolonged
section (see Lemma below).

e The formula in can also be used when, for example, L = uj,u,, where
we cannot write L = A + u, B, then of course L # D,A. But we could use
it to measure the extent of not being a total derivative by writing L =
(L—D,A)+ D,A, where (L— D,A) could be defined as the extent of not being
a total derivative (we would have to check that this is coordinate independent).
In a similar way we can define the extend of not being a variational equation.

Lemma 2.7.2. The integral in (2.86) is locally independent of the choice of a curve
v and only depends on the initial and endpoint of .

Proof: In other words, we have to show that the vector field

L —u,L,,
L.,
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2. Definition of the Basic Objects and Ideas Behind Them

is conservative (see (Mat98])) and this can simply be shown by

(gm) X (L _LuxLum) = Lgu, — (Lu - uxLuuz) =D,L,, — L,=—-&,L =0.

The equality before last holds since w,; Ly, = 0 (order dicussion). O

It will be important soon that the integral is independent of the choice of a sec-
tion, or any curve, and only depends on initial and endpoint. We could also say
that the differential form (L — u,L,,)dx 4+ L, du is closed and locally exact. This
differential form is also called Poincaré Cartan form and can be found in the litera-
ture, for example, see (Kru97bl p.48).

Formula ([2.86|) can also be written with the help of contact forms as
A zu) = /(de + L, 0"
Y

and this may help to find a formula for higher order Lagrangians (however, we
could also do a calculation for higher order with the methods from above). Let us
explain how we construct such differential forms Ldz 4 L,,©". We are looking for a
differential one form w € Q*(J*E), such that pro*w = pro*(Ldz) and dw = 0. Then

/w:A
”

for any curve v in J*E, since w is locally exact, and therefore the integral depends
only on the initial and endpoint of v. Furthermore,

/a: pro’w = /x pro*(Ldx) = A(z,u(x),u(x),...).

zo zo

The question is if we can always find such a differential form w which satisfies
both conditions. Let us try to do this for second order L = L(x,u,u,,u.,). In the
following, we will write ©“ = © for simplicity. We try to determine A and A” in

w = Ldx + A© + A*O,,

such that the conditions from above are satisfied. The condition pro*w = pro*(Ldz)
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2.7. Homotopy Formula and Locally Exact Sequences

is of course satisfied. Furthermore, (we use the standard decomposition)

0 =dw =L,du Adzx + L, du, N\ dx + L, du,, \dz+
+ (dA) NO + AdO + (dA®) NO, + A%dO, =

=L,©OANdx+ L,, O, Ndx + L, O N dz+
+ (dA)NO — A0, ANdx + (dAY) NO, — A®Op, Ndx =

=L,©OANdx+ L,,0O, Ndx + L, Oy N dz+
+ (D, A)dx NO — AB, Ndx + (D, A%)dx N O, — A®Op, N dx+
+A,0, NO+ Ay, 0, NO+AJONO, + A O, NO, =

Uz

—(Ly — DyA)O Adz + (Ly, — A — DyA™)O, Adz + (Lu,, — A)Oyy A du+

Uz

+ (A, — A0, NO+ Ay, , 05 NO+ A O,y A O, (2.87)
In the last line in we find out that A,A” must be of first order, i.e.
Ay,, =0, A, =0.
In the last expression of the second last line in (2.87) we find out that
A*=1L,,,. (2.88)

Then, the vanishing of L,, — A — D, A" leads to
A=L, —D,A*=1L, —D,L,,.
Then it is clear that the first term in vanishes, since
Ly~ DyA= Ly~ Dy(Ly, — DyLy,,) = E,L =0,

(2.89)

by assumption of Lemma [2.7.1 To show that we can also choose A,A” such that
A, — A? vanishes, is a bit more complicated. We use the identities in Lemma[2.4.6]
to commute 9,,,0,,, with D, and then we get

Uz

Ay, — Ay = 04, (Lu, — DyLu,,) — OuLu,, =
= Ly,u, — (Dy0y, + 0y)Lu,, — OyLu,, =
= Lugu, — Deluguy, — 2Luu,, =
= Ly, — DyOy, (A4 D,Ly,,) — 2Ly, =
= Lu,u, = DoOuyo(DoLu,,) = 2Luu,, =
= Luzuy = (Oupe Do = 00, ) (Do Lu,,) — 2L, =
= Luyu, — 2Lyu,, — Oupo DL, + 0y, Dy Ly, =
= Lyu, — 2Luyu,, — 8u;cx(_LU + DZULUx) + (Dmau;c + aU)L’Lanc =
= Lyyu, — Ou,, DoLy, + D0y, Ly, =

= Lyu, — (DyOy,, + Ou,)Lu, + D0y, Ly, =0.

Uz
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Therefore, if we choose A and A* as we did in (2.88) and ([2.89)), then w is closed
when &,L = 0.

Now we basically understood how we can construct A and one finds out that the
general formula is

Az uug,...) =
L—to(Lu, — Dylu,, £+ ..) — ttpe(Lu,. — Dol £.) — ..\ [ do

Lu, — DyLu,, + D*L,,,. + ... du
/ Lu,, — DyLu,. + ... N du, | )
.

(2.90)

A similar formula holds for PDEs in any dimension, for example, see the slightly
different formula 5.109 in (OIv86, p.363).

There are now at least two ways how to prove Lemma [2.7.1L The first way is
to prove that we can always determine the coefficients 4,A4%,...,A*~1) in

w= Ldx + A + A*0, + ... + Ak Ve, _),

such that dw = 0 on J*E and then we use the standard Poincaré lemma to integrate
w and we get a function A. To prove that there exist coefficients A,A%...., A®=1 such
that dw = 0 is not obvious, since dx,0,0,,...,0;_1) do not form a basis of differential
1-forms on J¥E. The previous calculation has also shown that it can get complicated
to determine these coefficients. We know that dz,0,0,,...,0(;—1),du) form a basis
on J*¥E and the freedom of choosing the coefficient in front of duyy is missing. Then
it would be trivial to find coefficients A,A*,...,A®) such that dw = 0. But actually
we do not need to determine the coefficient A® in front of du ), since we have the
additional condition £,L = 0, which can be used.

That we can choose A,A4%,..., A%~ such that dw = 0, can probably easier be seen
when understanding the Euler-Lagrange operator &, in the variational sequence.
There, £,L = 0 is equivalent to [d(Ldz)] = 0 and this is equivalent to [d(Ldx +
AO + A0, + ... + A% VO _1))] = 0 (in the equivalence class of the variational
sequence). Then with the help of [d(Ldz)] = 0 it can be shown that this (locally)
leads to

Ldx = dn + contact form, (2.91)

where 7 is some function on J*E. The forms {0,0,,...,04._1)} are a basis of contact
forms on J¥E. Therefore, the contact form in (2.91) can be written as —A© —
A, — ... — A(kfl)@(k_l), where we choose suitable coefficients 4,A4%,...,A%®~1) and
we get

Ldx + A© + A0, + ... + A¥ Ve, = dn.
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It is also interesting to note here that the non-triviality of this problem - because
we can only choose A,A% ..., A%=1) _ cannot be seen directly when using the infinite
jet space J*E. Since there dx,0,0,,...,0y,... is a basis of 1-forms. In this case, the
Euler-Lagrange operator is also defined differently and not as a quotient mapping.
Since we have not developed both of these theories very well so far, we also do a
straight forward calculation below.

A second, more straight forward, proof is to integrate the formula from above by
hand and then show that L = D,A is satisfied. In any case, one has to do a more
or less notation heavy calculation at some point and the question is where we want
to do that.

Proof of Lemma 2.7.1t We only prove it for first order Lagrangians L = L(z,u,uy).

Actually, we have already proven it above. But now we want to find a different
proof, without using A and B directly. It is helpful to rewrite (2.90)) as

o= [ (4055,

v = (ti) t€[0,1), L(t) = L(tw,tutuy), Ly, (t) i= Ly, (tz,tu,tu,).

More generally, we define ¢(t) := g(tx,tu,tuy,...) for every function g. We assume
that there are local coordinates such that (x,u) = (0,0) is in this coordinate system
and that the coordinate system is a starlike set (see (GMI0], p.45)). We want to
prove the following formula

%[w(m + %[(1 — t)uytLa, ()] = D, <<L(t) _L“é)L (t)) , (z) > o (2.92)

then
D, /01 <(L(t) _L:“L“(’;f“ (t)) , (i) > dt = /01 %[tL(t) + (1= t)ugtLy, (t)]dt =
— Liruu)

and we are done.

Proof of (2.92)):
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We start with discussing II:

I DLy (8)] = Ut L, (6) + 1t Doy (1) + s L (8)] =
— (= 1) Lo (1) + <D L)1) =
(1) L, (£) + Lu(8)] =
— (1= )u[~ Ly, (£) + Lu(B)] + tuL(£). (2.94)

Then we can use the second last line in (2.94)) to discuss I:

I: D, [L(t) — ugtLy,, ()] =
—iv{D [L(8)] = vant L, (1) = wat[(t = 1) Lo, () + Lu(t)]} =
=2t Ly (t) — uat(t = 1) Lyu, ()]

and III can be written as
II: L(t) — ugtLy, (t) + ug Ly, (t) = L(t) + (1 — t)u, Ly, (1).

We continue with (2.93)) and we order all terms with respect to ¢ and (1 — t)-terms
and we use L,,_,, = 0, which is the highest order coefficient in the equation &,L = 0.
Then we get

L(t) — ugtLy,, (t) r\\
e (L) (1) -
UL (8) = 0t — 1) L (8] + (1 )l Lo (1) + Lo(8)] + tuL (1)
+ L(t) + (1 — t)u, Ly, (t) =
=t[xL,(t) + uL,(t) + uy Ly, (t)] + L(t)
+ (1 — t)[rugt Loy, (t) — ulygy, (t) + uly,(t) + (1 — 2t)u, L, ()] =

L]+ (1= Ot L () = 4 L, () uL (0] + [t — )], Lo (1) =
——

=(Dz Luy )(t)
—tUg Lyug (1)

d d 9

dt [tL( )] +(1— t)[xuxthux (t) + tuty Ly, (t)] + [E(t —1 )]umLua: (t) =

d d d 9 B

dt [tL( )] + (1 - t)tuxaLuz (t) + [dt (t —1 )]U%Luz (t> -

d d

tL(t 1— L
L) + L1 = )t L (1),
which proves Lemma [2.7.1] O

This proof is a good example, where we can see that the computation is getting much
more complicated in a slightly more general situation, compared to the calculation
at the beginning of this subsection. There we used the special form L = A4u,B and
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found out pretty easily that (A,B) = (¢s,¢.) and then we computed A. However, to
be fair, there we referred to the standard Poincaré lemma to get this result and here
we have basically proven a version of the Poincaré lemma. Surprisingly, proving the
homotopy formula in the next subsection will be simpler.

2.7.2. The Inverse Helmholtz Mapping

Similar to the previous subsection, we want to prove the following lemma:

Lemma 2.7.3. If f, satisfies the Helmholtz conditions, then locally there exists a
Lagrangian L, such that f, = E,L. Locally, a Lagrangian is given as

1
L= /0 fa(x,tuﬂ,tuf,tuﬁm,...,tu(ﬂk))uadt. (2.95)

Again, before we start with the proof, let us explain the idea. Variational equations
correspond to vector fields, which can be written as gradients, or in the language of
differential forms, they correspond to 1-forms which are (locally) exact.

Finite dimensional analog in R™: Let us assume that the vector field w on R™ can be
written as a gradient field w = V¢ for some function ¢. To construct the potential
¢, we have to integrate along a 1-parameter curve ~;, where v,—g = xg, V=1 = = and

o(z) = /0 <w(n), i >re dt, (2.96)

where ; := %%. In (2.96) we used the Euclidean scalar product.

The oo-dimensional analog in the calculus of variations: We do the same in the cal-
culus of variations, where we have an oo-dimensional space S with scalar product
given as an integral [ dx over some set U° C M. Let v, be a 1-parameter family of
sections on E such that 11 = ¢ € I'(E) and y,—¢ = 09 € ['(E). Then, the analog

of (2.96)) is

1 1
10) = [ o (tdn) = [ [ font) sudedt = [ < o) o de,
U 0 U 0

where 4, = %%. Note that 4, = V; is a vertical vector field on E and suppV; C
71 (UY). Interchanging the integrals fol dt and [, dz shows that

1
L= / fa(prFo)37dt
0
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should be the Lagrangian, where

k - 1 m .1 m 1 m
DI Yy = (XU e UG Uy ey U U ()55 U (1))

k. u,1 u,m u,1 u,m ky u,l ky ru,m
pr*g, = (0, .. V™ DV L DLV L DIV L DRV,
N————
=(%)
since we consider vertical perturbations. In a more special case, where

priy, = (@, tul tu®,. .t tul ™),

k - 1,2 m 1 m
pridi—o = (0,0, u™ g, .. ult,...),
N—————

=(y*)

we get
' B
L:/O fa(x,tuﬁ,tuf,tugx,...,tu(k))uo‘dt (2.97)

and this is called the Vainberg-Tonti Lagrangian (for example, see (KM10)). Note
that there is no ¢ in front of x in ([2.97)), since we consider vertical perturbations.

Example: As we already discussed above, the equation f = wu,, = 0 is variational
and usually we use L = —%ui as Lagrangian. Formula ([2.95) tells us

! 1 1 1, 1,
L= / tugudt = —uty, = Dy(zuu,) — zu; = —=u; + DA,
; 2 2 2 2

where D, A = Dx(%uux) is a trivial Lagrangian. Formula has the disadvantage
that it does not deliver the lowest order possible Lagrangian, instead a Lagrangian
of the same order as the differential expression f,. Finding lowest order possible
Lagrangians (also invariant Lagrangians) is a topic of its own and we will not discuss
it here.

Proof of Lemma 2.7.3t We prove it only for second order Lagrangians. Let us con-
sider

1
Sa/ folztu? tu tu) JuPdt =
0
1
=(Ous — DypOyo + Di@u%x)/ fa(o bt tu) JuPdt =
0
1
:/ [t faue (2 tu? tud tul P + fo (@t tu) tul,)]dt—
0

1 1
—/ Dx[tf/g,ug(x,tuv,tuz,tuzz)uﬁ]dt+/ D2[t faue, (ztu) tul tul, )ul]dt.
0 0
(2.98)
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To compute the integrals in (2.98)), we need the following short notation

g(t) :== g(xtu® tul tus ,...),

for every function g and we need

D.[g(t)] = Dg[g(x,tu® tul tus,,...)] =
= go(t) + tug gue (t) + tul, gus (1) + tud,, gus, (t) + ... =
= (D.9)(t).

Then, (2.98) can be written as

Awmwww+n@w—étwwmyww+mww%W+
+4ﬂ@ﬁm@@f+%&ﬁwMW6+m%®ﬁMﬁ=

1 1
= [ o000+ ot [ [ (Dfoa)0) + (D 0]
=f oy ()= Fa,uc (t)

1 1
+uf / t [~ foua (t) + 2(Dafous ) ()] dt +u?, / t faue, (t) dt,
0 - 0 N——

-~

=f st =f s (t)

a,uy Uy

where we used the Helmholtz expressions in ([2.68]) and the corresponding Helmholtz
conditions. Therefore, (2.98]) can be written as

1 1 1
[ e ® + fulte + 0 [ tlfus (@) = SOt 42 [ 15, (00
0 0 0
1
+u?, / tf, 5 (t)dt =
td 6,68 0
= [ G0t = foleal )
and we have proven Lemma [2.7.3| O

Together with the previous section, we have proven the local exactness of the se-
quence

0o R— C®(JE) 25 {1} £ {fa} {HQB,H;CB, HEEY — .
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2.8. Conservation Laws

So far, we explained a lot about variational equations and we discussed the most
important concepts and objects. Now we want to talk about something different,
namely conservation laws.

Definition 2.8.1. Let f, be a differential expression with corresponding source form
A = fodu® Ndx. A conservation law for f, is a horizontal differential 1-form
Fdx € QYJ*E) (we think of a function F in local coordinates), which satisfies the
following two properties

{F(m,uﬁ,ug,...,uﬁk)) = D,C, for some function C € C®(J*E), (2.99)

(
F(m,uﬁ,ug,...,u(ﬁk)) =0, whenever f, =0.
Note that F is not a function on J*E because when we change coordinates then
0 ~
F=D,C= (DyC)a—y +D,C
x

in general. Therefore, we need an object which is invariant under coordinate trans-
formation and the differential form Fdx does exactly what we want.

For example, let us consider the coordinate system (z,u) and (y,v) and the coordi-
nate transformation z = e for x € R, and u = v on R. Then g—z = ‘9(})% = % =e Y.
Let C = u = v, then D,C = u, = vye™? is not a total derivative in the (y,v)-
coordinate system, but in the (z,u)-coordinate system (see Proposition for
coordinate transformations).

In the above definition, we could also say that F'is a trivial Lagrangian, which
vanishes on solutions of f, = 0. This is also the definition for PDEs, where conser-
vation laws are divergence expressions and these are also the trivial Lagrangians.

The more classical definition of conservation law is a divergence expression
D,C, which vanishes on solutions of f, = 0, that is, pr*¢*(D,C) = 0 whenever
pr¥o* f, = 0. For further details, see (OIv86)), especially on page 265 and the fol-
lowing ones. The classical definition is slightly differently compared to Definition
2.8.1} since a differential equation may not always have a solution, but Definition

may still hold. For example, solutions of the differential equation

U— Uy \
(fa) = (u—l) =0 (2.100)
must satisfy u = ce”, ¢ € R, because of the first entry in (f,) and u = 1 because of
the second entry. Both conditions will never be satisfied (except for one very special
value x). But
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is a conservation law in the sense of Definition m (the points in J!F, which satisfy
(2.100)), are uw = 1,u, = 1 and all x). Even more cases have to be investigated. For

example, let us consider
f=1+u

Then f = 0 has no (real) solution, either in J*F or as differential equation pr¥o* f =
0. But there is a formal conservation law of the form

1
Qf = tga(1 + 1) = Dy(uy + =),

where @ := u,, and Definition still holds (this example also works with
f=1+v?and Q = u,).

We say we are on the equation f, = 0 if we mean the set of points in J*E
given by a section o, or let us say by a solution, such pr*o*f, = 0. If we have a
conservation law for a differential equation f, = 0, we get D,C' = 0 on the equation
and this can be integrated very easily and forces C' = const. on the equation. We
also say that C' = const. is a first integral for the differential equation.

If we have I = Q%f, = D,C for some generalized vector field Q%0 on J*E,
then both conditions in (2.99)) are satisfied. We call )“ the characteristics of
the conservation law, see (OIv86, p.270) (recall the transformation property of
fo with corresponding source form A = f,du® A dz). For example, let f = u + gy,
then we can choose () = u, and we get
Ly 1, e Tk
Qf = up(u + Ugy) = Dx(§u + §uz) for all points in J"E.

It turns out that the special form F' = Q“f, = D,C is what we will need in the
following. Therefore, we formulate a second definition of conservation law as follows:

Definition 2.8.2. Let f, be a differential expression with corresponding source form
A = fodu® ANdx. A conservation law for f, in characteristic form is a
horizontal differential 1-form Fdx € QY(J*E) (we think of a function F in local
coordinates), which satisfies the following two properties

{F(w,uﬂ,uf,...,ufk)) = D,C, for some function C € C*(J*E),

F(:c,uﬁ,uf,...,u(ﬂk)) = Q%f,, for some generalised vector field Q®Oue on JFE.
See (OIv86, p.270). In the following, we will always use this definition instead of
Definition (2.8.1) and we simply call it conservation law for f,. Let us explain why
this restriction is reasonable:

e The best answer is probably that, later, we will have even further restrictions
and we will only allow characteristics of the form Q% = V* — u$V*, where
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V = V?*0, + V¥, is a projectable vector field on E. The reason is that
Noether’s first theorem does not allow any more freedom (in the classical
formulation with projectable vector fields) and it therefore only makes sense
to consider such characteristics in Takens’ problem (in the classical formulation
with projectable vector fields). We will explain this later in more detail, when
we have discussed Noether’s theorems.

e One can find an explanation in Peter Olver’s book (Olv86l, p.270) (especially
Exercise 2.33. therein). The statement is the following: We can prove the
special form F' = Q*f,, if we assume that f, is totally non-degenerate (in this
case, we do not necessarily require the special form Q% = V* — u2V?). For
the definition of totally non-degenerate see Definition 2.83 in (Olv86, p.171).
We will explain in Appendiz D how to prove the special form F = Q“f, in
this case.

Now we want to find a way how to define a conservation law in an intrinsic way.
That is, we rewrite Definition [2.8.2] Let ) = Q%0u be a generalized m-vertical
vector field. We consider

prfo*(dC) = pr*o*(Cpdr + Cydu + C,, du, + ...) = pr*c*[(D,C)dz] =
= pr*o* (1A = pr*o*[Q° fudx] for all o € T'(E)

and this equation tells us how to define it:

Definition 2.8.3. A source form A on J*E admits a conservation law, if there
exists a generalized T-vertical vector field Q = Q%0ye and a function C € C*(J*E),
such that

prFo* (1A — dC) = 0
for all sections o on E (we can also say that 1,0 — dC' is a contact form).

Note that conservation laws have the structure of a vector space. This will be
important later, since they are connected to symmetry vector fields which also have
the structure of a vector space.

Also note that there are different kinds of trivial conservation laws. For example,
c € R is always a trivial conservation law for any differential equation, since D,c = 0
is always satisfied, whether we are on the equation or not. Another kind of triviality
is that D! f,,, where [ > 1, is always a conservation law in the classical definition of
conservation law. Further information can be found in (OIv86]) on pages 268-270.
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2.9. Symmetries and the ECS

Finally, we are able to formulate Takens’ problem in the notation we have developed
so far. We only need one more definition, to clarify what we mean with symmetry
of a differential equation or source form.

Intuitively, a symmetry of a differential equation f = 0 is a transformation T,
such that Tu is again a solution whenever u is a solution and with solution we
actually mean a section (x,u®(x)). This definition alone would immediately cause
some problems, since do we mean solutions for some initial or boundary problems or
do we not restrict to such additional constraints? Therefore and for other reasons,
we define a symmetry of a differential equation or source form slightly differently,
actually as it is usually defined. Formally, it is defined as follows: We take any
section or formal object u, not necessarily a solution, and if

f(u) = f(Tu) for all u, (2.101)

then we call the transformation T a symmetry of f. For many problems, this
definition is not sufficient and we need a slightly weaker condition, namely

Tf(u) = f(Tu) for all u. (2.102)

That is, the transformation 7" also induces a transformation on f in a certain way
(which can differ from the transformation on ). Functions f which satisfy
are also called equivariant with respect to the transformation 7. Here, f, v and T
are formal objects. Actually, we think of a Lie group, where g is an element in the Lie
group and 7" = ¢g. Then T'u = g-u is a group action and f is a function or differential
form. In the case of differential equations, usually, we have to prolong the group
action. Note that if holds for all u then it of course also holds for solutions.
Sometimes it is too complicated to consider symmetries only for solutions, because
this would mean we need to have knowledge about the solutions and it can be
very hard to solve differential equations or find even any properties of the solutions.
From a physical point of few, the definition for all w in (2.101)) or (2.102)) also makes
sense, since differential equations describe physical laws and the physical laws itself
should have symmetries and not only the solutions. In fundamental physical laws
and differential equations, we have actually almost always the situation in ([2.102])
(it depends on how the laws are formulated). Especially, when we are considering
source forms and symmetries of source forms then f,, does not satisfy rather
a version of the condition (2.102)).

Now let us define what we mean with symmetry precisely and one has to convince
oneself that it is equivalent to the formal definition in (2.101]) or (2.102]).

Definition 2.9.1. A projectable vector field V' on E, such that Ly,vA =0 (for all
points in J*E), is called a symmetry of A.
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We also have to keep in mind that L,y A = 0 is not equivalent to L,y f, = 0 and
that the source form induces a transformation for f,. For example, f = u + uy,
satisfies the symmetry xd,, but the corresponding source form A = (u+ u,, )duAdzx
does not satisfy this symmetry.

Usually, symmetries are of course described by Lie groups and Lie algebras.
However, Takens’ problem can be solved without having the structure of a Lie al-
gebra and this is important to note here (see Theorem . But let us say a
few more words about Lie algebras. It turns out that the set of all symmetries of
A is a Lie algebra. To prove this, we basically have to show that when V.W are
projectable vector fields on E, then [V,W] is also a projectable vector field on £ and
that [prV,prW] = pr[V,W]. Also see Lemma 4 in (Krulbl p.172). Since we will not
need this structure to prove Theorem|[1.0.2/and [1.0.3|this exercise is left to the reader.

Let us briefly say a few words about the special form of Q% = V* —u{V*, why
the conservation laws are connected to the symmetries and if Theorem [1.0.2| makes
sense from a physical point of few. Since we know from Noether’s theorem (see next
section) that variational equations f, = &,L have conservation laws of such a form,
where the characteristics are Q® = V* —ufV? (when using projectable vector fields),
it is absolutely necessary, from a pure mathematical point of few, to consider this
special form of characteristics. More precisely, in Noether’s theorem the invariance
of Ldx leads to

0= Lo (Ldr) = [QLuw + (D2Q) Lug + Dy(V*L)]da =
— [QEaL + DulQ Ly + V7 L)ldr —
= (Q"fo + DuC)dx,
where
C:=Q%Lye + V'L =V*Lya + V*(L — ul Lys)

is the conserved quantity. For example, in classical mechanics V*(L — u$Lya) de-
scribes the kinetic energy (Legendre transformation of L) and VL., describes
momentum- and angular momentum. However, at this point it is not clear if the
relation Q% = V¢ —uSV* also makes sense in general and what kind of meaningful
conservation laws we can assume in physics. We will discuss this later in Section 4.3.

To be able to prove Theorem [1.0.2, we need the following lemma, which we only
derive for vertical vector fields on E. Actually, we need the identity in the
Lemma for projectable vector fields on E and the more general version can be
found in (AP94) p.202) in Theorem 2.6, or see the remark below.

Lemma 2.9.2. Let A = f,du® A dx be a second order source form defined on J*E
and V = VPB9,s be a vertical vector field on E. Then

Lo = [E(Q° f5) + HapQ’ + HEg(D,Q") + HZE(D2Q")du® Adz,  (2.103)
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where Eg is the Buler-Lagrange operator, Hap,Hy s, Hyg are the Helmholtz expressions
and Q° = VP is the corresponding characteristic of V.

Proof: Since we are only considering vertical vector fields, we have V¢ = Q“ and
pr’V = V®0ya + (D,V*)0yo + (DIV*)Oye, =
= Q0o + (DeQ*)ug + (D3Q%)Dug, -
We get
Loy A =tpvdA + d(ippyA) =
—ty ( Fausdu® N du® N da + f, pdul A du® A dot

f, o duly A du® A dx) + d(QP fada) =

= (aurQ® + £,,2DeQ + g, DXQ%) du® A i~
= Q (fauordd® Ao+ £t A+ f, 5 du, Adi) +
+0 (since tpydr =0 for vertical vector fields V')

+ 04 (Q° f5)du A dx + QP fpuadu Adx + QP fp e duly Ndz.  (2.104)

All terms with a du? or du?  basis element are canceling out (This is surely the case,
since if A is a source form then £, A is also of source form type). We can also

change some indices o, in (2.104]) and then it becomes

Lo A = (fousr — foue) Q°du® Adx + 0y (Q° f5)du® A dz+
4 (£ Da@ + £, D2Q?) du® Adw. (2.105)
Now we will rewrite the second line in (2.105]). Before we continue with rewriting
(2.105)), we have to derive two identities, with a sort of partial integration technique.

Let a,b functions on J*E. Then, the first identity is formally (without summation)
of the form

aD,b=aD,b+ aD,b— D,(ab) + bD,a
and in our case, with summation over f3,

Jaue DaQ = [0 u2D2Q + [0 D2Q” = [ D2Q” =
= 1w D2Q° + f5.u3 D2Q° — Da (f5.2Q°) + Q° Da faug.
The second identity is formally of the form

aD?b = aD?*b — aD?*b + aD?b =
= (a — a)D?b + D?(ab) — 2(D,a)(D,b) — bD?a
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and in our case, with summation over f3,
fouz, D2Q" =
=02, D2Q° = f5.u3, D2Q° + o0, D2Q" =
- <fa,u§z - f@uﬁ) D3Q° + D} (f5.e,Q") = 2 (Dufpus,) DoQ” = (D3 f55,) Q-

Now we use these identities and ([2.105|) becomes
Lo A = (faws — foue) Q°du® A dx + 9,0 (QF f5)du® A da+

+ [fa,ugDzQﬂ + fﬁﬂt%DaJQﬂ - D;t (fﬂ,quﬁ) + QBszﬂ,u%] du® A d:L’—f—

- [(fa,ugm B fﬁ’“gJ D3Q° + D (f,u2,Q°) = 2 (Dafpua,) DaQ—
— (D2 fs00,) Q°] du® A dz.

(2.106)
Since Q* = Q%(x,u?) for vertical V, and therefore
foueQ° = 0,a (f5Q°) and
foug, Q7 = Oug, (f3Q"), (2.107)

we can write (2.106]) as

Lo A = [(Oye — DyOya + D20y, ) (Q° f5)] du® A da+
+ [faws — fous + (D fous) — (D2 fs0e.)] Q%du® A da+
+ [faﬂg + fous, — 2Do (faus, } )| DoQPdu® A da+

+ (fa - fﬁ7ug‘z> DiQBdU ANdr =

=E,(Q° f3)du® A da—+
+ HopQ du® A dx + H25(D,Q%)du® A dx + HZ5(D2QP)du® A d,

where &, is the Euler-Lagrange operator for second order ODEs and Hug,Hg5,Hj
are the Helmholtz expressions defined in ([2.68)). O

Remark: Note that for projectable vector fields V' € X(FE) we can also write

pr’V =V D, + Q“Oye + (DQ%)0ue + (D2Q“)Dya.
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and

Loy A = (Lowy fo)du® Adx + fo Loy (du® A dz) =
(Lowv fo)du® A dx + fod[tpey (du® A dz)] =
(Loev fo)du® Ndx + fod(VEdz — VZdu®) =
(Lorv fo)du® Adz + fo(VEdU® Adz + VEdu™ A da) =
V¥ Dy fo + Q° faus + (DxQ'B)fa’ug + (DiQB)fmugz]dua A dz+
+ fa(VSdu® A dx + VEdu® A dx) =
= [D.(V* fa) + Qﬁfa,uﬂ + (DxQB)fmug + (DiQﬁ)favugI]dua A dz+
105 (faV®) = fansVO)du® N dz =

= [Q° (faws — foue) + (D2Q)f, o + (D2QO) [, 5. du® A da+

+ D, (V®fo)du® Ndx + [0y (fa V) — fa,u@ugvx] duP A dx

N J/

= uﬁ?;a Q*)

Then we do similar reformulations as we have done above, when we applied a kind
of partial integration. The difference is that the identities in (2.107]) will be slightly
differently and we will get, for example,

(D2Q°) fous = Du(Q fus) — Q° Dy fue =
= D,0u2(Q° f3) + Da(V* fo) = QDo fug

and the term in the middle in the last line will cancel with other terms.

We need another proposition, to be able to prove Theorem [3.1.1

Proposition 2.9.3. Let V' be a projectable vector field on E, such that L,yvA =
0. Furthermore, we have a corresponding conservation laws, i.e. E,(Q°fz) =
Ea(D,C)=0. Then

Q° Hos + (D,Q°)HZ 5 + (D2Q°)HE: = 0. (2.108)

The proof easily follows from the identity in , the fact that the Euler-Lagrange
operator &, annihilates total derivatives, and by the assumption that we assume
Q" f. is a total derivative, i.e. a corresponding conservation law.

For a set of symmetries {V'}, equations are the key to solve Takens’
problem and we call them the equations of conservation laws and symmetries
(ECS). Already Takens derived these equations and they can also be found in a
paper of Ian M. Anderson and Juha Pohjanpelto in a more general version (AP94]).
For arbitrary n,m, the ECS is

Q° Hop + (DiQ°)Hiy + (DyyQP)H, = 0,
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where we also have summation over ¢,5. This equation can slightly be simplified and
it can be written as

where [ is a multi index of length |I| < 2 and ; I denotes total derivative Qﬁ = D;Q".

2.10. Noether’'s First and Second Theorem

This section is not relevant for the proof of Theorem [1.0.2] and [1.0.3] it rather pro-
vides further information and connections to other fields in mathematics and physics.
Solving Takens’ problem can be considered as inverting Noether’s theorem and we
want to explain this in more detail in this section. In (AP94, p.192) we can find
the following theorem (we changed it slightly and the theorem is only formally true):

Generalized Noether’s Theorem (AP94), p.192): Any two of the following three state-
ments imply the third:

(A) A is invariant, i.e. LyyA =0

(B) The symmetry vector fields V' generate corresponding conservation laws.

(C) A is locally variational.

Takens’ problem is to show (A),(B) = (C) and Noether’s theorem are basically
all the other possibilities. In the original paper of Noether (Noel8), (B),(C) =
(A) is called reversal (in German: Umkehrung) and from physical point of view,
(A),(C) = (B) is probably the most interesting direction, at least it is what is usu-
ally taught when studying physics. It is probably also the simplest direction. Note
that (A) is equivalent to the invariance of the first variation 6/ and in the original
work of Noether, she only considered the invariance of I, which is slightly weaker.
The invariance of 61 implies the invariance of I, but not in reversal direction.

In each cases in Noether’s work, we have the so-called first and second Noether’s
theorem. Roughly speaking, the first is about finite dimensional Lie groups and the
second is about infinite dimensional Lie groups. We will now formulate (A),(C) =
(B) for finite- and infinite dimensional Lie groups. In both cases we will formulate
the theorems only formally.

Noether’s first Theorem (finite dimensional): If Ldx (or §I) is invariant under pro-
jectable symmetry vector fields (and therefore f, is variational), then there exist
conservation laws and they can explicitly be described.

Proof: We only prove the case where I, or equivalently Ldx, satisfies these sym-
metries. For simplicity, we assume first order Lagrangians L = L(x,u,u,). Then the
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proof is to apply the Lie derivative and do one time partial integration, i.e.

0= Ly (Ldz) = [Q“Lye + (D,Q%) Lys + D, (V*L)|dx =
= [QEaL + Do (Q%Lyo + V*L)|dx =
= (Q" fo + D, C)dx, (2.109)

where we define the conserved quantity C' as
C = QQLU% + VxL = VaLu% + Vw(L - ugLug) (2110)
This proves the formal version of Noether’s first theorem. O

Note that equation ([2.109)) is pretty similar to the ECS. Noether’s second theo-
rem needs the definition of so-called differential identities. Let r € Ny be some fixed
integer. Then any equation of the form

Z A;’Difa =0 for all points in J*E,

=0

where A® are certain functions on J*¥E, is called differential identity for f,. The
definition is relative to some local coordinates and we do not further show how to get
a coordinate independent formulation (this must be done in more concrete examples
as, for example, for Maxwell’s equations, see below). Let us briefly consider PDEs,
to show an interesting example. Let n = m, then ¢+ = 1,2,....n and = 1,2,....n and
we write f instead of f,. Then D, f* = div(f*) = 0 is a differential identity for (f?)
and it is called: (f?) is divergence-free.
For example, Maxwell’s equations in vacuum are

D,F9 =0, D;F7 =0,

where F' is the dual field strength tensor of F@ and we get the differential identities
D;D;F% = 0 and D;D;F'% = 0, since D,; is symmetric in i,j and F% F are skew-
symmetric in 7,j. Actually, the definition of D; is slightly differently in case of
Maxwell’s equations and should be replaced by (D;) = (Dy,D,,D,,D,) and (D") =
(D¢, — Dy, — Dy, — D,), i.e. we have to use the relativistic 4-gradient in Minkowski
space (this will be needed to define F7). Using differential forms, we can also write
Maxwell’s equations in vacuum as

dFF =0, d+«F =0,

where * is the Hodge-star-operator and then it is immediately clear that ddf = 0
and d(d * F') = 0. For the definition of F' and further details see (AF01)). In the
case of Maxwell’s equations, these differential identities describe charge conservation.
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Noether’s second Theorem (infinite dimensional): If Ldx (or 01) is invariant under
projectable symmetry vector fields V- = V*0, + V*Oya (and therefore f, is varia-
tional) and V= V* depend linearly on arbitrary functions p = p(x) and their deriva-
tives, i.e

V" = V(a2 p().pa () ),

“(x
Ve =Vzuf p(x),pe(z),...),

then there are differential identities for f., and they can explicitly be described.

Note that if the projectable symmetry vector field V = V®0,« + V*9, depends
linearly on p,p,,... then Q% =V —u2V* also depends linearly on p,p,,....

Proof: For simplicity, we assume first order Lagrangian L = L(x,u’u?) and V* V¢
depend linearly on p,p,. In the following, we will just write p,p,, but we have to
keep in mind that we actually mean p(z),p,(z). We get

Q* (.’ il pp.) = Vi(zu’ pp.) — ueV*(2,p,p,) =
= (pa® + p.b”) — ug (pc + pd) =
= (a® —ulc)p+ (b — uld)py,

where a®,b%,c,d are functions on E. Then we derive the same identity as in (2.109))
from Noether’s first theorem (without writing dz) and we can write

0=Q%f+D,C=
= [(a® —uge)p + (0" — ugd)ps]fo + D.C' =
= (a® —uge)pfa + Do (0" — ugd)pfa] — pDa[(b" — uzd)fa] + D.C =
= p{(a” —ugc)fo = Du[(0 — uid) fo]} + D:[(0" —ugd)pfa + C]. (2.111)

In (2.110) we can observe that C' depends linearly on p and their derivatives and
the second term in (2.111)) is a total derivative. Since p is arbitrary, we can choose
p with compact support in U°, and then we get

o:/Iwa@«w—@@a—DMW—@@hwm
Uo

for all p with compact support in U and all sections ¢ € T'(E). Using Du Bois-
Reymond’s lemma shows that

0= (a® —uyc)fo — D [(b —uld) fu] (2.112)

for all points in J*E and this is the differential identity for f,. This is the idea of
the proof of Noether’s second theorem and a more general proof can be done in a
similar way. O
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Note that the second term in (2.111) must now also vanish and we get further
differential identities. In the case of PDEs, where n > 2, we get a divergence equa-
tion at this point, which might be hard to solve in general. However, for n = 1, this
equation is very simple and we can write it as

— (0" — uCd)pfa+C

p(b* —ugd)fo + Q% Lye + VL =

p(0* — ugd) fo + [p(a® — ugc) + po (0% — ugd)| Lya + (pc+ pod)L =

PI(B = ud) fu + (0 = wSC) Lus + L] + pu(6° — uSd)Lus + L], (2.113)

where ¢; € R. Since we can choose p arbitrary, the two summands in (2.113)
must vanish separately and c¢; must also vanish. Then we get the two additional
differential identities

0= (b" —ugd) fo+ (a® —ufc)Lye + cL, (2.114)
0= (b° — uSd)Lys + L. (2.115)

Equation (2.115)) is a very simple differential equation for L, with solution

L= é(ba —uld)cy, Co = ColzuP)

in the case when d # 0 and L = L(z,u”) when d = 0. This shows that we get very
strong restrictions for L and f,. Now we could try to solve equation and
to get more information, but we will stop the discussion here. It would also
be interesting if , and are somehow dependent. It seems that
this has probably not been discussed extensively in the literature and one is usu-
ally only interested in the identity . At least in the original paper of Emmy
Noether (Noel8| p.243) there is only one remark, namely: “.. Aus (15) und (16)
folgt noch Div(B —T') = 0...% which means in our notation the vanishing of the
second term in (2.111]).

There are two modifications of Noether’s theorem. The first modification is to as-
sume a weaker symmetry condition and the second is an implicit version of Noether’s
theorem.

Weaker symmetries (because of equivalent Lagrangians): Noether’s first theorem ba-
sically says that we can compute the conserved quantity with the help of the La-
grangian L. However, we already know that any two Lagrangians L and L+ DA are
equivalent. Therefore, the question is if we can also compute the conserved quantity
with the help of the Lagrangian L + D,A. To understand this modification, let
us consider a trivial Lagrangian L = D,A. Such a Lagrangian leads to the trivial
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Euler-Lagrange expression f, = 0 for all points in J*E. Then, going back to the
symmetry equation (2.109)), we get

Lo (Ldz) = Loy (DoAda) = (D,C)dz B2 Do (Q* Ly + VL) da.

This equation shows that trivial Lagrangians always lead to a total derivative ex-
pression (D,C)dx, when we apply the Lie derivative to Ldx. Therefore, we can use
a weaker symmetry assumption in Noether’s first theorem, namely

(DyA)dr = Ly (Ldz) = (Q° fo + D,C)dx

for some function A € C*(J*E), where we now also allow D,A # 0. This leads to
the modified conservation law

Qafa + Dx(C - A) =0,
with modified conserved quantity C' = C' — A.

Lemma 2.10.1. Let (D,A)dz be a trivial Lagrange form on J*E and V a projectable
vector field on E. Then L, (D, Adx) = (D, A)dz for some function A on J*E.

The interesting observation is here that we do not get a statement modulo contact
forms. That is, we do not get a trivial Lagrange form plus a contact form, when
applying the Lie derivative to a trivial Lagrange form, we rather get exactly a trivial
Lagrange form.

Proof: We have to do the calculation in (2.109) for higher order Lagrangians. First,
we need the identity

(DXQ*)Lug, = Dal(DE'Q)L m] (DEQ) D, Ly, =
—D[(Dk 'QM) Ly, — (DE?QY)DuLg | + (DS Q) D2 Lo, =
N k—1

- J(DEQY) DL Ly | + (1) Q*DELy, =
l:O

= D,[..]+ (=1)*Q*DtL,
for all £ > 1, to compute

Loev(Ldz) = [Dy(VFL) + Q*Lyo + (DyQ¥) Lyo + ... + (D’;Q“)Lu?k)]dx =
= [Q¥EaL + Dy(V'L 4+ Q% Ly + ...)|dx =
- (Qafa + DIA)d.CE,
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where

A=

e
—_

=V*L4 Q%Lyo + [(D2sQ*)Lys, — Q*DyLye ] + ... (—1)Z(D’;‘1‘IQ"‘)D§CLUW

e\v
Il
o

-1 r—1
= V'L + (Dy7'Q) DL, k> 1
1l:0

ﬁ
Il

If f, vanishes for all points in J*FE, i.e. if &,L = 0, or in other words, when L = D_A,
then L, (Ldx) = (D,A)dx is a trivial Lagrange form. O

Implicit version of Noether’s theorem: To understand this version of Noether’s the-
orem, we consider the following lemma:

Lemma 2.10.2. If Ldz (or I) is invariant under some projectable symmetry vector
fields then the corresponding variational source form A (or 61) is also invariant
under the same symmetry vector fields. The opposite direction is not true in general.

Proof: For simplicity, we consider first order Lagrangians L = L(z,u”u?). Let
V = V?*0, + V*Ou« be a projectable vector field on E such that L.y (Ldz) = 0.
Then we can write

0= Lyv(Ldx) = (L Ll)dr + LV, dx =
= [D(LV*) + Q% Lo + (DoQ*) Lyl =
= [QYEaL + Dy (LV® + Q% Lyg )|dx =
= Q% fo + D,Cldz, (2.116)

where C' := LV* + Q“L,o. Furthermore,

EprVA = [ga(Q f ) + Q/BHozﬁ + (D QB) af + <D2QB)H§§]du Ndx =
= [£a(Q7 f5)]du® A dx, (2.117)

what we have already derived in Lemma (only for vertical V') and the Helmholtz
expressions vanish, since A is variational. Since Ldz in (2.116|) satisfies the sym-
metry condition, we get Q“f, = —D,C and if we plug this into (2.117)) then we
get

Lo A = [E,(Q° f5)]du® N dv = (2.118)
= [Ea(—D,C)|du* N dzx = 0, (2.119)

since the Euler-Lagrange operator &, annihilates total derivatives D,(—C'). There-
fore, A satisfies the symmetry condition if Ldx satisfies the symmetry condition.
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To show that the opposite direction is not true in general, we consider the following
simple example: Let Ldx = (D,A)dz = xdx be a trivial Lagrangian with corre-
sponding f, = 0 for all points in J*E. Then Ldz is not invariant with respect to
0,-symmetry, since

Loy (Ldz) = [Q*EuL + Dy(LV™ + Q“Lyg)|dx =
= [Dy(x - 1)]dx = dx # 0,

but the corresponding source form A = 0 satisfies every symmetry condition, since
it is identically zero for all points on J*E. 0

Now equation describes the implicit version of Noether’s first theorem. If
a variational source form A is invariant under some symmetry vector fields, then
Ea(QPf5) = 0 and this gives an implicit version of Noether’s theorem. Implicit be-
cause we do not get the conserved quantity C' directly, but we know there must be
a C such that QP fs = D,C (locally exact sequence). We could invert the operator
D, and compute C', but it needs slightly more work or we could compute the La-
grangian L, which also needs slightly more work.

When we allow the weaker symmetry condition in (2.116)), i.e.
(D A)dx = Loy (Ldz) = [Q° fo + D.Cldz,
then we get

Lo A = [E,(Q° f5)]du® A dx =
= [EaDy(A — O)]du® A dz =0

in (2.117)). Therefore, Ldx (or I) satisfies a weak symmetry if and only if A (or 67)

satisfies this symmetry (in the usual sense).

We finish this section with a short summary:

invariance of Ldx or I & 0=Q%.+ D.C (explicitly)
weak invariance of Ldz or I & 0=Q% "+ D, (C—A) (explicitly)
invariance of A or 61 & 0=¢,,Q°f3) & Q“f,=D,A (implicitly)

The symmetry equation in Noether’s first theorem and the ECS are pretty similar
and they are given by the two equations

Loy (Ldz) = [Dp(LV® 4+ Q% Lyg) + Q*E, L) d, (2.120)
Lo A = [E.(Q% f5) + Q° Hop + (D, Q) HE 4 + (D2Q%)HES|du® A dw, (2.121)

where D,,&, are the operators used in (2.120)) and &, 5 are the operators used in
(2.121). We could say that the Lie derivative £,y can be decomposed into these two
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operators. Similar formulas also hold for higher order and more general differential
forms in the variational sequence and the decomposition is also reflected by Cartan’s
formula

Lowww = (dipey + tprvd)w

for general differential forms w. Further information can be found in (Krul5, p.174),
especially Theorem 2 therein.

2.11. The Order of Jet Coordinates, Part Il

We already introduced the notation of order in Section 2.1 and Section 2.5. Here we
introduce a second notation which is slightly shorter and which will help us to solve
Takens’ problem. A function ¢ is of order k, in short p = O(k), if p € C>°(J*E).
Total derivatives increase the order by one when applied to functions, i.e. D, :
C®(J*E) — C*(J*1E). More precisely, the order is increased affine linear in the
highest order jet coordinates, i.e.

Dy = oo + ugpus + Ugypug + ... + u?k)(:puz’kfl) + u((lk-i-l)@u?k) =
= O(k) + ufjpn)pug, € C®(JE) (2.122)

for every function ¢ € C*(J¥E). This is a very simple but important observation
and will be crucial later. We also want to introduce the notation ¢ = Oy (k) if ¢ is
affine linear in the k-th order jet coordinates (see (2.122)), where the expression is
affine linear in uf ,)). Sometimes we will also write O1(k) = Oun(k). In general,
¢ = Op(k) if ¢ is a polynomial of degree P in k-th order jet coordinates. However,
note that later O, (1) does not indicate a polynomial of degree o7, it rather labels
the different kinds of symmetries. Sometimes we will write a few indices on the
expression O(k), for example OZ(I{;), and always when we use the indices &7 ,«,3,i,7,
then we do not describe polynomial degree (this will also be clear from the context).
Also note that the definition of objects Op(k) is invariant under local coordinate
transformations, in other words, it is well-defined. See Proposition where the
transformation of the highest order jet coordinates can be found and highest order
does never change in the sense of O(k)-notation. This is not true for lower order.
The notation of Op(k) satisfies some nice properties, like

Op, (k)Op,(k) = Op,+p,(k), forall k>1,
Op,(k)Op,(l) = Op,(k), forall k>1>0.

We can further develop similar properties when needed.
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2.12. The Expressions for Arbitrary PDEs

Since we mostly discussed ODEs so far and we also want to solve Takens’ prob-
lem for PDEs, we briefly have to explain the more general notation. Most of the
generalizations are straight forward, except the definition of conservation law and
conserved quantity will be different in some sense and we have to say a few words
about that.

The Expressions for arbitrary PDEs can be found in (AP94) and references
therein. However, sometimes we use slightly different notation here. In the case
where n = 3, we write (z') = (z,9,2), and similar for m = 3, we will write
(u®) = (u,v,w). We also want to refer to (Krulbl) for the PDE case.

Now let us discuss some of these expressions. The Euler-Lagrange expression in
PDE case is

gaL = Lua — DzLu;x + CijDijLu;?} + ...
and the Helmholtz expressions for second order f, are

Hopg = faus = foue + Difpue — ijDijfaus,
op = Joup t fows — 265 Djfous,

Hgﬁ = Cij(fa7ui6j - fﬂv“%)’

L u =

o . .

5, 1.
The constants ¢;; are needed to avoid double counting of partial derivatives, like
8ugy,3u3m- We already see here that the factors ¢;; are a bit annoying, but we need
them when we want to use Einstein summation in the Euler-Lagrange and Helmholtz
expressions. Note that Einstein summation in ¢;; D;; 3ugj means that we have Einstein
summation in Dijﬁu% and ¢;; are just numerical factors, that is, there is no second

Einstein summation with cijﬁu?j and therefore we could also hide the factors ¢;; in
the expression

where ¢;; is defined as

i o
3a = CU@u?j'

This notation is also used in (Poh95) and later in Section 3.7 we will also use it.
The so-called double counting also occurs in the following situations:

e Let us consider the case where n = 2 and m = 1. Then, for example, in the
summation u;; AY = e A™ + Uy A" + Uy, AV + u,, AY we have the double
counting of wy,,u,,, which are (by definition) the same coordinates in the jet
bundle (and we can define A™ = A¥*).
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e Again, let us consider n = 2. Differential forms like A;;dz’ A dz/ = Ag,dx A
dy + Ayedy N\ de = (Ayy — Aye)dx A dy also have this double counting in a
different way:.

In short, the PDE case is getting more complicated and one reason is the double
counting, discussed above. Alternatively, we could use ordered sums, instead
of Einstein summation over all indices, but this can also get complicated (from
notation point of view). Most of the time we will use Einstein summation without
any ordering. The factors ¢;; are also important in the total derivative

a a a
Di = 0pi + ug'Oue + 1 Oug + ity Oug, + -

and it seems that there is no way out of using these factors. Similar, as we defined

¢ij, we can also define ¢;;; and so on to avoid double counting of higher order jet

coordinates. Most of the time it will be sufficient to use the coefficients ¢;; and

therefore we do not further stress this notation. Also see (Poh95, p.344) (in general
Il

cr = W) In the PDE case, we consider jet coordinates

i, ) a
(2" u™uf, ug ) e uf)

on J*E, where I = jijs...j, is a multi index of length |I| = k, and where 1 < j, < n.
Let 0 <[ < k, then the indices j;Js...7; are unordered and

us = U (j1)n( (2.123)

J1d2---J1 J1)m(j2)---7 (1)

defines the same jet coordinate for every permutation 7. For example, as we already

mentioned, u%, = u® ,aswellasu® = u? = u® . Even if we allow such unordered

zy — Yyx TTY YT yrxr:
indices, local coordinates on J*E are also given as (2%,u® u% u® ., ug), where

J17 " g1g20"
Wiy 1< i <jp<<i<n, 1=0]12..k (2.124)

Also see (And89, p.3). But it is reasonable to work with the unordered indices,
where we get the equivalent expressions in (2.123)).

Now let us continue with the definition of Lagrange and source forms. The
Lagrange form is

A= Ldx' Ndz* A ... Ndx™ = Ldx
and the source form is a (n + 1)-form
A = fodu® Ndx' Ada?.. A da" = fodu® A da.
Vector fields on E are written as

V = Vi + Ve
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and when using concrete labels, like ¢ = 1,a = 2, we will write
V =V®0,1 + V%20,

since V! does not indicate if it belongs to 9,1 or d,1. The prolongation of vector
fields is

pr*V = VID; + Q0o + (DiQ%)Duz + ¢i5(DijQ%)duss + ..

and higher order coefficients can be found in (AP94, p.197). To define conservation
laws, we need to consider horizontal (n — 1)-forms

C=> (—1)"'Cda' Ao A da? TP NdaTT A LA da”
j=1

(the conserved quantities in some sense). We took this definition from (AP94]
p.199), except we wrote C,C” instead of w,V7. Then a conservation law is a trivial
Lagrangian, i.e. a horizontal n-form, which is a divergence expression (for f,) of the
form

Fdz =Y (=1)"1(D;C7)da? Nda' Ao Ada? ™ Nda? T A LA dat =

Jj=1

= (D;CY)da’ A Adad Tt Adad AdaTTH A LA da” =
j=1

Note that such trivial Lagrangians can also be written as F'dx = dyC', where dy is
the horizontal exterior derivative and this operator is similar to the usual exterior
derivative d, except it treats the coordinates u®,uf,... as functions depending on
zt,...,x". Usually, dy is defined on the infinite jet bundle J®F (see (AP94)). The
operator dy is also similar to the operator D;, which also treats the coordinates
u®ug,... as functions depending on x',...,z™ and then D; is just imitating the stan-
dard partial derivative d,:. From that point of view, the coordinate invariance of
divergence expressions should be clear. However, we will also show it below by direct
computation in the case where n = 2. The form F'dx can also be written as dC'
plus a contact form. Now let us do the calculation for n = 2, where the horizontal
(n — 1)-form C transforms like

C = C%y — CVdx = C" <@d§: + @dg) — v <8—xd5: + @dyf) -

oz 0y oz 9y
{9y 0T 0y 0T\
—(C’ 57 Caj)dij(C 95 C@g dy =
= —CYdi + C*dy,
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where

~ dy ox dy ox
Y x Y T Y
C (C’ or - C % ) C* = ("2 83/ - C ik

Furthermore,

di A djj = (axdm+a—md ) (a—zdx+@dy) -

0 0 0 Jy
0xdy 010y
((91:(9y 8@/(‘91)) dw A dy

Then, using the transformation of D,,D,, see Proposition we get
(D;C* + D;CY)di A dfj =
K%D + % > c 4 (axD L > Cy} d7 A dj =

0z ° " a1 a5 " "y
[ B3 o)
- (g%[) +»g% ) <Owgi C’gi)}chnﬂdy—- (2.125)
Let us continue here with (2.125)
2

e 02

(ocnc e )

(gz gip "+ gy g@fD cr + C‘”i%) +

+ gg giD v+ g—z%D Cv o+ gayoy} dii A djj =
= (%% - %%) (D,C* + D,CY) (g—ig—g - g—";%) dx A dy =
—(D,C® + D,C¥)da A dy,

where we used det(A™1) = (det A)~! for every invertible matrix A in the last line.
We also used

1= 8,7 = ...,

o (%5 4 2y, 2208 Oy0n
O_ax_(8@@*8@8‘1’)“8@%*6@8@/’
0= 05 = ...

1 = 0,5 =
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to show that

0 0z\ [or oo 050z | 050y 0
an= (% &) (& 5)= (0 mE e (- 7).

A similar calculation holds for arbitrary n. Note that considering the n-tupel
(cHo?,....C")

as a sort of conserved quantity seems to be confusing at first sight. However, it is
well-known that the 4-tupel

(C1C%C°.CY = (pog%.5%),
with corresponding divergence
DZCZ = Dip+ Dxljl + Dx2j2 + l)xzajg7

describes the conservation of electromagnetic charge, where p is the charge density
and (j',5%,7°) the current density in Maxwell’s equations. In the following, let
dx = dx' A da® A dz?, and we integrate over a compact set U°, which corresponds

to the coordinates (z',z2,23). Then, by Gauss’s theorem, we get

3

0 :/ prfo*(D;Cldx) = at[ prfo*(pdz) +7{~ prka*[Z(Diji)dS], (2.126)
o o U0

=1

for all solutions ¢ € T'(F) of the corresponding differential equation (Maxwell’s
equations). Therefore, the total charge

o

U

in some compact set U° can only change in time when we have a flow (71,5%,5%) of
current into or out of this set. Thus, it makes still sense to speak about conservation
laws, even when we do not mean constant functions here, as we have in the case
where n = 1. Now we consider again, as usually, dr := da' A dz? A ... Adz"™. A

conservation law for f, is a divergence expression Fdxr and a generalized vertical
vector field Q“0yu« on E, such that

oA = (D;C")dx = Fdx

for all points in J*E. This is equivalent to saying that ¢,,gA — dC' is a contact form
or tproA = dyC, where dp is the horizontal exterior derivative in the variational
bicomplex (And89).
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In the first part of this chapter, we only consider second order source forms, and
in Section 3.8, we start with the discussion of fourth order source forms. The ECS
(2.108)) for second order PDE source forms is

Q" Heup + (DiQ°)Hly + (D;;Q°)HZy = 0. (3.1)

This equation can also be found in (AP94). Note that Q° = V# — 4’V where
V = Vi, + V%, is a the symmetry vector field V' € V. Roughly speaking, we
want to solve this equation for the unknown Helmholtz expressions H,g, aﬁ,H ij
More precisely, we want to derive that the Helmholtz conditions are satisfied, i.e.
that Hu,p = O,Héﬁ = O,Hgﬂ = 0. The ECS is a linear equation for the
Helmholtz expressions. Actually, it is a partial differential equation, but when we
consider H,z,H’, B,Hgﬁ as arbitrary expressions, then it can be considered as a linear
system in terms of linear algebra. Solving the pure linear algebra system does in
general not solve Takens’ problem, since then it has a non-trivial kernel. Therefore,
we also have to take in account that Haﬁ,H;B,H 5 are not arbitrary expression,
but Helmholtz expressions and they must satisfy certain conditions, also called in-
tegrability conditions. There are two ways how to formulate that Hag,H HY op are
Helmholtz expressions:

e We simply write

Hyp = foz,uB — fBue + Difﬂ,uf‘ - CijDijfﬂ,uf‘j7
op = fous T fﬁ,ug — 2¢;;D; fpus,
Hzﬁ - CZj(f - fﬁ,u,‘i"j)v (32)

and therefore the ECS is a partial differential equation for f,.

e We extend the locally exact sequence

0 R C(JVE) . 25 (L} £ (£} 28 (Hp 0, 1) T
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where we introduced an operator F and if (formally)
F{Hep,H, 3, H} = 0, (3.3)
then HQB,HZ;B,H& can locally be written as (3.2).

The conditions (3.3) are then called integrability conditions for the expressions
Hop,Hg,Hs. These conditions are relatively complicated when written down in
local coordinates. Let us only mention the following condition

Hgg,uzzliaﬁ,’y] = 07 (34)

where [a,3,7] means skew-symmetrization in «,(3,y. A direct computation shows

6Ha,3 U i [e.8,7] aurac (fa umz fﬂ “zac) - aﬂ;x (f,é’,ugz - fa u51)+
- aufz (faau;a: - f'Y,U%z) _'_ augz (f’77ugz - fay“%x) =

Also see (KM10) and (Mal09) for further details. Most of the time it seems to be
easier to use the expressions in (3.2)) directly. In either case, solving Takens’ problem
means to solve a system of partial differential equations

ECS: Q°Hup + (D;Q°)H: 5+ (DyQ%)HY, =0,
integrability conditions for H,s,H", 5,H;JB,

and (3.2), (3.3)) are locally equivalent. There is one additional information we have
to understand, when we want to solve Takens’ problem. Surprisingly, the Helmholtz
expressions and conditions are not independent and we have the condition

0 =Hes + Hpo — D;H\5 + DyyHY,,
0=H.,— Hj, — 2D;H;,
0 =HJ; + HJ,. (3.5)

We discovered such dependencies already earlier in . Also see Proposition 3
in (AP12) and Proposition 3.1 in (AP96), where such dependencies are formulated.
These identities can be proven by a direct computation, when using the expressions
in . Note that the (formal) operator F always differentiates the expressions
Haﬁ,Haﬁ,H” For example, the operator F leads to the condition (3.4). Since
there are no partial derivatives applied on the first two summands H,g + Hg, in
, the first equation cannot be obtained from the operator F directly. But of
course indirectly, since when is satisfied then we get and then . A
similar observation holds for the expressions H}; — H and H i s+ Hj Y in (3.9),
where also no partial derivatives are applied. We call the Helmholtz depen-
dencies and we want to distinguish them from the integrability conditions. The
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Helmholtz dependencies are really key to solve Takens’ problem, also see Section
3.8, where we discuss them in more detail.

Therefore, solving Takens’ problem means to solve the system

(0= Q" Hop + (DiQﬁ)Hég + (Dz‘jQB)Hgﬁ, (ECS),
integrability conditions for Hug,Hs, H(ijb,

0=Hup+ Hpo — DZ-H;’;B + DUHZ??, (Helmholtz dependencies), (3.6)
0=H!,— Hj, —2D;HY, (Helmholtz dependencies),
(0= H;]ﬂ + Hga, (Helmholtz dependencies),

which still seems to be a pretty complicated system of PDEs (even if we have added
additional equations). This system is also complicated, because Q° is a function
and if we try to solve this system of PDEs explicitly, then we have to solve it for
every admissible function Q° (or characteristic). In general, there is not a high
chance of solving such a system explicitly in this form. However, when we consider
a set of symmetry vector fields with corresponding set of characteristics {Q?} then
we get a set of ECS. In some situations this allows us to eliminate some of the
unknowns Haﬁ,HéB,Hgﬁ and we get a simplified ECS, which could be solvable. Also
discussing the order of the equations in step by step will simplify the problem.
In the next sections we discuss how to solve in several simple cases. After
this discussion we prove Theorem and . However, before we continue

with this discussion, we need to formulate a technical theorem to be able to prove

Theorem (1.0.2)) and (|1.0.3)).

3.1. Local Properties

Takens’ problem is to prove Theorem [I.0.2] or similar ones. This mainly means
that we have to solve the ECS somehow. Let us focus on Theorem [.0.2] and we
will rewrite the statement slightly differently (actually we can prove it with slightly
weaker assumptions). For the calculations later, it is reasonable to introduce the
label &7 and to work only with a finite set of symmetry vector fields. Theorem [1.0.2
follows from the following theorem:

Theorem 3.1.1. Let nym € N be arbitrary and let U C E be open. Furthermore, let
A = fodu®Adzt A...Adz™ be a second order source form defined on (72°)~'U C J?E.
Assume:

i) There are projectable vector fields V., o/ = 1,2,...n+m on U which are symme-
tries of A, and they satisfy span{Vy, , o =12,..n+m} =T,E for allp € U.

it) Each Vo, o = 12,..n+ m generates a conservation law of the from Q% fo =
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D,C", on (7*°)71U C J2E, where Q%, = V& — u2V?, are the characteristics.
Then f, satisfies the Helmholtz conditions in (7*°)~1(U) C J*E.

Note that the statement: f, satisfies the Helmholtz conditions in (72°)~Y(U) C J?E,
and A is locally variational in (7*°)~}(U) C J2E are equivalent (see Proposition
and Lemma . Also note that if f, satisfies the Helmholtz conditions
in (729)71(U) then there does not necessarily exist a Lagrange form on the whole
space (7%%)71(U), but on certain subsets of (7*°)~1(U). We can formulate a similar
theorem to be able to prove Theorem [1.0.3] This technical formulation simplifies
the proof of Theorem [1.0.2| and [1.0.3| and it is easier to explain and understand
how many equations and unknowns we will have later. The whole fiber bundle E
is the union of such sets U C F and when we show that the Helmholtz conditions
are satisfied in all of the subsets (72°)7'U C J?E then f, satisfies the Helmholtz
conditions on J*E, which means that A is locally variational on J*E.

Proposition 3.1.2. Let {V'} be a set of projectable vector fields on E such that
spar{V,} = T,E for all p € E. Then for every py € E there exists a small neigh-
bourhood Uy, C E of pg such that we can choose n+m vector fields {V1,Va,....Voim} C
{V'} such that span{Vi p,Vap,.... Vismpt = T, E for all p € Up,.

Proof: Let py € E. Then, by assumption, there exist {V,Vs,...,V,1m} € {V} such
that

spang { V1, Vapos - Vatmapo } = Tpo - (3.7)
Let us write V; € {V1,Vs,....Voim}, 1 <1 < n+ m, in local coordinates as
Vi =V 0 4 V" Oy

The condition (3.7)) forces that the matrix

71 72 9 ’1 ?2 b
x,1 x,2 x,n u,1 u,2 u,m
x,1 x,2 x,n u,1 u,2 u,m
Vn+m Vn+m c Vn+m Vn+m Vn+m te Vn—i—m

must be invertible at py € E. If a matrix is invertible at a point pg € E and the
coefficients in this matrix are smooth function on FE, then the matrix must also be
invertible in a small neighbourhood U,, C E of py. This is due to the fact that the
determinant of this matrix is non-zero at py € E and then the determinant must
also be non-zero in a small neighborhood of py, which proves the proposition. [
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3.2. Counting the Unknowns and Equations

Labeling the symmetry vector fields V' by o/, and using the notation of order, the
ECS can be written as

(V;; - us;})Haﬂ + (Of{(l) - Ufkvé)ﬂsﬁ + (ng@) - ufle;{)H% =4,
where &7 = 1,...,(n+m),i=12,...n and a = 1,2,....m. Therefore, we have
(n+m)m (3.8)

equations. Note that the vector fields {V,, : & = 1,2,...n + m} span T,F at each
p € U C E. Therefore, we get n + m equations at each p € E for the different
kinds of symmetries. Furthermore, since a = 1,2,...,m in the ECS, we get .
The number of unknowns Haﬁ,H,i@,H ijﬁ Is

«

#Haﬁ = m27
i 2
#H,; =nm",

#Hé{jg _ n(n;L 1) m(mQ— 1).

This simply follows by counting the indices in the unknowns. Whether we say,
as above, that H; are "(”Tﬂ)m(mT_l) unknowns, or whether we start with n*m?
unknowns and then show that there are actually less unknowns, because of the
Helmholtz dependencies , is a matter of taste. We presuppose from the be-
ginning that we know the symmetry and skew-symmetry conditions for Hifé, since
they can easily be observed in the Helmholz dependencies. For dependencies which
involve Haﬁ,Hég, the counting of indices more complicated and we do not further

investigate H,s and H' - Together, the number of unknowns is

n(n+ 1) m(m — 1)‘

2 2
+ +

Therefore, for large n,m, we have a highly under-determined ECS system and only
for m = 1, we get that the system only allows the trivial solution in the case where
we can span T,F at each p € F, see . In the case where we can only span T, M
for all ¢ € M, i.e. condition , the problem is more complicated and we have to
investigate the non-trivial solutions of the ECS.

The idea how to prove Theorem [1.0.2] and [1.0.3| is very simple. The ECS is used
to show that the Helmholtz conditions are satisfied. In general, since the ECS does
not provide enough information, we also have to use the integrability conditions for
the Helmholtz expressions and the Helmholtz dependencies. Discussing the order of
these equations step by step will also help to solve the problem.
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3.3. The Proof for m = 1, Arbitrary n and 2nd Order
Source Forms

In the case where m = 1, the ECS (3.1)) has a very special form, namely

0=Q Hus + (D;Q°)Hly =
= QH + (D;,Q)H', (3.9)

where Hgfﬁ =0, Hy = H = 2(fu, — cixDifu,) and we write u® = u,Q” = Q.
Furthermore, we have the Helmholtz dependency 2H = D; H" and we write H,s =
H. This very special form allows us to formulate a simpler proof, compared to the
more general situation when m > 1. Therefore, it is probably no surprise that also
Takens considered this case in one of his proofs in the original paper (Tak77).

3.3.1. Full Rank, a Proof for m = 1, Arbitrary n and 2nd Order

The first and easiest method which we want to present how to solve Takens’ problem
is the following: If we can span T,E at each point p € E with the symmetry vector
fields, i.e. when is satisfied, then this means that we must have at least n + 1
symmetry vector fields (with certain properties). Therefore, we get at least n + 1
equations and the ECS can be written in matrix vector form as

1 D@y Dy()y ... D, I
Q2 D,Q» DyQy ... D,Qq 71

: : =0.
Qni1 D1Qni1 D2Qnia ... DypQuia

If we can show that the determinant

@1 Dys D@y ... DnGh
Q2 D1Qs DyQy ... DnQo

Hn

# 0, (almost everywhere) (3.10)

Qn DlQn D2Qn DnQn
Qn+1 DlQn+1 DQQn—i—l DnQn—i—l

then we know that the Helmholtz conditions must be satisfied. It is rather simple
to show that the determinant is non-zero almost everywhere in J*E (or subsets
(7% 71U of J*E), in the case where we can span T,E at each p € E, i.e. when
is satisfied. By a continuity argument we get that the Helmholtz conditions
must be satisfied everywhere in J*E. Also see Case I in (AP94, p.207), where we
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can find a similar discussion and some examples.

Since this proof is rather simple, let us investigate if we can weaken the condition
of spanning T,E at each p € E. That is, instead of the condition ([1.2)), we only
want to assume the condition (1.3)). This assumption leads us directly to the next
subsection, where we solve the ECS explicitly for n,;m = 1 and a single symmetry
vector field. A generalization can be found in (AP94)).

3.3.2. Solving the ECS Explicitly in the Simplest Case

A second method how to solve Takens’ problem is to solve the ECS (3.9)) explicitly
for a single symmetry vector field (or characteristic ()). Because of the Helmholtz
dependency 2H = D;H*, we can write the ECS as

1 . A
0= §QDZ~HZ + (D;Q)H".
Let us first consider the simplest case, where n = 1 (and m = 1). Then the ECS is
1
0= §QDtz + (D,Q)H". (3.11)

This is probably one of the rare cases, where we are able to solve the ECS explicitly
(for a single symmetry). Note that we want to solve this equation for H* and for
all admissible functions ). Let us write V = V*0, + V*“0, for the symmetry vector
field in V and @ = V" — u,V*. The general solution is

c c

H* — i Velra) — w Ve where ¢ € R. (3.12)

If V*(x) # 0 (for at least one z), then ¢ = 0, since H* must be a non-singular
function in the coordinates (z,u,u,). The condition V*(z) # 0 (for all x) can also
be written as m,V # 0. We could also investigate singular function H* and compute
the corresponding f, but we will not discuss this case in more detail in this subsec-
tion. If just V*(z,u) # 0 for at least one (z,u) and V* = 0, then it does not follow
that ¢ = 0. Here we can observe once again, where we need the span-7,, F-condition
in the assumptions of Theorem [1.0.2] and [1.0.3] to be able to prove these theo-
rems. Only for m = 1, the condition (1.3) is sufficient to show that the Helmholtz
conditions for second order source forms must be satisfied and we do not need the
stronger assumption . However, when we only assume then we need the
additional non-singular assumption of the Helmholtz expressions (or of f) to be able
to solve the problem. For the more general case, where m = 1 and arbitrary n, see
(AP94).

Note that we can pull-back the equation in by a prolonged section o €
['(E), in local coordinates by a section wu(z), and then we get an ODE for u(x),
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which has the general solution (3.12)). Otherwise (3.11]) has to be consider as a kind
of PDE on J?FE and it might not be clear what we mean with general solution.

We finish this short section with two remarks: First, in special cases, like for n,m =1,
it is relatively easy to find conditions under which we can solve Takens’ problem.
For example, when we assume 7,V # 0. One should start with such simple cases
to get a good understanding for the problem. Second, for arbitrary n,m, arbitrary
order differential equations, and quite general symmetry assumptions, it is very
hard to solve the problem. One part of solving Takens’ problem is to find condi-
tions, especially for the symmetries, under which we can solve it. The condition
span{V}, : V. € V} = T,F for all p € E seems to be quite obvious, but actually we
do not exactly know how to generalize this condition for arbitrary k-th order dif-
ferential equations. For example, for k-th order source forms maybe the condition
span{V}, : V € V} = T,J'E for all p € J'E, where | = k — 2, solves the problem?
Also finding counter examples is a very important part of solving Takens’ problem.
Therefore, there are many open problems and it is fair to say that Takens’ problem is
only solved in some special cases and there is no general understanding and solution
to this problem.

In the next sections, we will solve Takens’ problem in more general situations,
where the actual results of this dissertation are formulated.
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3.4. The Proof for n = 1, Arbitrary m and 2nd Order
Source Forms

In this section, we solve Takens’ problem in the special case n = 1, arbitrary m and
second order source forms. In this case, the Helmholtz expressions are given as

Hocﬂ - foc,uﬁ - f,@,ua + Dacfﬂ,ui‘ - Difﬁugx, (313)
Hig = fous + foug — 2Defsus,, (3.14)
Hog = foue, — faus,- (3.15)

Symmetries and conservation laws lead to the ECS (see (2.108)))
QoHop + (D2Q0) Hig + (D3QL)HEE = 0, (3.16)

where o/ = 1,2,...,(1 + m), since we can span T,E at each p € U C E and dimFE =
1 +m. Also see Section 3.1. Before we start with the proof of Theorem in this
special case, let us formulate a lemma. The following lemma also holds for PDEs
and we will formulate it in that way, since we also need it later.

Lemma 3.4.1 (Local Simplification Lemma). Let
Vi =V (2)0y + Ve(x,u)0ye, o =12,..n+m

be projectable vector fields on U C E. If spang{Vy,, o =12,..m+m} =T,E at
each p € U, then there exists a (n +m) X (n + m)-matriz C = C(z,u) on U, such
that the (n +m) x (n +m)-matriz (V,,VS) w0 satisfy the following condition

That is, the matriz (Vi V.9 .o is invertible for all p € U and C' is the inverse
matriz. Moreover, there exists a row ¢ = ¢ (z,u) of the matriz C' such that either

Vi, =69 VS =0, (3.17)
or

Vi =0, ¢?Vs =5, (3.18)
where 67.0°% are Kronecker deltas.

The proof follows directly by definition of spang{V, . , & =12,..n+m} =T,E
at each pe U C E. O
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For example, let n,m = 1 and V,; = V70, + VY0, € V, where &/ = 1,2 such
that span{V, » , & = 1,2} = T,E at ecach p € E is satisfied. Then

% ’Va Ao = 1$ lu) = C= ( 2:1: :vl>
Var Vet (V v; Vi Vi \-V Y

and furthermore

1 1
o u u o T YT
= vy (Vi Vi = VRV,
G lcc 2u 1u Zx( 20 1 )7 Co ‘flx‘éu ‘flu‘IZx( 29 V1 )7
1 T
A ga u u 1
= V= v — vy (V) =4
Cl o ‘ rlg;‘ r2u ‘ rlu‘ r21- ( 2 1 ) (‘ 72x) )

1 ‘/'x
—_VeEye 1 =0.
‘/fr‘/zu _ ‘flu‘fo( 2971 ) <‘f2x)

A similar calculation holds for ¢5’. Also see Appendix E, where we explicitly com-
pute the matrix C' and the rows ¢ in another example.

= V=

The reason why we formulate this lemma is the following: We will need a simple,
or more precisely, the most simplest local coordinate formulation of the condition
span{Vy , , o =12,.n+m} =T,E at each p € U C E and this is described by
the conditions and (3.18).

Although this lemma seems to be an obvious statement, let us notice the follow-
ing: If V,, € X(E) is a projectable symmetry of A, then ¢“V,, is not a symmetry
of A in general, because ¢“prV,, # pr(c¢?V,,) and only prolonged vector fields are
allowed to describe symmetries. And, Loo v, A # ¢? Ly, A for source forms, or
more generally, for any differential forms. Only for functions Lo,y f = Lo, f
(the R-span is to distinguish from the C*-span). In short: ¢“V,, is not a symmetry
of A, but we want to use ¢V, to get simple local expressions.

Now let us prove Theorem [1.0.2] in the case n = 1 and arbitrary m. We divide
the proof into different steps and the main results in every step will be written in
a box. The results in the boxes will be needed in the next steps. Things which are
not written in boxes are basically the proofs of what is written in the boxes.

Proof of Theorem [1.0.2]in the case n = 1 and arbitrary m:

Step 1 (transform the ECS): We want to investigate equation and we want to
reduce the number of unknowns H,g,H; 5, H %, Since is a linear equation for
the unknowns, we can apply a sort of Gauss algorithm and eliminate some of the
unknowns. Note that

D,Q% = D (VP —ufv™) = OP(1) —ul V",
D2Q? = D2(VP — V™) = D,(0°(1) —uf V") = 0P (2) — uf, V"™

Txrxr
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Therefore, we can write the ECS as
(Vi) = ulViy) Hag + (00,(1) = ul, V) Hiy + (05(2) — uly, Vi) Hig = 0,

where o7 = 1,2,...,(m+1). Using the Local Simplification Lemma |3.4.1, we can take
linear combinations

(V) —ulVEYHos + ¢ (0% (1) —ul  VEYHE; + 7 (00,(2) — uf,,VE)HES = 0,

such that we get the system
i) 0= Hay +OJ(1)His + OJ(2)HEE,
i) 0=—ulHus+ (0°(1) —ul)His + (0°(2) — uly, ) H. (3.19)

rxrxr

For equation ¢) we used

¢?VZ =0 and chf{ =07
and for equation i) we used

¢’V: =1 and c¢“V)=0.

Then we add 7) and 4i) such that we eliminate H,g, i.e.

0=ii) + ) wi) = (0°(1) = uf,) Hyp + (0°(2) — ) i,
v=1

where O°(1) = u]O5(1) + O°(1) and 0°(2) = u]O8(2) + O°(2). Therefore, we
derived the transformed system

i) 0= Ha,+OJ(1)His + O (2)Hyt,
i) 0= (0°(1) —ul,)His+ (0°(2) — ul,,)HY: (3.20)

rxrxr

and we will use it instead of the ECS (3.16]). We should remember equations i) and
i1), since we will need them several times and from now on we simply call them 7)
and 77). Note that 7) can be considered as the contribution of the vertical part of
the symmetry vector fields and #i) the horizontal part.

Step 2 (discuss u?4)): The Helmholtz expressions in (3.13)-(]3.15) show that the order

of 7) is

_ B T B TT
0= HO"Y +97<1)Ha5 j: O’y (2>Ha,3

01(4) 0(3)
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and since the left hand side is zero, and therefore does not include fourth order
coordinates, fourth order coordinates on the right hand side must vanish, as well. If
fa is of second order, then H,z in (3.13)) is of fourth order. More precisely,

Haﬁ = O<3) - szﬁ,u%x - 0(3) - ugx:pwf@ugzugz
Therefore, we get fz,a 7, = 0 for all §,a,y. We can integrate this equation, which
is of the form

Ghoy =0, where G = fg, 2% =uy,, 27 =ul,.

The solution is

G {a(za) + b(27), for z* # 27,

c+2z%d or c+2z2'd, for z* =27,

where a is a functions which does not depend on z7 and b is a function which does
not depend on z®. Furthermore, ¢ and d are functions which do not depend on
2% = 27. We solve this equation for all combinations a,y = 1,2,....m and together
we get G = ¢ + 2°ds, where § = 1,2,...,m and c,ds do not depend on (z',22,...,2™).

For fz we get

fs = Ap + Bgyul,, (3.21)

where Ag,Bg, = O(1).

Step 3 (restrictions for the Helmholtz expressions)

Lemma 3.4.2. If f, = A, +uf B,g is affine linear in the second order jet coordi-
nates u?,, where Ag,Bas = O(1), then the Helmholtz expressions are of the form

xx’

ngﬁ = 0(1) + ulx(Boz’Y,ug + Bﬁ%u% N 2B5a,u;)>
H% = Bos — Bga = O(1). (3.22)

Proof of Lemma [3.4.2t Again, for n = 1, the Helmholtz expressions can be found in

BENGE)

Derivation of H,gs:

Jowr = Joue + Dafoug — D2 fsus, =

= (Aa,uﬂ + ulea%uﬂ) - (Aﬁ,u“ + u;xBﬂ%ua) + DI(A&U% + szBﬁ%ug) - DaQUBﬂa =
= 0(2) + 40 Bpyug — D3 Ba =

= 02) + ujy, Bayug — De(O(1) + ug, Bgouy) =

= 02) + 41, (Bgyug — Bgau)-
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Derivation of H gﬂ:

fa,ufg + fﬁ’u% - 2Dwfﬁ,u%x = (Aa,ug + u7 B B) + (Aﬁ,u% + ngBﬁ%u%) - 2D$Bﬁa =

= O<1) + u;x<B s+ B/B’Y:U% o 2Bﬁa,u;)‘

ary, Uy

Derivation of Hjjg: The expression for Hj% can be easily seen and therefore we have
proven Lemma [3.4.2] O

Step 4 (discuss ué)): Using Lemma [3.4.2) the transformed system (3.20) now has

the following order

i) 0= Ha, +0J(1) H:;+05(2) HY (3.23)
N~~~ N~ ~—~
01(3) 01(2) o(1)
i) 0= (07(1) - ug,) Hys +(0°(2) — uf,,) HS. (3.24)
S——— " O ~~ o
01(2) 01(2) 01(3) o(1)

Since i) does not have order three on the left hand side, it must also vanish on the
right hand side and this means

0 = Byus — Baaut- (3.25)

And, since ii) does not have order three on the left hand side, it must also vanish
on the right hand side and this means

0= H®% = Bag — Bga. (3.26)

Step 5 (restrictions for the Helmholtz expressions): Condition (3.25)) and (3.26)) forces
that Bg, e must be symmetric in all of the three indices o8,y and this leads to

0= Ba’y,uf + BB’Y,U% - QBBCV,U;'

Therefore,
Haﬁ = O(2>7
H&cﬁ = 0(1)7
Hiz =0.

Step 6 (discuss u),): Now (3.24)) becomes

it) 0= (0°(1) —uf,) H,
e A g
01(2) o(1)
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and therefore Hj; = 0. Then from (3.23)) we get
i) 0= H,,

and all Helmholtz conditions are satisfied. O

3.4.1. The Algorithm for n = 1, Arbitrary m and 2nd Order

Here, we formulate again the main steps in the proof:

Step 1: transform the ECS, (simplify the ECS)
Step 2: discuss u/,), (fourth order)

Step 2:  restrictions for Hag,H g, Hy3,

Step 4: discuss w3, (third order)

Step 5: restrictions for Hag,Hy g, Hy g,

Step 6: discuss u]

7., (all Helmholtz conditions are satisfied).

Note that in a more general situation, for example when we consider PDEs, it is
probably not clear whether we should start with the discussion of the different orders
in ¢) or i7) first. In the proof above there was no big difference and we did not notice
it explicitly in the algorithm. More precisely, in Step 4 there is no difference whether
we first discuss ¢) and then i) or first discuss i) and then 7). In the next section,
we have to find a generalization of this algorithm and we also explain why we chose
this algorithm.
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3.5. The Problem of the Proof for n = 2, Arbitrary m
and 2nd Order

Since the proof from the previous section for n = 1 and arbitrary m was quite nice,
it is obvious to try to formulate a similar proof also for n = 2 and arbitrary m.
However, we will find out that this is not so easy.

The following discussion shows that it is not a good idea to generalize the pre-
vious proof (the previous algorithm), especially when n > 2. It is probably even
impossible to formulate such a proof for n > 2, because the notation is getting to
complicated. However, the following (idea of a) proof has the advantage, that it
is very systematically, because it is a sorting of polynomial degree and order of jet
coordinates and it makes a lot of sense to do so, at least theoretically.

There are two reasons why we would like to present the following idea of a proof.
The first reason is that it shows that there is no simple algorithm, which can be
applied to solve Takens’ problem. That is, a possible notation heavy, but systemat-
ically simple algorithm does not exist and this is an important observation (at least
we did not find a simple algorithm). The second reason is that it gives an overview of
techniques and expressions which will occur in Takens’ problem. These expressions
are especially the so called Hyperjacobians. Roughly speaking, Hyperjacobians
are a generalization of affine linear from the previous section, where we found out
that fg = Ag + u),Bgy in Step 2. When one wants to solve Takens’ problem, the
first thing one would try to do is probably to use this systematic approach. But then
one will find out, that it is not the best method and one has to improve the notation
and formalism. In Section 3.6, we present a general proof of Theorem which
is in some sense much shorter than the (idea of a) proof in this section. Actually,
we will not present a complete proof of Theorem in this section. We will just
start with the proof and stop it when the notation is getting too complicated. Note
that the following idea of a proof can be completed for n = 2 and arbitrary m, but
we do not present it in this dissertation.

The main features of the following (idea of a) proof are:

e Generalize the nice proof from the previous section (it is obvious to try to do
S0).

e Discuss systematically the order and degree of jet coordinates (which makes
sense in principle).

e Find out if a tensor is symmetric or skew-symmetric in some of the indices or
both and combine these conditions.
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The setting here is the same as in the ODE case. We want to prove Theorem [1.0.2
for n = 2, arbitrary m. Symmetries and conservation laws force the ECS

Q" Heup + (D:Q°)Hy + (D3 Q) HYy = 0, (3.27)
where
Haﬁ = fa,uﬁ - fﬁ,ua + sz,@,u? — cijDiDjfﬂ,u?ja (328)
58 = fou? T Jouz = 2¢5D;f5u3, (3.29)
Hyly = cij(Fous, = Toug) (3.30)

are the Helmholtz expressions (also see (AP94))) and

L i=j,
Cij = .,
ol i#d

The proof is again divided into different steps. We will discuss successively

Again, the main results in every step are written in a box and the results in the
boxes will be needed in the next steps. Things which are not written in a box are
basically the proofs of what is written in the boxes.

Proof of Theorem [I.0.2] for n = 2, arbitrary m: The characteristics Q° are of the
form

QP = V() — ufVi(ad).
Therefore, equation (3.27)) can be written as
(Vi) = Vi) Hap + (04 (1) = w3 Vi) Hiig + (05(2) — uy Vi) Hly =0, (3.31)
where &7 = 1,...,(2+m) and a = 1,2,...;m.

Step 1 (transform the ECS): We want to apply a sort of Gauss algorithm to the

system (13.31]) and thereby eliminate some of the unknowns H,g,H, Zy,mH;jg- Counting
the unknowns shows that it is in general only possible to eliminate H,g. Using the
Local Simplification Lemma [3.4.1} we can take linear combinations of (3.31])

C%(fo — uf‘/Z{)Haﬂ + Cd(Oi(l) - Ufkvgif)Héfﬁ + CLQ{(OQ(2> - Ufklvé)Hslﬁ =0
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3.5. The Problem of the Proof for n = 2, Arbitrary m and 2nd Order

such that we get
i) 0= Ho + O] (1)His + 0L y(2) Hi,
i) 0= _UfHaﬁ + (O}Bk< ) — uf’k)Ha,B + (O?kl< ) — ]kl)H
For i) we used
¢?Vi =0 and c”‘a{Vf{ ="
and for i7) we used
c”Vi, =69 and cﬂVg = 0.

We want to eliminate H,z and therefore we consider
k > Kl
)+ Zu U Oyﬁk (1) - ufk)Haﬁ + (Osz@) - Ufkl)Hag-

Then we get the transformed system

i) 0=H,, +O(1)HE ﬁ +O05(2)HY,, (3.32)
i) 0= (Ofk(l) - Ufk) ag T (Ojkz( ) — “fkl)H% (3.33)

and we simply call these two equations ¢) and #i). We should remember the equa-
tions 7) and 1), since we will need them several times.

Step 2 (discuss u ) Since the left hand side of 7) is zero, and therefore does not

include fourth order coordinates, fourth order must also vanish on the right hand
side and only H,g can include fourth order (see (3.28))[[] Fourth order in Hyp is
given as

Haﬂ = 0(3) — CijDiDjf[)’,u% = 0(3) — cijcklu?jklf/g,ugjuzl. (334)

It is important not to forget the factors ¢y, in (3.34)), otherwise the following dis-
cussion leads to a different result. We want to analyze the fourth order of (3.34) in
detail:

Upgae © 0= foug,ul,> (3.35)
UWazy © 0= foug,ul, + Sous,ute (3.36)
Uy © 0= faue uy, + fb’,uzyuzy + [Bu0 ug Ul (3.37)
Usyyy * 0= Foug,uy, T foug,ui, (3.38)
Ugyyy 0= fg, ug, ugy (3.39)

Tt is also possible to consider the conservation law condition &,( ngfB ) = 0, but discussing
successively the order of the Helmholtz expressions seems to be more systematically here. Note
that E(tprgA) = 0 means that ¢,,0A is a trivial Lagrangian and this is discussed in (ADS0),
especially Theorem 4.3 therein.
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3. The Main Result and What We Need to Prove it

We can integrate these equations and find the general solution. However, it needs
some work and notation. Surprisingly, the general solution can be described by a
finite dimensional vector space, which is not obvious for PDEs. We start with .
This equation is of the form

Giay =0, where G = f3, 2% =uy,, 27 =ul,

and the solution is

G = a(z*) +b(z"), for 2 # 27,
G=c+2%d or G=c+2d, forz*=2".

Together

G = c+ 2°ds,

where ¢,ds do not depend on 2°, or in our case, f5 = A+ u},B,, where A,B, do not

depend on ug,. A similar calculation holds for (3.39)) and together we get

fo=C+u), Dy +ul,(E, +u5 Jhs) =

=C+u), Dy +uy, F, —i—umunywg,

where C,D.,,E.,F,; do not depend on u],,,u}, , but on uj, and first order coordinates.
Note that we do not write the index 8 on C,D,,E,,F,s, to keep the notation as simple

as possible. Then the condition (3.37)) leads to

2

(Fory + Fio) + ENCwe 8u$y (C + u ,Ds + u FEs + umuny&) =0
and this forces
E(5 UGy ULy 0, (340)
D5u°‘ uxy = 07 (341)
F6e U u'ry — O, (342)
62

F, Fio+ ——==C=0. 3.43

2l + a auzy ( )

We can integrate the equations (3.40)), (3.41), (3.42), which are again of the form

G = 0, where 2% = ug,, 27 = u], and we get

E5 =es5+ u E57I7
Ds = ds + ], Dsy,
Fse = fse + uy, Fien,
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3.5. The Problem of the Proof for n = 2, Arbitrary m and 2nd Order

where e5,Es;,ds, Dy, fse,Fsen do not depend on u]_,ul ul . i.e. they are of first order.

zxs Yy Cyys
Now fs can be written as

fo =C +ug,(ea + vl Eoy) + uy, (do + uly, Do) + ug,u), (fory + uinaw) —

_ a a a .y a .y a .y a v 0
=C + ug,ea + Uy, do + ug ul, Eor + ug ug, Doy + ug ), fory + ug ), ug, Foqs.

Then the condition (3.36]) leads to

fﬁﬂu%ﬂf’ + fﬁ,uquﬂ = Foy + Eya + u{jy(Faﬁw + Fyga) =0

Ty TT

and this forces

0= FEo + Eya,
0= Fupy+ Fypa. (B is fixed in the middle position) (3.44)

Then the condition (3.38]) leads to
0= fﬂﬂ%yugy + fﬂv“?y“zy = D'YOé + Da’Y + u§x<Fﬁ'YOé + Fﬁa’}’)
and this forces

0= D'ya + Da’ya
0= Fgyq + Fpay- (5 is fixed in the first position) (3.45)

From (3.44)) and ({3.45)) we get

0= Fopy + Fypa, (fix middle index f3)
0= Fopy + Foyp, (fix first index )
= 0= Fopy + Fpoy, (fix last index )

because of
0= Fapy + Fyga = Fapy = Frap = Fapy + Fpay-
~—— ~——
fix first fix middle

Therefore, F,3, has to be skew-symmetric whenever we change two indicesﬂ Now

the condition (3.43) can be written as

0? 0?

Ot fat—C C=0. (34
+8ug‘y8u;’y0 o + /4 +augyaugyc 0. (3.46)

Jay + fra + 1l (Fayn + Fyan)
—_———

=0

2For m = 2, we know more than Foyy + Fyoany = 0. Then we even know that F,3, = 0. Because,
for m = 2, two of the three indices «,5,y have to be the same, since only Fj11 = 0, F112 =0,
F551 = 0 and Fyy9 = 0 and permutations of that are possible.
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3. The Main Result and What We Need to Prove it

We can integrate (3.46) and we get

C = —ug,uy, foy + Uz, Ca + N,

Ty Y
where f,.,cq,h must be of first order. Now fz can be written as

I =h + ug,ca + ug,eq + uy,do—
a7 a a a Y 40 o€ _
uazyu:cyfa’y + uxocu:r:yEOl'Y + uyyuxyDOI'Y + ux:cuyyfa’}’ + u:z:xuxyuny’Y‘;E -
J— o « 0%
=h + ug,co + Ug,€a + Uy, dat
L I N c R a a vy .0 €
+ (u:pxuyy uzyu:ry)fa“/ + u:t:ruxyEa7 + uyyuxyDa’Y + uxxuxyuny’Y5€7
where F,, and D,, have to be skew-symmetric and there are no restrictions for fy,.
Let us write this differently as

fo =h +uzyCa + uggea + Uy da + (Uggtyy — Uy izy) for t

T yy )
§ Lo . s, E [ e e e SRTETS =
+ (umxumy ummuxy)Ea’Y + (uyyuxy uyyuxy)Dﬂé’Y + ummuaﬁyuny’Y& -
a<ly a<y

=h + ug,Co + Uz, €0 + Uy, do + (ug‘,u;’)fm—k

+ ) (WS ) Bas + Y (uf 4]) Doy + 1, ud, 18, Fse,

a<ly a<ly

where we define the expressions

« @ D(u?’uﬂ> « «
(s ,uf) := det(VuS ,Vu?)) = W’y; = uiluf2 — uizuf1 (3.47)
and they are so-called Monge-Ampere expressions or Hyperjacobians (note
that gty — u2, = 0 is called Monge-Ampere equation). For the more general

definition of Hyperjacobians see (Olv83)). We also define the determinant

0% § €

0% €\ .__ €
() o= uy, ug, ug,l|,

6 €

~
uyy uyy uyy

which is not a Hyperjacobian. We finish Step 2 with some change in the notation
and we will write

]
aly

fo = Ao +u;BY + (u] wd)CH s+ (u” ) Dajrse, (3.48)

J) " alyé

where Aa,BziV,Cijg,Da|756 = O(1), and furthermore Dgjysc is skew-symmetric in

7,0,€. Note that for m = 2, two of the three indices 7,d,e in Dyjs. have to be the
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3.5. The Problem of the Proof for n = 2, Arbitrary m and 2nd Order

same. For example, D112 or Dyjo91 and therefore Dy 5 = 0 when m = 2.

Step 2 b) (explaining some problems in the case n,m = 2): For simplicity, we only
consider n,m = 2 in Step 2 b). Compared to Step 2 in the ODE case in Section
3.4, we saw that we needed a lot more notation and work to get the result in Step
2 in this section. The more complicated notation causes problems in the following
discussion of the proof. Let us explain this in more detail. However, note that this
step is only partially relevant for the proof and one can also continue with Step 3
(that is why we also called it Step 2 b)). This step only explains some notational
problems.
After discussing O;(4) in the ODE case in Section 3.4, we derived

fo=As+ul By, (f, is affine linear in u],)
and in the PDE case here, where n = 2, we derived

fo=Aa+ U%B;JW + (u;Y?u?)C;]\V& + (u’yvuts?uﬁ)DaW&?
where the last expression D, vanishes, when m = 2. As we already mentioned,
this is because D¢ is skew-symmetric in 7,6,e and at least two of the three indices
v,0,6 have to be the same when m = 2 (this only holds for m = 2, otherwise we
have to discuss u?:,))ué) as well). In the PDE case, we now have to handle some
problems and the main problem is the so-called double counting, which was already
mentioned in Section 2.12. The first observation is that

Y RU _ .,y R Y RTY v RYT Y RYY __
u; By = ug, Bop, + ug, B 4wy, B+ uy, B

aly Ty aly aly Yy Taly T
_ . R ¥ zy y Y RYY _
= ug, Baf, +ug, (B}, + Byp,) +uy, B =
—_ . R v RTY v RYY
= uxx Oé|"Y + /U/IyBCd’\/ + uyyBahl

and since u), = uj, (jet coordinates are (T,u,Us,Uy,Usz,Uzy,Uyy), see (2.123) and
(2.124])) we define

il ._ i T
Baw = Bah + Ba\w if1 <y,
2‘7 = Béjh/’ lfl = ]

Then we get the ordered sum
Y RY Y RY Y R
uiBg, = 2. D wiB, = 2. ) wiBy,
Yoo v i<y
The ordered sum has the advantage that when we have, for example, an equation

Z Z UZJB;]W =0,
v

i<j
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3. The Main Result and What We Need to Prove it

then we get immediately that all coefficients Bgﬁ = 0, whereas
Z Z ul; By, =

does not imply ijw = 0.
To order the Hyperjacobians needs more effort. There are sixteen terms and
they can be written as

(uf ) Ol 5 = (L) Cafys + (udaug)Cp 5 + (g ug) O 5+ (ugyu ) CLY

= (g1, ) Cafy + (ugyul)Cafyy + (w3 uy ) Ciyy + (ufu3) Cafpyt
+ (Uglwui)cﬁ”n + (Ui,ui)cﬁz + (u?mugl/)ciiél + (ui,ui)Cﬁ%Q—i—
+ (u;,ui)C’sz + (u;,ui)CzﬁQ + (uz,u;)C’zrzl + (U3217U:%)03T22+
+ (“;’u;)(]z?ﬂ + <“11/’u12/)oziy12 T (uz,u;)CZ?zl + (uz,uz)CzT’m -
= (ug,u3)( a2 — Cajpr)+
+ <u:}:7u;)(0a|11 Ca|11) (ux,UZ)(Cif’m Cfile)Jr
+ (ui,u;)(C’alzl CzTu) (uz«?u;)(oﬁm - Cﬁm)—i_
+ (uijui)(cﬁﬁz - 03?21)
By definition of the Hyperjacobians we have
(upuy) = (uhul) = (uyuy) = (ulul) =0, (3.49)
and, more generally, we have the identity
(u?,uf) = ulaxufy — uf;ufr = —(uf,uza) (3.50)

Now we want to order the Hyperjacobians. Let us define

~375—Ca12 = Oy — Ciyy, ifi=jandy <o
CY o =C%W = O — C%

o if + < j and for all v,9.

ay ayd ady?

Then we can write

(w] ul)C s = Z > (ul ud)CL . (3.51)

1<j
v<d 1f1 =j
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We have the ordered expressions (we write u! = u and u? = v)

z1 = (UI,UI),

2 1= (Ug,Uy),
23 1= (Ug,Uy),
24 = (Ug,vy),
Z5 1= (Uy,Vy),
26 1= (Vg,0y), (3.52)

and they are also characterized by the property that they are linearly independent
(this is easy to check for n = 2 and one can do it as an exercise). The expressions
in (3.52)) are not completely independent, since there are non-linear relations like

2125 + 2423 = Z9Z2g. (353)

This is called a Pliicker relation, see (KPS08]). Note that this relation is a special
case of Syzygy. When we consider z1,2s,...,26 as new coordinates, they only form a
five-dimensional manifold and not a six-dimensional one, as we would might expect,
since they are generated by the six coordinates

1 1 1 2 2 2
u:ﬂx 7umy 7uyy ’uzm ’umy auyy .

There are further relations like (we write ul, = ug,, u?

2» = Uy and so on)

2
VgeRo — UgyZ1l = Ugy (u:vxuyy - 'bey) — Ugy (u:):xvxy - uzyvmx) =

= VUgaUgaUyy — UgyUggVUgy = Ugs <3,
and therefore
Upgp 21 = UgyZo + Uy 23. (3.54)

Note that in the case n = 4, there are also linear relations among the Hyperjacobians.
For example,

D(ui,u2)  D(us,u3) N D(uq,uy) _o (3.55)
D(z3,2%)  D(x?x*) D(22,23)
We took (3.55)) from (BCOS8I] p.155), where it can be found in formula (4.6) (there,
one can also find the more general definition of Hyperjacobian). In (BCOS81, p.156)
is also written that it seems to be difficult to find the number of linearly independent

Hyperjacobians for arbitrary n.

Step 3 (restrictions for the Helmholtz expressions):

Similar to Step 3 in the proof in the ODE case, see Lemma [3.4.2] now we have to
compute the Helmholtz expressions explicitely, under the assumption that f, can
be written as . It turns out that these expressions are very complicated, and
therefore we will stop the proof here. We will anyway formulate a better proof for
arbitrary n in Section 3.6. Let us finish this section with the algorithm how the
proof would work in principle.
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3.5.1. The Algorithm for n = 2, Arbitrary m and 2nd Order

In this subsection, we explain the structure of the previous idea of a proof and we
give some remarks on why we chose this algorithm, also why we chose a similar
algorithm for n» = 1 in Section 3.4. We want to understand the following steps:

Step 1: transform the ECS,

Step 2: discuss u/y, (degree 1)
Step 3: restrictions for Hag,HéIB,H;jB,

Step 4: discuss uzg)u?3), (degree 2)
Step 5: restrictions for H,g, ;ﬁ,ngﬁ,

Step 6: discuss u??))u?m, (degree 2)
Step 7: restrictions for Haﬁ,Héﬁ,Hgﬁ,

Step 8: discuss uy), (degree 1)
Step 9: restrictions for H,g, %,Hgg,

Step 10: discuss uZQ)u‘(SQ), (degree 2)
Step 11: restrictions for H,g, ;ﬁ,H(ZJB,

Step 12: discuss u/y), (degree 1)

which is the algorithm in Section 3.5. Theoretically, this algorithm works pretty
good, also for arbitrary n,m. Practically, using this algorithm, the previous proof
cannot be generalized to arbitrary n,m, since the expressions are getting too compli-
cated and we cannot find a simple structure in the expressions. For n = 1 in Section
3.4, we had only to discuss polynomial degree one. Here, in Section 3.5, we have
also to discuss polynomial degree two. For arbitrary n, we would have to discuss
polynomial degree n.

Now we want to explain why we chose this algorithm, especially why we compute
the restrictions for the Helmholtz expressions between these steps. For example, it
is not a good idea to use the following algorithm

Step 1: transform the ECS,

Step 2: discuss O(4),

Step 3: discuss O(3),

Step 4: discuss O(2),

Step 5: consider all restrictions from the O(4),0(3),0(2)-discussion together,

which would also be possible. In the following, we give an explanation why this is
not meaningful. After discussing u?4) in Step 2, i.e. the equation

.. Y _
chkluz‘jklfﬁvu?juzl =0,
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see (3.34), we could immediately discuss the uzg)u‘(sg)—terms in H,3 and in equation
(13.32]), without computing the restrictions for the Helmholtz expressions. That is,
we could solve the equation

o —
uikluqucijcklcquﬁ,u%uilugq = 0. (356)

We observe that it is difficult to handle the conditions (3.56)), but it is possible.
After a longer calculation we get the following equations (let us write f instead of

fs)

62,0y ul ul fus bz, = 05 (3.57)
5,1y uﬁmu;xy b 2 e Bz, T f“gyuﬁxu;x =0, (3.58)
4x,2y ufmu;yy : (3.59)
4x,2y ufxyu;my D (3.60)
3,3y ufmuzyy ; fu%yumu;y 0 (3.61)
3x,3y ugxyu;yy Do (3.62)
204y uf ) (3.63)
22,4y ugyyu;yy : (3.64)
15y uf,ul. (3.65)
0z,6y ub, ul,. : (3.66)

We observe that a lot of these conditions are redundant. For example, the conditions

(3.57) and (3.58)) follow from (3.35). Not to have these redundant conditions, we

constructed the following algorithm
e Discuss order,
e Restrictions for the Helmholtz expressions,
e Discuss order,
e Restrictions for the Helmholtz expressions,
e and so on...

In this algorithm we do not have (many) redundant conditions, since in every step
we already restricted to such f which satisfy all the conditions from the previous
steps. For example, from the conditions — we only need one condition,
e.g. . Since leads to Dgj,5c = 0 and then (u'y,lfs,ue)Dm,ﬂg€ = 0. That
is, when this term vanishes, then we do not have to investigate all the remaining
ué)u‘é)—terms in H,g, since only (u“Y,u‘;,M)Dm,ﬂ;6 in fg can generate uzg)u‘(sg)—terms in
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the Helmholtz expressions. Therefore, only with the condition (3.61)) we can derive
that
f a — Aa + u} Bij

i " aly + (uZ7u§'>0U

alyd?

i.e. we get the Hyperjacobian structure in the second order coordinates of f, and
all other conditions (3.57)-(3.60) and (3.62)-(3.66) are redundant, when also using
the conditions —3.39. Now, the idea is that these redundancies do not occur
when we use the algorithm from the beginning of Subsection 3.5.1. However, it is
hard to say if there never occur redundancies in this algorithm. But in any case
there are less of them.

Let us finish this section with three remarks. First, the above algorithm is clever
in some sense, but it is not clever enough to handle the problem for arbitrary n.
Second, the systematic discussion of degree and order of jet coordinates makes sense
in principle and gives an interesting view of a very rich mathematical structure. For
example, the vanishing of fourth order does not force Hyperjacobian structure in f,,
since we also have terms of the form (u®,u”,u”) which are not Hyperjacobians. But
we can also find a structure in these expressions and it would be nice to find out more
about this structure in general. It seems that a lot of these expressions can be written
as different kinds of determinants. It also seems that there is a sub-structure of the
Hyperjacobians and not all Hyperjacobians are variational expressions. A possible
question could be: Can we find an invariant definition of all of the expression which
occur in every step? That is,

{all f,} D {(u*u’u"), Hyperjacobians} O ... D {Hyperjacobians} O ...
N / A ~~ g A ~ 7
Step 1 Step 2 Step 4

... D {variational expressions} O ...

TV
Step 12

The third remark is the following: Although the algorithm seems to be very system-
atically, it is actually not completely systematically. One reason is that computing
the (restrictions for the) Helmholtz expressions is non-trivial and there are different
ways how to write down these expressions. Let us explain this in the case n = 1
and arbitrary m. In Step 5 in the proof for n = 1 and arbitrary m in Section 3.4,
we combined the conditions

0= Bag — Bﬁa,
0 = Bgyug — Bpauy

and deduced that this forces

0=2B s+ Bﬁv,ug‘ — 2B,8a,u;*-

ay, Uy

Therefore, the last equation actually follows by Helmholtz dependency, i.e. relations

among Hag,Hyg,Hyg. A systematic discussion of polynomial degree and order of jet
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coordinates alone does not solve the problem in general and the algorithm does not
tell us where and how we should use the Helmholtz dependencies to compute the
restricted expression Hag,Hy g, HYg.
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3.6. The Proof for n > 2, Arbitrary m and 2nd Order
Source Forms

The proof in this section is probably shorter as expected, when we recall the algo-
rithm and expressions of the proof in Section 3.5. The difficulty is rather to find
the following steps of the proof. The proof is much shorter as expected, since we do
not need to use the full properties of Hyperjacobians, other available information,
and we can refer to the work of .M. Anderson, J. Pohjanpelto and others, where
some of the problems are already solved. In some sense we could even say that
not using all the available information actually allows us to formulate a proof for
arbitrary n,m. The previous algorithm in Subsection 3.5.1 seems not to be gener-
alizable, since the expressions in the steps there are getting too complicated. As
far as we know, and as it is written in (BCOS8I1l, p.156), it can be very complicated
to determine the dimension of the set of Hyperjacobians in general. For n = 2, we
presented relations in the previous section, see , and . When we
would try to prove Theorem for arbitrary n,m with the algorithm from Subsec-
tion 3.5.1, then we would definitely have to know how many (linearly) independent
Hyperjacobians there are and a method how to order them. Even when we would
know all that, the proof would still be very long and complicated. There occur a lot
of tensors, indices, symmetry/skew-symmetry conditions and it is hard to combine
them systematically, if not even impossible. In the following proof, we also have
to combine such symmetry/skew-symmetry conditions, but these combinations are
relatively simple.

Now we will give an overview of the different steps in the proof, which is also a
part of the proof. Details are then proven separately, if they need more space.
Counter examples at the end of the proofs also show that we are indeed proving
non-trivial statements and that they are no longer true under slightly weaker as-
sumptions.

Proof of Theorem (|1.0.2)) for arbitrary n,m:

Step 1 (transform the ECS): Using the Local Simplification Lemma , we get
the transformed ECS

i) 0= Hay+ O (1) HYs + OF (2 HEG,
i) 0= (Ofk(l) - u?k)Hsﬁ + (Ofkl(Q) - Ufkl)H%a

3This step was developed during my visit at Utah State University when working together with
Tan M. Anderson.
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where

Haﬁ = foz,uﬁ - f,@,u"‘ + Dkf,B,ug - cleklf,B,ugl;
‘iﬁ = foz,uf + fﬂﬂ? - 2Cikaf6,uf‘k7
Hys = cij(fouz, = foug)

are the Helmholtz expressions (¢;; = 1 if i = j and ¢;; = 5 if i # j). Note that

i) and ii) are together m* + nm equations and we have m? + nm? + @w

unknowns H;JB,HQB,HW. That is, for large n,m the system i) and i) is a highly
under-determined system and only for m = 1 we can immediately solve it.

Step 2 (polynomial structure, we discuss Uy and u?g)ué)—terms, which are

generated by the D;;-derivatives): In this step, we solve the equations

Wi fous g =0 & N fu=0 (3.67)
and
uZliugqulequijfav“iﬁjuzlugq — O = a’(ykla%)(Ja’I;Q)fa — 0 (368)

and show the equivalence in (3.67)) and (3.68)). These equations result from the lead-
ing terms in H,g in equation 7). Note that we could also discuss the leading orders
in £,(Q"f5) = 0, which leads to the same result. Equations (3.67) and (3.68) force
that f, must be a polynomial of degree < n in the second order jet coordinates.

We could also show the more precise result that f, must be a sum of Hyperjaco-
bians in the second order jet coordinates. However, we will actually only need the
weaker statement that f, must be a polynomial of degree < n in the second order
jet coordinates. For this statement we need results from a paper of .M. Anderson
and T. Duchamp (ADS80, pp.786), which are pretty complicated to prove in general.
However, for second order source forms it is not that complicated and we will prove
it in Subsection 3.7.3.

Step 3 (we consider equation i) and discuss u(y,...u(; and ufy)-terms): With the help
of Step 2 we show that

é,@ = 0(2)7
HY, =0. (3.69)

It needs a lot of work to deduce these equations and therefore we will prove it sep-
arately in Subsection 3.6.1.

This step can probably also be proven with the help of the so called d-fold oper-
ator used in the proof of Theorem 1.1 in (AP96, p.379) or in the proof of Theorem
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1 in (MPV0S, p.12).

Note that after deriving the conditions in we have still m? + nm? =
m(m + nm) unknowns, but i) and i) are only m(n 4+ m) equations, and therefore
the problem is still non-trivial.

Step 4 (we consider equation i) and discuss u%)-terms): This step is quite simple

and we can prove it here directly. From Step 3 we know that

i) Hey+ Of,k(l)Héfﬁ + Of,kl@)Halﬁ =0,

—0(2) =0
and therefore
H.p = 0(2).

Step 5 (we consider the Helmholtz dependencies): This step is again very simple.
We consider the Helmholtz dependency

Haﬁ + Hﬁa = DkHsﬁ - Dkl Hs,lfja
—_———

~~
=0(2) =0

and therefore
(e}

Cij“Zink,B,ugj =0. (3.70)

From (3.70) we get that 0u(v__H23 = 0, where (ijk) means symmetrization in ijk.
ij
When we set 1 = j = k, then symmetrization leads to a single term and we get

H', . =0. (3.71)

afug;

Note that there is no summation over 7 in (3.71]). As we mentioned at the beginning
of this section, sometimes we do not need the full available information, i.e. in this
case we do not need the full information of 8u(w,_H§é = 0.

ij

Note that the equation DkHéfﬂ = O(2) is almost a trivial divergence DkH§5 =0
and such equations are discussed in Subsection 3.7.1. The more information we can
get is that Hﬁvﬁ must be a polynomial degree < n — 1 in second order jet coor-
dinates (see Subsection 3.7.1). However, it is reasonable only to use the minimal
amount of needed information here. Especially when we try to find generalizations
of this proof with weaker assumptions, where we do not have the stronger condition

DyHf; = O(2), but the condition (3.71)).
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Step 6 (we consider equation 7i) and discuss second order): We consider equation 7),
condition (3.71) and show that

This step is quite difficult and we prove it separately in Subsection 3.6.2. Note
that this step can probably also be proven with a different method, when using the
so-called d-fold operator in (AP96, p.379) or (MPVO0S8] p.12).

Step 7 (we consider equation 7) and discuss second order): Then from equation 1)
we can easily conclude that H,s = 0, and therefore all Helmholtz conditions are
satisfied. O

It remains to prove Step 3 and Step 6 in the following subsections. We also prove
Step 2 in Subsection 3.7.3, although we could refer to the work of I.M. Anderson
and T. Duchamp (ADS0).

Let us reformulate the above algorithm as the following one, where the steps differ
from the steps above, but the similarities to the algorithms in Subsection 3.4.1 and
Subsection 3.5.1 can be seen more clearly:

Step 1: transform the ECS,
Step 2:  discuss u(y, and uﬁ‘g)ué) simulatanously,
Step 3 : restrictions for H,g,H ZYB,HSE, fa is a polynomial of degree < n,
Step 4 : consider equation 4) and discuss u(y),
Step 5 : restrictions for H,g, gﬁ,HgB,
Step 6 : consider equation 7) and discuss U(s),
Step 7 a) : restrictions for Haﬁ,Hgﬁ,Hgb,
Step 7 b) :  consider the Helmholtz dependencies and
derive further restrictions for Haﬁ,HéB,Hgé,
Step 8 :  consider equation i7) and discuss O(2),
Step 9 : restrictions for Hag,Héﬁ,HZfé,
Step 10 : consider equation ) and discuss O(2),
Step 11 : restrictions for H,g,H iﬂng@ all Helmholtz conditions satisfied.

This is just one possibility how to formulate an algorithm similar to the algorithms
in Subsection 3.4.1 and Subsection 3.5.1. Different formulations can be meaningful,
especially discussing certain orders of jet coordinates and computing the restricted
Helmholtz expressions can be formulated as one step. Polynomial degree of second
order jet coordinates seems not to be necessarily split into different steps in this
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algorithm and this is why it works fairly well for arbitrary n (compare the algorithm
in Subsection 3.5.1).

3.6.1. Proof of Step 3

Let us briefly explain the notation in this subsection and then we start with the
proof. From Step 2 in Section 3.6 we know that f, must be a polynomial of degree
< n in second order jet coordinates (or more precisely, a sum of Hyperjacobians).
We will write

f —A0+A1U + .. +A U - U(2),
\H,_/

n times

where u(y) is a short notation for second order jet coordinates uj;, and A, = O(1)
for all £ = 0,1,...,n. That is, we use a symbolic notation, where we suppress some
of the indices. The exact notation would be

f _A _}_Aa"yu + +A11]1 ln]nu"ﬂ u’Yn

alyi... i151°" Pindn

and the coefficients A~ = O(1) satisfy some symmetry and skew-symmetry condi-
tions, which are relatively complicated and not important here, just Hyperjacobians.
In the following, we only need that f, is a polynomial of degree < n in the second
order jet coordinates. Then for Hfjﬁ we get

H;JB = Cij(fa,u? — fg,ugj) —
ij
symbolic
Mo Cij<au@, — &ng)[Ao -+ Alu(Q) + ...+ An U(Q)u(2)] =
iJ N e’

n times

= 1211 + AQU(Q) + ...+ A, U(2).--U(2),
——

(n—1) times

ie. H;ﬂﬂ is of degree < n — 1 in the second order jet coordinates, where A;, = O(1).
We wrote symbolic, since f, and fz have different coefficients Ay. In exact notation
we get

Hgé w om =0 (3.72)
Wiy gy Yingn
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For Héﬁ we can do a similar (symbolic) calculation and we get

24/3 - foe,uﬁ3 + fﬁ7u? - 2CZkaf,8,uf‘k =

——

n times

(n—1) ti
n—1) times

= On(Q) — QCik[Agu(Q) + ...+ A, U(2)---U(2) U(g)] (373)
——

(n—2) times

and u3) is a short notation for third order jet coordinates uzjk Note that for n =1,
H 36 does not depend on third order, and for n = 2, we only have combinations of
the form O(1)uj,, as third order terms. In general, the third order terms are quite
specific and we will use this property below. In exact notation we get

Hiﬁw oot = O0un(2) = 0(2). (3.74)

Note that only third order terms vanish here when applying the partial differential
operator d,m ...0 m-1 on H(iﬁ, since they are also of degree < n — 2 in second
131

in—1Jin—1
order coordinates and, in general, second order coordinates in H;; can occur up to
degree < n.

Then we consider equation ii) and we apply the following differential operators
-1 - kl
a) (9,)" " = 8@5...8”3371 (to determine Hyjp),

(n — 1) times

) 0,005, = D, 01

: k
7 ...(‘9@?2 (to determine Hyg),
(n —2) times

¢) 0ys By )" =0 O

- k
2 ) ...8@?2 (to determine Hy ),

JJ

(n — 2) times
where all the J can take all possible values and combinations such that J € {1,2,...,n}
and J # j. It is important to understand that the expressions in a), b), ¢) can take all

possible combinations of such J, i.e. J is not one fixed number in these expressions
it is a combination of numbers. For example, let 7 = 1 and n = 4, then we get

2 _ 2 _
(8 v ) —au;gau;g and ((’MJ) —8@;8 72 (3.75)

Uy Uoy

and even more expressions. That is, we actually apply a set of operators

(0,7 = {03003, iy Do -,
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which will lead to a set of equations below. We also use the notation (7)™ = v1...9x,
i.e. multi index notation in ()" is assumed. Without using this simplified notation
for J and ()" it would be very hard to write down all the expressions in a), b), ¢),
or in . For example, for a) we would have to write

(a - )n,1 = {8 71 8u72 ...aum—l s for all Jl € {1,2,...,71} and Jl 75 j} R

u u
JJ J1J2 TJ3Jy Jon—3J2n—2

where 1 <[ < 2n—2, which is an equivalent notation to what we have written above
and a similar notation holds for ) and ¢). Note that below we will also have further
restrictions than J € {1,2,...,n}, J # j and then we simply write J € {2,3,....,n},
J € {3,4,...n} and so on. We do not always write J # j, since this is always be
assumed.

Here the actual proof of Step 3 in Section 3.6 starts. The proof is based on a
sort of induction. We will write Step 3.k for the different steps in the induction.

Proof of Step 3 in Section 3.6:

Step 3.0: We briefly repeat what we know from the discussion above. We know
that

0= Hilﬁ Wl o (376)
O@2)=Hyy m  onet (3.77)
77,017 i —1Jn—1

Actually, we only need the weaker conditions written in the following boxes

a) apply (3u3J)”_0 =00 )" = (0 )'HY, =0, Je{12.n}, (3.78)

Ugr Uyg
b) apply d,s (Duy,)" " = |(9yy,)" 'Hly = 0(2), J € {2,3..n}|, (3.79)
¢) apply 0,5 (93 )" = |(0,,)" 'Hl, = 0(2), J € {2,3.n}|. (3.80)

Without loss of generality, we always assume j = 1 and then J are all the other
possibilities, or, when explicitly writing J € {1,2,...,n}, then it is also clear which
values J can take, for example, in (3.78). The zero in n—0 should coincide with Step
3.0 in the induction and this will be clear soon after we showed how the indiction
works. We will also explain where and why we only need the weaker conditions in

(3.78)-(3.80) and why we sometimes write only if or also for.
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Step 3.1: Applying the operator (8u}J)”_1 = 0,5 (0,1 )"2 to equation i7), we get

Uy N\l
a) 0= (9y;,)" ' [(0(1) = ujy) His + (O(2) — ) HEG) =
= (0(1) _uyﬁk‘) Hsﬁ,(u}J)”‘l +Sau}J)n 1[O<2)Haﬁl jkl Hﬁ% (u) =1 (3.81)
N _ N ,

Vs Vv
=0(2) also for =0(2) always here we want to
Je{23.n get information
Step 3.0 (3.77)

and since HY} is symmetric in k[, we get

Step 3.1a) 0= H(’;g (uy,yn-1, Where Jis in a set of n — 1 numbers, (3.82)

e.g. j =1then J € {2,3,...n}.

We restricted to J € {2,3,....,n}, because otherwise we cannot commute (9., )"}

Uyry
with u” &+ This restriction is crucial in the whole proofy| For example, for n = 2
we get Hﬁlﬁu =0 and H%u = 0, but we do not get Hslﬁu = 0, since we only

choose from a set of n —1=1 numbers.ﬂ Now we apply the operator (‘9@}(8@”)’”2
7.

)

J € {3,4,...,n} to equation iz) and we get
b) 0=0, (93,)"*[(O(1) = uj ) His + (O(2) — ) Hyls] =
=0(1) 3U§J(3U}J)"72H§g —0ys,(03,)"" (Wl HE )+
o0
+ 8U§J(0u‘vj])"*2[0(2)H ] ]kla (8U}J)”*2Hflfg =
=0(2) always ZOSotI;lg éf_lJaT.n}

=0(2) = 0,3, (03,)" " [ufy Hesg) =
=0(2) = 0,3 [} (D) )" HEs) =

ug GJ uyy

=0(2) — (9,3 ,)"" 2H6_ufk aujJ(au}J)n_2H§5 =

u

-~

=0(2) also for J 3,4..n
( )Step 3.0 '
=0(2) = (0,y,)" 2H2s, J € {34,...n}. (3.83)

This computation needs some explanation. In the third line in (3.83) we had to
choose J in a set of n — 2 numbers (formally we wrote J € {3,4,...,n}), such that the

4Step 3.0, i.e. can also be applied when we would choose J € {1,2,...,n} and therefore we
wrote also for, but then we would not be able to commute the differential operators with uf i
Later, i.e. in Step 3.2, we cannot write also for any longer, and we will write only if.

SFor n = 3, j=z and J={z,y}, we would get Hkl s = gk . = HF

Tous, B uiaul, aBudeul,

Hkﬁ wlyul, = = 0, but we would not get Hfélﬁ wLous, = O
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set {7,3,4,....,n} is a set of n — 1 numbers and only then we can apply (3.82) from
Step 3.1 a)ﬂ Therefore, we get

Step 3.1 b) O(2) = (8U}J)”_2Ha‘]5, J in a set of n — 2 numbers, (3.84)
e.g. J€{34,..n}.

Applying 8u§j(8u3J)”’2, J € {3,4,...,n}, leads to

¢) 0=08,5 (8y,)" *[(O(1) —uj ) His + (0(2) — ufy ) Huh] =
=0(1) 8,5 (0y,)" *His =0, (0, )" 2 [ufy HE 5]+

v
JJ

=0(2) also for J € {3,4...n}
Step 3.0 (3.77)

+ 0y (93,)" [ORVHEL) —ujy Oys (D3, *HY =

u®

=0 2:lwa S =0 onl if}r: 3,4..n

@ Y Steg 3.1a) /
=0(2) = 0y (O, )" Hos) =
=0(2) = Oy [u;(0,y,)" Hyg) =

Vv
=0(2) also for J € {3,4..n}
Step 3.0 (3.77)

=0(2) — (O, )" *Hls, J € {34,...n}

and we conclude

Step 3.1¢) O(2) = (9,y,)" *H],

ad?

J in a set of n — 2 numbers, (3.85)
e.g. J=1{34,.,n}

Together with a), b), ¢), i.e. with (3.82)),(3.84) and (3.85), we get

0 :Hsl@(u}])nﬂ, where J is in a set of n — 1 numbers, (3.86)

0(2) :Hsé,(u}J)”‘Q’ where J is in a set of n — 2 numbers. (3.87)

Note that there is always one derivative more on H sg in comparison with the deriva-
tives on H SB and the equations hold for all k,/ = 1,2..n. We can also observe that
we have to prove a) first, since it is needed to prove b) and c).

Step 3.2: Now we are almost ready to do this inductively, i.e. to repeat the same

6Step 3.0, that is (3.77)), would also be applicable when we would choose from the set J €
{2,3,...,n}, and therefore we wrote also for in the second last line in (3.83]).
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argument. To get the induction working, we write down Step 3.2 once again, since
there is a small difference in comparison with Step 3.1. In Step 3.2 a), we apply the
operator (Ou)y;)"2, J € {3,4..n}, and we get
a) 0= (0,;,)"*[(O(1) = ujy) Hys + (O(2) — uyy) HEG) =
=(0(1) - u]ﬁk) HS,B,(u}J)n—2 +\(au}‘,>n72[0(2>H§lﬁ] jkl Hkl B,(u} )2

=0(2) only if =0(2) always here we want to
Je{34..n get information
Step 3.1 (3.87)

that is, we get

Step 3.2 a) 0=H" n_2, where J is in a set of n — 2 numbers. 3.88
ap,(uj,)

Here we can observe that in Step 3.2 a), we wrote only if instead of also for and this
is in contrast to Step 3.1 a). For commuting (8@])"’2 with u,, we could also have
chosen J € {2,3...n}, but then we would not be able to use (3.87) and therefore the
set of possible J is again decreased by one. In Step 3.2 b) we apply 8u§- SOu )3
J ={4,5,..n}, which leads to

Y

b) 0=0, (9u3,)" *[(O(1) = ujy) Hag + (O(2) — ufy) Hy) =

JJ

=0(1) O, (D,y,)"*HEy =0, (0, )" [ HES)+

u]J
.

=0(2) onl, iE,JE 4.5,..n
( )Stepy:%.l (.87 }
n— kl n— kl
+ 8u§J (au}J) 3[0(2)Haﬁ] _ufkl 8u§J (871}1) 3Ho<5 =

(.

—0(2) always —0 Si‘iﬁ i 2}; - ..n}
~0(2) = By (01, V) -
=0(2) = 0, [u} (0., )" Hig) =
—0(2) ~ (0, V"B D, (003,

~
=0(2) only if J € {4,5...n}

Step 3.1
=0(2) — (0,y,)" *HY;, J € {4,5,....n},

and therefore we get

Step 3.2b) O(2) =H’,, + \._s, where J in a set of n — 3 numbers.
ad,(u} ;)

Note that if J € {4,5...n} is in a set of n — 3 numbers, then {j,4,5...n} is in a set of
n — 2 numbers and only in this case we can apply (3.87) and (3.88]). In Step 3.2 ¢),
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we apply 8u§j(8u}J)”_3, J € {4,5...n}, and this leads to

¢) 0=0,s (9, )" *1(O(1) = ujy) Has + (O(2) — ) Hpg =
=0(1) 8,3 (By,)" *Hag —0us (O )" [ Hagl+

Uyg Uy

=0(2) only if J € {4,5,...n}

Step 3.1
+ 0,0, )" IO Hol —wjy 5,0, )" " Hay =

=0 2zlwa S =0 only if jr: 4.5,..n
® v Steg 3.2 a) '
=0(2) = 0, (0y)" 3[u5 HEy) =
—0(2) = B, [ (D,, )" HES] =
=0(2) = (9u3,)" " Hos — i 0.1, (0y,)" " Hog

=0(2) only 1f Je{4,5..n}
Step 3.1 (3.87)

=0(2) = (O3~ SHI S, J€{45,..n},

and therefore we get

Step 3.2 ¢) O(2) =(d, )"2H’;, where J in a set of n — 3 numbers.

uy;

Together with a), b), ¢) we get

0 :Hkl . where J in a set of n — 2 numbers,

O(2) =H’; ()8 where J in a set of n — 3 numbers.

Now we are able to do this inductively, since we can repeat exactly the same argu-
ment from Step 3.1 in Step 3.(141) (and we will always need a only if ).

Step 3.(n-2): In this step, we get

0 :Hfmu%)n,w 2) Halﬂ a2 J in a set of n — (n — 2) = 2 numbers,

O(2) =H* = H*

as () -0 = Hagyy o J Inaset of n — (n — 1) = 1 numbers.

(3.89)
H* . H*

oty Hosuy, Hasuyr, = 0- But we do not get one
of the mixed derivatives Hk5 , =0, Hka y = O or Hk6 ~ = 0. This will be crucial
QO,Ugy Q0, Uy Q0 Uy »

For example, for n = 3, we get H”
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in the next step, since applying 01@, does not work any longer.
J

Step 3.(n-1): The second last step is different in comparison with all the previ-
ous steps, since applying the 8uw_J—operator does not work any longer, as we will see
J

below. Formally, in this step we would get

0=H" ety = = H" J in a set of n — (n — 1) = 1 numbers,

af,(u} aBuj
0(2) :Hc’yg&,(u}J)nfn = H*; Jin a set of n —n numbers, i.e. J €0

(3.90)

and since we cannot choose J € ), there must be something wrong. However, part
a) still works, where we get

a) 0= (9,5,)" " VI(O() — ujy) Hig + (0(2) — wj ) HY] =
B B
= (O(1) — uj) Hfig, +au}J[O( )Haﬁ] Uk H%,u” ’
—_——
=0(2) only if J € {n} =0(2) always here we want to
Step 3.(n—2) (3-39) get information
J € {n},

where J is in a set of one number. Otherwise (3.89) would not be applicable, i.e.
both of the J.J must be the same. Therefore, we get

Step 3.(n-1) a) 0=H"

oy, Where Jis in a set of 1 number. (3.91)

Therefore, and because of Step 3.(n-2) b), the Step 3.(n-1) does not work any longer,
where we would formally get

b) 0=0,5 (9,3,)" " V(O(1) — ufy) Hhs + (0(2) — ujy) HYj) =
=0(1) Oy Hiy  —0p [u] H’“B]Jra [02)HES] -

u

—— —/_/
=0(2) only if J €0 =0(2) always
Step 3.(n-2) (3:50)

B kl _

=0only if J €O
Step 3.(n-1) a) (3.91)
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Surprisingly, part ¢) still works and we get
Q) 0=, (D, VO() = ) HE + (0(2) — ulf) HE] =

k B 11k kl
:O(l) au?j HaB _aug-j [uijaB] + aug.j [0(2)]_‘]@,8] -
—_——
=0(2) no J necessary =0(2) always
Step 3.(n-2) (3.89)
B kl _
— WUigg aug ; Ha,B =
=0 no J necessar

Step 3.(n-1) a) (B91)
—0(2) — 0, [l HE) =

=0(2) — H]s — Ufk au;?]. H§5 =

=0(2) no J necessary

Step 3.(n-2) (3.89)
=0(2) — H’;, no J necessary.

Therefore, we get

Step 3.(n-1) ¢) O(2) = Hia for all @,0 = 1,2,...,m and for all j = 1,2,...,n.

From a), b) and c) together, we get

0 :Hzlﬂ (], yr—tn-1) = H* J in a set of n — (n — 1) = 1 number,

afuy
O(2) =HY, = H*~, (formally for J € (). (3.92)

(u'}(])nfn

Now we also want to show that H}; = 0.

Step 3.n: Formally, we would apply (9,7 )" = 1 and deduce

5
JJ

a) 0= (9,;,)" "(O(1) = wj) Hys + (O(2) — ujyy) Hyp] =

Yy
— B k Kl B Kl
= (O(1) —uj) Hag + O oy —upy  Hay
~~~ —— ~—~
=0(2) =0(2) always here we want to
Step 3.(n-1) (3.92) get information

and therefore (since H, flfg is symmetric in &,/ and third order must vanish) we get

kl
0 :Haﬂ

Equation b) and c¢) do not provide new information in Step 3.n. All together, we
have proven what we wanted to prove and, again, the result is

kl
O :H B

«

0(2) :Hié-

146



3.6. The Proof for n > 2, Arbitrary m and 2nd Order Source Forms

For n = 1, we should probably do the proof separately, or we can use the slightly
different proof in Section 3.4. O

Remarks: The proof of Step 3 does not work any longer under slightly weaker as-
sumptions, as we want to show here. Before we do so, we should be aware of what
the assumptions have been in what we have proven above. We did not use the full
structure of the Helmholtz expressions in the proof of Step 3. For example, we did
not us the skew-symmetry of H fjlﬁ in a,f.

Under weaker assumptions, here is a counter example for n =1 and m = 2: If
we assume f, is a polynomial of degree 2, then the expressions for H 55 and H slﬁ are
of the form

Hcfﬂ = Al + Agvuzx + A375U7 U(s + 144,YUJ7

xx Vrx TxT)
Tr vy
o = Bl + B2’7ua?x7

where Ay, Ay, Agqs,A4,,B1,B2, = O(1). For example, we could choose

Tr __ xr __ 2

Hyy =0, Hyy = —Upyy,
zx __ 1 T

HYy = ug,, Hy, =0,
T T

H21 - O, H21 - 07
Tr __ [

H21 - 07 H22 - 0

and equation 1)
_..B T B xx _ .1 2 2 1
0= Uz 15 + Upga 18 — UpaUggy + )

would be satisfied, but HJg # 0. Of course, a more interesting counter example
would be if we define a function f, which is a polynomial of degree 2 and then we
compute Hj g and Hig, such that H5g # 0, but the equations 7i) are satisfied. This
is probably not possible, since then H;§ has definitely to be skew-symmetric in «,f
and we would have additional restrictions. We do not discuss this in more detail.

3.6.2. Proof of Step 6

Let us directly start with the proof. Again, the proof will be a kind of induction
and we will write Step 6.k for the different steps in the induction.

Step 6.0: From Step 5 in Section 3.6 we know that

H ., =0. (3.93)

aBul;

147



3. The Main Result and What We Need to Prove it

We also know that HZYB is a polynomial of degree < n in the second order jet
coordinates (terms with third order jet coordinates even have degree < n — 2 in the
second order jet coordinates, but they already vanished). Therefore, we can assume
that

6UH 8u;f§ ...8umHiﬁ # 0,

in general. But this is actually not the case, since in the derivatives 0, w@ 1. Oyom

we can definitely find a 8 derlvatlve and H’ 1 = = (0. Therefore, we actually get

B?

0,110,330, H. 5 = 0.

Now we will use this property as the starting point in the induction and we will also

use ([3.93).

Step 6.1 (apply n derivatives, then compute expression with (n — 1) derivatives):
We consider equation i) and apply certain differential operators. Let 8@% 8u;§ .0
be a differential operator. Then we define

8@%8”3% 6Mn 2—8718 V2. aw 1 8W+1 aVn

B Y22 UG Gy UGy gy

i.e. the notation A;; means that the 0 »;-derivative is omitted (and all other deriva-

77
tives are included). Now we apply the operator 0y 0,320y tO i1), i.e.

i) O:(Ofk(l)—ufk)Hjﬁ | 0,110,550y

Ugd

and we get (there is no summation over j)

_ NP k _7gJ _ B k
O - O]k<1) HQB u 1 U%’ﬁ HOC’YJ{U,ll /\]] u:[% ujk Haﬁ “11 unn
S—— S——
=0, see Step 6.0, =0, see Step 6.0,
deﬁmtely 9, v -der. definitely Buzk—der.
mcluded Vk included Vk
This leads to
J _
HO"YJ»“H Njjeuns O,
where we have (n— 1) derivatives on H, gm , all derivatives are different, and the 9 ;-
5
derivative is omitted. For example, for n = 2 we get H $ﬂ =0and H yﬁ =0,
7 ’ fﬂ')

but we do not (yet) get HZ;B . = 0. But because of Step 6 0, see (3.93), we also
know that
J —
HOC'Y]/U'H Nkk - u;YL’VL - 07

(n — 1) derivatives, all derivatives different,

the 0 »;-derivative is included, i.e. k # j.

].7
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3.6. The Proof for n > 2, Arbitrary m and 2nd Order Source Forms

Together we get

H’ =0 (3.94)

71
QYj,Uyq - Ngk---Unn

(n — 1) derivatives, all derivatives are different, for all j k = 1,2,...n.

Note that the standard rule is: In Step 6.1 there is one derivative omitted, in Step
6.2 there will be two derivatives omitted and so on.

Step 6.2 (apply (n — 1) derivatives, compute expression with (n — 2) derivatives):
We apply the following differential operator to equation 1)

0= (O(l) - ufk)Hij |au’1q /\ll 8@%

If j = [, then we can commute all derivatives with ufk and we do not get any new

information. Therefore, let j # [, i.e. the 0 »;-derivative is included. Then we get
77

_ k g B k
0 o O<1) chﬁ,uﬁ.../\”...u;yﬁl Hoa*yj,u’l\/}.../\jj.../\”...ulﬁ ujk Haﬂyu’f%--'/\ll--'u;fl’% (395)
N TV 4 N VvV 4
:0? :07
Step 6.1, see (3.94) Step 6.1, see (3.94)
and we get
H — 0,

71 v
QY Uy g AN AL Uy

(n — 2) derivatives, where all derivatives different, j # [.

Note that when we would write j = [, then we would have to say which derivatives

are included, since from the different derivatives 8@%...6@%, we can only omit dif-

ferent derivatives. Also note that in the sum over & in there exists a k such

that k = [, and therefore it is not possible to apply Step 6.0 and we definitely need

the result from Step 6.1 in . Because of Step 6.0, we can also write
Hiw,u’ﬁ.../\W.../\”...ulﬁ =0,

(n — 2) derivatives, all derivatives different, r # [ and r,l # j,

i.e. the auv_j_- -derivative in Qq% coe Npp oo Nii .0y is included. Then, together we get
77

H’ =0, (3.96)

y
a'yj,ul% N N LU,

(n — 2) derivatives, all derivatives are different, r # .

Step 6.3 (apply (n — 2) derivatives, compute expression with (n — 3) derivatives):
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3. The Main Result and What We Need to Prove it

Now we are able to do this inductively, i.e. we can repeat exactly the same argu-
ment. Once again, we will briefly write down the next step. We apply the following
differential operator to equation i)

0= (O(l) - ’Lij)Hsﬁ |8u3 Ny o N aum
Of course, r # [, since from different derivatives we can only omit different deriva-
tives. If j =l or j = r, i.e. the § »;-derivative is not included, then all derivatives

77

commute with ufk and we do not get any new information. Now let r,l # j (and
r #1), i.e. the J -derivative is included. Then we get

JJ

_ k J B rrk
0 - O(1> [J—ozﬁ,u’lq.../\’,»r.../\ll...u;ﬁ,ﬁL Ha'yj;u,;q,,,/\jj,,,/\T,r,_,/\”,_,u;y{’,}L u]k‘ Ha,@,u’lq.../\rr.../\”...u:,yﬂrl“
NS ~~ ~~ g
:0, :Ov
Step 6.2, see (3.96)) Step 6.2, see (13.96))

and therefore we get
J _
Ha'yj,uﬁ.../\jj.../\rr‘../\”‘..u?ﬁl o O’
(n — 3) derivatives, all derivatives are different and
j,rl are different (i.e. from different derivatives

we exclude three different derivatives)

Note that because of symmetry, the index j in H’ can also be written as r or .

This is again true when the 9 -;-derivative is included, since then we can apply Step
77

6.0 and together we get

k
]j Ie% = O
a’yj,uﬁ.../\jj.../\rr.../\”...u;ylﬁ )

(n — 3) derivatives, where all derivatives are different

j,r,l are different, for all k£ = 1,2,...,n.

We repeat exactly the same argument from Step 6.1 in Step 6.(14+1)

until we get Step 6.(n-1).

Step 6.(n-1) (apply n — (n — 2) = 2 derivatives, then compute expression with
1 derivative): We do the same calculation as before until we get

H =0,

"
g,y

(n— (n—1)) = 1 derivative, for all k,l =1,2,....,n
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3.6. The Proof for n > 2, Arbitrary m and 2nd Order Source Forms

and this is a generalization of Step 6.0, since the conditions now also holds for k # [.

Step 6.n (apply n — (n — 1) = 1 derivatives, compute expression with 0 derivatives):

In the last step we apply the differential operator  -;
77

0= (0(1) —uj)Hys 10,0,

27

i.e. the 0 +;-derivative is included, as it always was the case above, since otherwise
i
we do not get any new information, and we get

_ k i B k
0=0(1) Ha&u;; Haw Uiy Haﬁ,u;j
=0, =0,
Step 6.(n-1) Step 6.(n-1)
Therefore,
Hiw =0
and this proves the initial statement. 0

Remarks: In the above proof, we did not even use that H, fjﬁ is a polynomial in the

B, 0
’733

at the beginning of the proof. This could be a difference to applying the d-fold

operator, used in similar proofs, as in (AP96, p.379) or (MPVO0S, p.12).

If we would not be able to use the initial condition Hi By = 0 (Helmholtz
Uy

dependency) from Step 6.0 in Subsection 3.6.2, then we would not be able to do
this proof. Since, for example, for n = 1,m = 2, the expressions H?, = —u?_ and
HZ, = ul  satisfy the equation

second order jet coordinates of degree < n. We only used the condition H i

0= ng gﬁa
but it does not follow that H7; = 0.
More generally and what the proof of Step 6 is about: A system of the form
upHE =0 foralli=12..n (3.97)

has solutions of degree > n and there are no non-trivial solutions of degree < n. To
understand this, let us write (3.97) as

T
1 1 2 2 Hl
Y
Ugy u:cy Uzy U’a:y Hl =0 (3 98)
ul ul U2 'LL2 Hz — Y .
yz vy yz vy %
H2
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3. The Main Result and What We Need to Prove it

where we consider n,m = 2 for simplicity and the more general case is analogous.
To solve (3.98)), we do the following trick: Let us write (3.98)) as two terms of the

form
ul o ul H? u? HS
T Ty 1 TT —
(i) () + G ) () =0 399
=:A

The matrix A can be inverted almost everywhere and multiplying the equation ([3.99))
by this almost everywhere invertible matrix, we get

x 1 1 2 x
1 0\ (H n 1 uylf —11% ugx H3\ _ _o
0 1)\HY) " wlul, —ulul \—ul, ul, ) \u, Hy

Therefore, the almost everywhere solution is

z _ 1 1,2 1,2 1 .
(Hly) _ 1 ((u%y uwyugm) (u%yugy ugfyugy)) (Hy) _
Hl u;xu;y ui‘yu;‘y (ux:p - u:pyuzx) (uzxuyy U’xyuxy) H.

_ —1 (Uz«’u;) (uz,uy) Hg
(ubyub) \(uguz) (uguy)) \HS )"

where we used the notation of Hyperjacobians, see (3.47). Then we get

ul u? - ul u? ul ,ug ul u?

HY (i) o Gdud) oy (wiud) (b ud)
o Hy 1 0
; HY 0 1

In the case where Hf H3 = O(1), it is relatively easy to find out that there is only
the trivial solution H g = 0, or singular non-polynomial solutions. This follows, since
there are no linear relations between the Hyperjacobinans over O(1)-coefficients for
n = 2. This is no longer true for n > 4, see (3.55). In the case where H3 Hj =
O1in(2) this kind of discussion is already more complicated and we need to take in
account the relations in (3.54]) and similar ones. Although it is more complicated,
we can still investigate all the relations between the Hyperjacobians and we can
show that there is only the trivial solution, or singular non-polynomial solutions.
Now let us write HS = (uy,uy) A\, HY = (uy,u,)\2, where Aj,\y = O(2) are smooth
functions (polynomials in second order coordinates). Then we get

H{; Eu%,u%; Eu%,u?;
H{ | us Uy Uy Uy
7% I RN R N
Hj (uy,uy)
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3.6. The Proof for n > 2, Arbitrary m and 2nd Order Source Forms

and this shows that there are definitely polynomial solutions of degree > 2 in second
order coordinates. A similar calculation holds in any dimension and the equation
ul H 5 =0 can always be written in the form

m
1 r7k B rrk __
B=2

and then we can multiply with the almost everywhere invertible matrix (u},);,
where the determinant of this matrix has degree n. This is the idea why we always
get non-trivial polynomial solutions of degree > n and why there are no non-trivial
(non-singular and polynomial) solutions of degree < n. Of course, that the entries
in the solution vector Hj, i.e. (uyul)H3 + (uyul)HY and (u2,uy)Hy + (ul,ul)Hj
in , do not factor through a certain Hyperjacobian simultaneously when H g
is of degree < n has to be proven in more detail and we will not further discuss
it here. This is probably a complicated discussion for general n, when one has to
understand all the relations between the Hyperjacobians. Hilbert’s syzygy theorem
could also be of importance here, although we never investigated this problem in
detail. There is definitely a rich algebraic structure behind this and we should also
keep in mind the Pliicker relations, which have been discussed earlier, see ,
and (B53).

Note, the fact that uka ﬁﬁ = 0 has no non-trivial polynomial solutions of degree
< n can be proven with a similar proof as we have done above or see Lemma 2.3.
in (AP95, p.629) or (MPVO0S, p.13).

Together, the above example shows that an equation of the form ufk]-] 25 =
has a non-trivial solution of degree > n and has no non-trivial solution of degree
< n. Moreover, Hfjﬁ has degree < n, see Step 2 in Section 3.6. This means that it is
possible to get a non-trivial solution of degree n. However, the conditions H, Bl = 0
is sufficient to prove that there are only the trivial solutions and this is what Step
6 is about.
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3. The Main Result and What We Need to Prove it

3.7. Methods from Multi-Linear Algebra

The goal in this section is to use some simple ideas from multi-linear algebra to
analyze the large systems of differential equations which arise in problems in the
calculus of variations. For example, this ideas can be used to solve equations (|3.35])-
(3.39) or (3.57)-(3.66) in some sense. We could say that there is a formalism which
tells us how to solve such equations or to get properties of the solutions. We will
start this section with some motivation, or more precisely, we will start with special
algebraic equations and later we will apply the formalism to differential equations.
The following discussion is about multi-linear forms with additional properties, like
symmetry or skew-symmetry conditions. The results in this section are not new and
they can be found in (And89) and (ADS0).

Let T: R™ x ... x R" — R be a k-tensor. This map can be written as

T(AY,....AF) =T Al LAY

(%

where Al,... A* € R" and 4, € {1,2,....;n}, 1 < [ < k, label the components of
the vectors A!,A2%,...,A¥ € R™. The tensor T vanishes identically, by definition, if
T = () for all indices 41,...,ir.. Now there is an equivalent way how to show the
vanishing of this tensor. To explain this, let us consider a few very simple examples
to understand the idea, before we will do a more complicated calculation in the case
where we will need similar techniques.

Linear forms: If we have a linear form 7 : R™ — R such that
0=T(A)=T'A; forall AcR",
then the form T vanishes identically.

Bilinear forms: If we have a bilinear form 7" : R® x R®” — R such that

0=T(A,B)=T9A;B; forall AB¢€R" (3.101)
then, again, T vanishes identically. If we have a bilinear form 7" such that
0=T(AA) =T7A;A; forall AeR",

then the form 7" must be skew-symmetric, i.e. T(A,B) = —=T(B,A) for all A,B € R™.
If however n = 1, then skew-symmetry implies 7' = 0. How can we prove this? Well
for n = 1, skew- symmetry is equivalent to (3.101]), since for every A,B (except for
A =0) we can find a A € R, such that B = AA and then

T(A,B) = AT(A,A) =0, forall A,B € R with A # 0,
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3.7. Methods from Multi-Linear Algebra

and therefore for almost every A,B. When A = 0, it is clear that T'(A,B) = 0,
by linearity of 7. Therefore, T'(A,B) vanishes for all A,B and this means 7" = 0.
Now the idea is the following, for small n (here we had n = 1) the following three
statements are equivalent

T(A,A)=0VAER" & T(AB)=0VABEeR" < T=0.

For large n (here we had for n > 2), this is not true, but we will extend the linear
form 7" to a linear form T(AL,...,AY, where | > n and then it is true for the extended
form T.

Let us do one more example.

Trilinear forms: If we have a trilinear form 7" such that

0=T(A,B,C)=T"A;B;C, forall A,B,C € R", (3.102)
then the form T vanishes identically. If we have a form T, such that

0=T(A,AB) =T A;A;B, forall AB € R",
0=T(B,AA) = T"* A;A;B, for all A,\B € R, (3.103)

then in general T # 0. For example, the Levi-Civita tensor T9* = €% is not
identical zero in general, but satisfies (3.103)). In the case where we consider the
Levi-Civita tensor and n = 2, (3.103)) is equivalent to (3.102), since for almost every

A,B,C € R? we can find A\,\s € R such that
C == /\1A —|— /\2B
and then we get

T(A,B,C) "2\ T(A,B,A) + \T(A,B,B) =
ke T(A,A,B) + AT(A,B,B) 22 ¢, (3.104)

By a density argument this holds for every A,B,C' € R?, and therefore T' = 0. Here,
density argument means that if the equation holds for almost every A,B,C € R?
then it must also hold for every A,B,C € R?. In other words, for n = 2, at least
two of the three indices 7,5,k in the Levi-Civita tensor €/* must be the same, and
therefore €% = 0.

In (3.104), we used (3.103)) and also skew-symmetry of the Levi-Civita tensor.
However, this kind of argumentation also works when we assume the conditions

0 =T(A,A,B) =T A;A;By, for all A,B € R",
T(A,B,C) is symmetric in A,B,C,
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3. The Main Result and What We Need to Prove it

since this implies (3.103) and we can do the calculation in (3.104)), except with a
plus instead of a minus in the second line (i.e. using symmetry instead of skew-

symmetry).

Now we want to find a generalization of that and apply it to our problems,
especially to Takens’ problem. In the following, we have the additional property
that all of our forms are symmetric in A', A2 ... Al i.e.

T(AY A% A = T(A™D A A™D)

for all permutation 7. The idea is formulated in the following formal lemma:

Formal Symmetric Tensor Lemma: Let T be a symmetric, multi-linear form, defined
for A* € R", where k =1,2,...,l, i.e. a map of the form

T:]R"xR”x...x]Rf%]R.

TV
l—times

Ifl>n+1 and
0="T(A" A A% A7Y) for all AV A2 A" e R™ (3.105)

then T = 0.

The proof is simple and follows by the fact that in the case where [ > n + 1,
we get that A',A2,... A" must always be linearly dependent and we can almost al-
ways write Al = \;A' + ... + N1 A" Then by symmetric permutations we can
use the condition (3.107)). By a density argument we get that the form must vanish
everywhere. Later, we will also need slightly modifications of that formal lemma.

3.7.1. Classification of Trivial Divergences of Second Order

In this subsection, we will discuss the first example, where we can use the techniques
which we explained above. The goal is to characterizing trivial divergences.

Let fi = fi(aFu®u,ugy) be a second order tensor with vanishing divergence,
ie.

_ A a £ a £ [
0=Dif" = foi +ug fuo + Uikfug Rk Sy s
N
~

=0(2)

for all points in J3E. A necessary condition is that third order terms must vanish,
ie.

Crttfyy fue =0 (3.106)
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and this condition classifies the leading order of fi. For simplicity, let us consider
the case where n = 2, the more general case is analogous. For n = 2, we write

(f1) = (f7.1").

When n = 2, from equation (3.106) we get four conditions

a) Uyt 0= fi, (3.107)
c) up,,: 0= ua + 3gy’ (3.109)
d) G, 0=fl . (3.110)

We differentiate b) and c) with respect to 0, s and 9, and we use a) and d) to
deduce

Then we differentiate b) and c) with respect to d s and we use c)ii) and b)ii) to

deduce
b)v) fls . =0, (3.111)
cyvi) fY , =0. (3.112)

Then, from equations (3.107)-(3.112)) we can deduce that
fzafgfx) fvffyugy’ f;fgyugyv f,fgyugy = 07
Pl f% N fh =0 (3.113)

) )
« « [e3
Uzr U, Uga Uy Uzy UGy

and this means that all 2-combinations of second order derivatives applied to f* or

J¥ must vanish. Therefore, f* must be affine linear in ug,, ug,, uy,, i.e.

fi=a +b*ug,
where a’, bi* = O(1). We could also solve equations a), b), ¢) and d) exactly, but

we do not need the more precise result here.
For example, let us consider n = 2. Then

()= ()

157



3. The Main Result and What We Need to Prove it

is a trivial divergence of second order, which is a polynomial of degree n —1 =1 in
second order coordinates. Note that if D, f* + D, f¥ = 0, then for n = 2, we could
also have shown that locally

() () -Gz

fy _Dm¢ O(l) - u:mv(buz - uzy(buy

for some function ¢ = O(1), by standard exactness arguments and order discussion.
However, for n > 2, this is more complicated and, more precisely, the leading order
is not obvious.

For n = 1, only constants are trivial conservation laws, which are polynomials
of degree n — 1 = 0.

In a more general situation, we have to find a better method how to solve equa-
tions of the form (3.106]) or similar ones. Let us now explain how this works. First,
we define

O = 1Oye (3.114)

kL’

since this simplifies the expressions slightly and symmetrization can be seen explic-
itly (note that ¢ = 1if k =1 and ¢y = % if £ # 1). The notation in (3.114)) can be
found in (Poh95l p.344). Then (3.106)) can be written as

0=ufdif' & 0=,

where brackets (kli) mean symmetrization in k,l,i. Symmetrization occurs because
ugy, is symmetric in ¢,k,l. Next, we set

_ Al 2
A_(A2> eR

and we consider the equation

0= A A AN P =A A AON f1+
F AL AT AR [+ AL A A OP Y 4 Ay AL AN R
+ A A A202 1+ Ao A1 A0 2 + A2 A A B2 2+
+ Ay A5 A20P 2 =

:AlAlAlailfl‘i_
+AI A1 A (202 1 + 0,1 )+
+ A1 A AL (02 f1 4202 F)+
+A2A2A2822f2.
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If we assume that this equations must be satisfied for every A € R? then we get
0= allfl
0= 202/ + 011 2,
0=202f" 4201,

0= 822f2
and this is exactly the system in (3.107))-(3.110). Therefore,
0= Ckl“?klf,Zgla (for all ugy,)

& 0= AiAkAlaloflfi, for all A € R? and all «

are equivalent. To assign (or replace) the polynomial A;A;A; to the coordinate ug,
is a very special case of the Gelfand Dikii transformation, which can be found
in (GD75) and (AP95, p.634). Note that the assignment of the polynomial A;A;A,
to the coordinates ug,; can be understood when we evaluate on a section

u(2?) = uf + ufrt + %ug‘lkx’xk + %caAiAkAlxixkxl.

This transformation has similarities to the Fourier transformation, where we also
replace the expression u”'(z) by the transformed expression £34(€). (Roughly speak-
ing, the third derivative of u(x) can be identified with £ = ££€ in some sense. This
is just the rough idea and why there are similarities, of course we cannot forget
the factor 4(§).) Beside some similarities, the Gelfand Dikii transformation is also
different, since we can transform non-linear terms, like u/(z)u”(z) and differential
forms, as well, however the non-linearity has to be polynomial. We could also say
that the Gelfand Dikii transformation is an appliance of a polarization operator
(AP95, p.634). Let us consider the following notation

0= AR A A0M f1 = ALAJATRY = T, (A,A|A),

where we define O f =: T*i, We want to define T, as a multi-linear form. There-
fore, we define the map

T.(A,B|O) := Ay BC; T for all A,B,C € R? (3.115)
and we know that
T.(A,AJA) =0 for all A € R* (3.116)

Assigning an object T, (A,B|C) to the object T,,(A,A|A) can be considered as a kind
of polarization technique, which is a well known theory for homogeneously poly-
nomials. Roughly speaking, polarization extends an object, which is only defined
for A, to an object, which is defined for (A,B,C). Actually, we will only need the
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form T,(A,A|B) = A A B;T™ for all A,B € R? but it is reasonable to start with
the more general definition in (3.115) when introducing this technique (otherwise
the expressions are non-linear in A).

Note that if we would know that T,,(A,A|B) = 0 for all A,B € R?, then we would
know that all second order derivatives of f* must vanish, but we do not know that
and it is not true in general.

Now we extend the form T, by applying differential operators and we will get the
extended form Tj,. Note that we derived equations by applying differen-
tial operators to a), b), ¢) and d) and now we want to do the same manipulation

with algebraic methods. We define
Tsa(A,A|B,B|C) :=A A B B;C,Tj'" =
=A, A B;B;C,0507 f*, for all A,B,C € R?,

Since partial derivatives commute (by Schwartz’s theorem), we get the symmetry
condition

Tsa(A,A|B,B|C) = T.5(B,B|A,A|C), for all A,B,C € R%.
From equation (3.116|) we deduce
Tsa(A,A|B,B|B) = A, Ad5T.(B,B|B) =0, forall AB€R?
Tsa(A,A|B,B|A) = T.5(B,B|A,A|A) =0, for all A,B € R?
but we do not know if T3, (A,A|B,B|C) = 0 for all A,B,C and this would mean that
all 2-combinations of second order derivatives vanish.

Almost all randomly chosen vectors A,B € R? are linearly independent, since
the set of linearly dependent vectors

R:={(AB)eR*xR*: A=\B, € R}
has measure zero in the set of all pairs (A,B), which is defined as
G = {(4,B) € R* x R?}.

In other words, G\ R is dense in G. Also note that the set G has dimension four,
since we have four parameters (A;,As,By,By) and the set R has dimension three,
since it can be described by three parameters (A;,A42,A). Now let (A,B) € G\ R,
then every C' € R? can be written as linear combination of A,B for some \;,\s € R
as

C'=MA+ \B. (3.117)
Then by linearity of Ts,, we get
Tsa(A,A|B,B|C) = M\ Tpa(A,A|B,B|A) +X\2 10 (A,A|B,B|B) = 0, (3.118)

TV
=0

=0
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ie. Ty =0in G\ R. By continuity of linear forms and density of G \ R in G, we
get T, = 0 in G. This means all 2-combinations of second order derivatives applied
to f! must vanish, and therefore f* must be a polynomial of degree n —1 = 1 in the
second order jet coordinates.

For example, for n = 1 and B # 0 we can always find a A € R such that A = \B
for every A and T,(A,A|B) = AT,(A,A|A) = 0, where A,B € R. Therefore, for
n = 1 the function f must be a polynomial of degree zero, i.e. a constant.

Solving the system of differential equations (3.107))-(3.110|) directly or solving the
system with the help of T, are two essentially different methods. Solving equations

(13.107))-(3.110)) directly does not require any density arguments and this is an essen-
tial difference. Since three vectors A,B,C € R? are always linearly dependent, we

get the following observation: In the case where we write C as linear combination
of A and B, we can immediately derive (3.118)), and therefore the density argument
is not needed there. But if we write A as linear combination of B and C, then we
get
T,Ba()\lB + )\20,)\13 + )\QC‘B,B’C) ==

=MT3,(B, M B+ \C|B,B|C) + A T5,(C. M\ B + \.C|B,B|C) =

=MMT3q(B,B|B,B|C) + MAT3,(B,C|B,B|C) + ...,
i.e. expressions of the form Tp,(B,B|B,B|C),Ts,(B,C|B,B|C), where we do not
immediately know if they vanish or not. However, using the density argument, we

do not have to consider such expressions explicitly and this is the advantage of this
method.

For n = 2, solving the system of differential equations (3.107)-(3.110]) directly
or solving the problem with the help of Tj, seems to be equivalently difficult, but

for large n, solving the problem with the help of T}, is much easier and it is almost
impossible to solve the system systematically for large n in this or similar situations.
However, note that we do not completely solve the equations, we only derive that
the solutions must be polynomial of a certain degree.

Let us briefly present how we can solve the equation

0= cpufly fag, (3.119)
for arbitrary n. We define the extended form
Ty .o, (AL A |A" A" B) = A%lAjl-l...A?nA;-‘nBiﬁglljl...8g’jlj"fi.
From ({3.119) it follows that
Toray..., (A AN A% A?|..|A" A" B) = 0,

whenever A = B for at least one k = 1,2,....n. Since A!,...,A" B € R", these vectors
must be linearly dependent and almost always we can write

B= Zn: A AR
k=1
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Then by density, T, a,..a, vanishes for all A¥ B € R™. Therefore, all n-combinations
of second order derivatives applied to f* must vanish and this means that f* must
be a polynomial of degree n — 1.

For example, for n = 3,

- D(uy,uz)
f Déyvz) uyyuzz - uyzuyz
(fz) _ fy _ D Uy, Uz) — _(u Yoo — Ul )
D(x,z; xyYzz yz YWz
z D(uy,u- UpyUyz — Uyy U

is a trivial divergence since by direct calculation

T _
sz _uxyyuzz + uyyumzz - Qnyzuyz_
- (nyyuzz + umyuyzz) + (uyyzuﬂm + uyzu2y2)+

Ugyyz Uy + UgyUyzz — (UyysUsz + UyyUyz,) = 0.

We also observe that f* is a polynomial of degree n — 1 = 2.

The idea and proof in this subsection can be found in (AP96l p.377). General-
izations can be found in (ADS0). In the next subsection we want to classify trivial
Lagrangians with similar methods.

3.7.2. Classification of Trivial Lagrangians of Second Order,
n=2

Here we want to present a second example, where we can use the techniques from
multi-linear algebra which have been explained above. Let L be a second order
Lagrangian (we also think of L = Q“f,) and, for simplicity, we first consider the
case n = 2. Later, we will generalize it. Solving

EL=0 or Hlf, =0 (3.120)

forces to highest order the equations (3.35))-(3.39)), i.e. ufy)-terms must vanish. From

the u‘g‘g)ué)—terms, we also get equation (3.61). These equations force that L or f,
must be polynomials of degree two in second order jet coordinates, as we found
out earlier. It took quite some effort to derive this, especially solving the equations
(3.35)-(3.39). We now want to find a faster method, and later also a method for

arbitrary n, how to prove this.
We apply Oy, ,0us,,0us, to (3.35) and (3.39) and we get (we write L instead of
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f3)
0= Lugugput,
0= Lua IRTAMVI
0= Lugzugzugya
0= Luyyuzyugya
0= L“yy“;/yuézz
0= Luyyu:jyugy' (3.121)

Then we apply 8ugm,8ugy to (3.37)), we use the conditions in (3.121)), and we deduce

0 - Lua wl ud
Ty TY Pxrx

0= Ly ot v - (3.122)
Ty "TY Tyy

Next, we apply augy to equation (3.37) and we deduce

0 — Lugzu’Y U‘S + Lua u'Y

yy Yy T

ub, + Lyo Syl (3.123)

Then we change ¢ <» o and § <> v in (3.123]), we add the changed equations, and
we deduce

OZLsuwua —i—Lsuw

Yy TT

+ Lo us

Spudyug

u‘l + LuLI uzyu 5+

Yy

Lyuﬁy

:au‘smj (Luzyua + Lu"‘ uz )+a (L > ugy + Lug ug )+2Lu°‘ uzyu -

Uzx zy

-~ -~

=0, (3.38) =0, (3.36)

2L u i - (3.124)

uﬂfl/uacy

From the conditions in (3.121]), (3.122)) and ((3.124]), we get that all 3-combinations
of partial derivatives

must vanish, except

«a Y o8 .
Uzy ﬂf«yyuzy

It is clear that at least one of these combinations cannot vanish, since (u®u”u?)-
terms are still allowed after u dlscussmn see After using the condition
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(3.61), we get that L must be a polynomial of degree 2 in second order coordi-
nates. It is an interesting observation that we do not need to discuss the ufs)-terms

in (3.120)) to derive this. The ufs)-terms are a result of D;- and D;;-derivatives,
whereas the discussion above results from pure D;;-derivatives.

Now let us discuss another method how to derive this result and how the discussion
can be generalized for arbitrary n in the next subsection. From the results above
it is clear that we need to consider u‘(l4)- and u%)u(ﬁg)-terms when we want to derive

that L is a polynomial of degree 2 (or of degree n in the next subsection). First, the

ufy-terms in (13.120]) lead to

0= cijenttyyyLye,s & 0=0%d" L. (3.125)

ug

We define
T.5(A,A|B,B) == A;A;BiBi0 oK L = A, A; By BT, ABeR.
Equation is equivalent to
0 = Tog(AA|AA) = A A;ALADSOF L, for all A € R,
In general, it is not true that
0 =T,5(A,A|B,B), forall A,B € R?

since this would mean that all 2-combinations of second order partial derivatives

must vanish, which is not the case. Second, the u?‘g)u(ﬂg)—terms in (3.120]) lead to

0 = cijCriCpgtiyy g Ls o & 0= 9NIPIL, (3.126)

] @
JPY " ug U Upg

The equivalence in (3.126]) will be proven in Subsection 3.7.3 (we have summation
over 3,7 and we have to check that we indeed get the equivalence in ([3.126))). We
define the extended form

Thay (AA|A,B|B,B) := A, AAB; B,B,0} 00 L,

where (A,A,A) and (B,B,B) can be considered as the transformations of U}fh and
ul - (see Gelfand Dikii transformation (GD75, [OST8, [AP95)). If we would know

Jjpq

that
0= TfBOZ’Y(AvA‘C7C|B>B) =
= A Ay CiC B, B,O5 OO L for all A,B,C € R?,

then all 3-combinations of second order partial derivatives would vanish. However,
we only know

0 = Thay(A,A|A,B|B,B) for all A,B € R?,
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since this is equivalent to (3.126)). We have the symmetry
Tsay(A,A|A,B|B,B) = A AiA;B; B, B0 07 0% L =
=ARAIB;A; B,By0 0 0L = Tpo, (A, A|B,A|B,B),

since 9% is symmetric in 7,j. For almost all randomly chosen A,B,C' € R? we get
that A,B are linearly independent and that we can write

C - )\1A —|— )\QB
for some Ai,\y € R. Then we can write

Tar (A, A|C,C|B,B) = Tsar(A,AMA + XsBAMA + A\ B|B.B) =
= A2Ts0, (A, A|A,A|B,B) + M As Thor (A, A|A,B| B,B) +

~
+ AA2 Thar (A,A|B,A|B,B) + AT s (A,A|B,B|B,B) =

'
=0

= AN Tpa-(A,A|AA|B,B) + A\3T50,(A,A|B,B|B,B). (3.127)

Since we can extend the form 7}, and Ty, for example,

B,B,0™ Tsa(A,A|A,A) = B,B A A;j Ay AP 0 OF' L =
N’
=0

= Thay(A,A|AA|B,B) = 0,

we know that (3.127)) must vanish for almost all A,B,C € R2. By a density argument
we get

Tus,(AA|C,C|B,B) =0 for all A,B,C € R*.

This means that all 3-combinations of second order partial derivatives must vanish,
and therefore L must be a polynomial of degree 2 in second order coordinates.

In the next subsection, we will do this calculation for second order trivial La-
grangians and arbitrary n,m, which is also the proof of Step 2 from Section 3.6. We

will also show the equivalence in (3.126]) ﬂ

3.7.3. Proof of Step 2

In this subsection, we want to solve the equations (3.35)-(3.39) and (3.57)-(3.66)

for arbitrary n, i.e. we want to solve the equations (3.120]) for arbitrary n and to

"It would also be interesting to find out what kind of expressions we would get, when solving only
the equations from the uz’s)ug)—terms in ((3.120)).
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a certain order. The ideas how to solve this problem have been discussed at the
beginning of this section. The equations — and — are a result
of order discussion in the equations Hus = 0 or £,(Q” f5) = 0 (or Hus = O(2)), when
applying operators Dijau% on the functions f, or L. Let us consider the equation
H,3 = 0, where H,p depends on f,. However, in the following, we will write L
instead of f,, since then we do not have to write the index ~y and the relation to the
equation &£,(Q° fz) = £,L = 0 is also given. We consider the u( 2 and u 3) (3) -terms
in these equations, i.e.

0=cycuugyily,z & 0= 095 L (3.128)
and
0= CUCklcpquklluquLuflu”upq & 0= aékla;)(]agq)[’ (3129)

The equivalence in is clear, but we have not yet shown the equivalence in
(3.129)) (roughly speaking, summation over /3,7 does not affect the expressions). We
have to distinguish the two cases:

First Case (only one term): Let § = 7 and without loss of generality § = v = 1.
Then the following equation for L has to be satisfied separately:

0= cijcklcpquilluquL Lugar, & 0= 8£kl32(j8fQ)L

and this is equivalent to for f=~v=1.

Second Case (two terms): Let § # v and without loss of generality § =1, v =2
and =2, v = 1. Then, the following equation has to be satisfied separately (it is
possible that this equation splits up once more, this is the question here):

O—cwcklcpqukhu Lu}du 2, +c”cklcpqukhu L, > ) (3.130)

JPq ipg g uup,

In the second term (3.130) we can change the following indices

17, pel, kg

and we get
0= C”CklcpqukhuquL“}czu UDg +C”CklcpquqmullkLugpuaz“lk -
- cljcklcpqukh ]pq<Lullcluzju127q + Lugpujazullk) - (3131)

= 2ng CklcpquklzuquLukJUU “pq

& 0=0oMglugrp,
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i.e. this equation does not split into two conditions. That is, we get

aféklag‘)(jagq)l’a /B =7,

0 = ¢;icpCogtt ). L s 0= o
JCklCpg YRl Y ipg e 7 {Qaéklaé)(yagQ)L’ B+

kUi Upa
We define the form
Tos(A A A% A?) = A}A}AiAf@fj@’glL
and we know that
0 =T,5(A" A A AY) for all A' € R, (3.132)
since this is equivalent to . Furthermore, we define the form
Thay (AN AT A? A2 A3 A% = A,ﬁA}A?A?AiAg@’gl@gaqu for all A', A% A® € R"
and we know that
0 = Thay(A' AT A A%| A% A%)  for all A' A* € R™. (3.133)
Equations and are equivalent to and . The extended

form is defined as
Tanﬂanmal(A”“,A”H]...|A3,A3|A2,A2|A1,A1) =
=A"tL Antl 8i"+1j"+1...A}1A1- 8i1le, for all A”“,A”,...,A1 e R". (3.134)

In+1" "JInt+l  Qn+1 J1 7o

Note that we also define the form in (3.134]) when the pairs of vectors in ...|AF A¥|...
are not equal, i.e. when we have entries of the form ...|A* B*|... with A* B* € R®
and A* # B*. The forms Thg, Tsa and Ty, a,..a, satisfy the symmetry condition

T (o AE AR AL AN = T oo (AL AL AR AR,
(3.135)

since partial derivatives commute. Moreover, we have the symmetry
Tonir oo (| AR BF) = T o (o] BF AL, (3.136)

Note that the condition is actually sufficient for the discussion below and we
do not necessarily need the condition , because with we can always
bring the pairs A¥, A on the side where we want them (this will be needed in (3.138))
below). The extended form T, t1am..azaza; 18 generated by T, and Ty, i.e.

Tan+1an..-a3a2a1 (An+laAn+l""’A37A3’A27A2|A17A1) =
=AML AL Gintadner AL AT 9T, (A A% A% A% AN AY) =

tn+1” "Jn4+1l On+1 147704 T g Q320
_ AN+ An+1 Qint1int 3 43 9isjs 2 42| A1 g1
_Ain+1Ajn+1aan+1 ...141.314]‘38043 Topa, (A7 A% AT AN,
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Since T, an...asasa; 18 generated in this way, we know that

0="T,

Qp410n...00

(An+l,An+l|...|A3,A3‘A3,A2‘A2,A2)
for all An*tt A" . A% € R", because of (3.133]). Moreover, we know that

0="1T,

Qpi10m...Q1

(An+1,An+l‘...’AS,A3’A27A2’A1,A1),

whenever two of the A"t A" ... A' € R" are the same, because of (3.132)) and by
the symmetry of commuting partial derivatives (3.135)). If we would know that

0 =T, 1an. .asasar (A"THAMTH A" A" | A% A%| A% A% AT AY) (3.137)

for all A1 A" .. A' € R", then all (n+1)-combinations of second order derivatives
applied to L must vanish, and therefore L must be polynomial of degree n in second
order jet coordinates. We will show this now. The vectors

AL AT A2 AL € R™

are always linearly dependent and we can almost always write

n+1
A2 = A
i
Then by multi-linearity, we get

Tan+1an---a3a20¢1 (An+1’An+1|'”|A37A3|A27A2|A1’A1) =
n+1 n+1
=D AN T ananaza (A" AT AR AT AT AT AT A =0, (3138)

i=1 j=1
#2 j#2

since Th, . jan...azasa; 15 generated by Tos and T, and either (3.132) or (3.133) is
satisfied. By a density argument we get that the equation (3.137) must always be
satisfied for all A1 A" .. Al € R", even when we cannot write A? as such a linear
combination. Therefore, we get that L must be a polynomial of degree < n in second
order jet coordinates. O
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3.8. Helmholtz Dependencies and 4th Order Source Forms

3.8. Helmholtz Dependencies and 4th Order Source
Forms

In this section, we prove Theorem [1.0.3] which is again formulated as:

Theorem 3.8.1. Let w : E — M be a fiber bundle of fiber dimension one and base
dimension one. Furthermore, let A = fdu N dx be a 4-th order source form defined
on J*E. Assume:

i) The set V of symmetries of A satisfies (1.2).

i) Fach V' €V generates a conservation law of the from Qv f = D,Cy, where
Qv = V" —u,V* are the characteristics.

Then A must be locally variational.

Note that Theorem is no longer true when A is only defined on open subsets
R*Y C JE (see the counter examples in Section 4.2). We conjecture that Theorem
also holds with the same assumption, but arbitrary n. The theorem can be
proven by investigation of the Helmholtz dependencies, which are also interesting
for other reasons and we start with the discussion of these relations. The investiga-
tion of the Helmholtz dependencies for m = 1 can also be found in (And89, p.76).
However, it seems that this problem has not been investigated extensively in the
literature, especially for m > 1.

For second order source forms and arbitrary n,m, we have the Helmholtz depen-
dencies

Haﬁ + Hﬁa - DkHSIB - Dleslﬁa
HY, + Hi =0. (3.139)

For arbitrary order source forms, n = 1 and arbitrary m, the Helmholtz conditions
are

’ ¢ i yi—j .
i=j
(3.140)

where the sum goes formally to infinity, but is actually finite, since every f, is
assumed to have finite order (we use this notation in this section, since it simplifies
some of the calculations). These conditions can be found in (Kru97b, p.56) (also
compare the conditions in and Lemma [2.6.7)). In the following, we consider
only the case where n,m = 1, but arbitrary order source forms. Then the Helmholtz
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conditions (|3.140) are

1) <o) D:fu, =0, j=0 (3.141)

2fu.t Z 1)+ G) D fuy =0, j=1 (3.142)
1)7+! <;> Di2fy, =0, j=2 (3.143)

2 fugey Z 1)t (;) D fu, =0, j=3 (3.144)

Let us call (3.141)), (3.143) odd and (3.142), (3.144) even Helmholtz conditions.
For example, for fourth order source forms we get

H=H" :Dar(fuz _Dxfum+Dagch(3> _Difuw) =0, ( )

H® = H' =2f,, — 2Dy fu,, + 3D3 fu, — 4D} fuy, =0, ( )

H* = H? =D,(3fuy, — 6Dafuy,) =0, (3.147)

H® = H® =2f,, — 4D, fu, =0 (3.148)

We can easily see that the Helmholtz condition ([3.147)) is unnecessary, since if (|3.148)

is satisfied, then (3.147)) is automatically satisfied. Let us multiply (3.145)) by 2, then

we get

2 3 _
2Dx<fuz - D:chum + D:):fu(3) - D:pfu(4)) -

and therefore this conditions is also unnecessary, since if (3.146]) and (|3.148]) are sat-

isfied, then (3.145)) is automatically satisfied. Therefore, in this case it is reasonable
to define the integrability conditions (Helmholtz conditions) as

0 :(fuz - Dﬂﬁfuzz + D?ﬁfu(g,) - Difu(4)> = 07

instead of using the partially redundant conditions (3.145))-(13.148]). It turns out that
we can write

H° = D,h°,

H' =2h° + D2h',

H? = 3D,h',

H? = 2h!, (3.149)
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More generally, we can write

H° = D_h°,

H'=2h° + D2h',

H? =3D,h* + D3h?,

H? = 2h* + 4D2h* + Dih®,

H*'=5D,h* +5D3h* + D2h",

H® =2h* + 9D2h* + 6D2h* + DOA, (3.150)
where b/ is defined in below. Finding the dependencies is important,
however, finding non-dependent conditions is even more interesting. For arbitrary m
(and n = 1) we also get such dependencies for all & = (3, and therefore the following
investigation of such dependencies is also important in more generality. That we can

always find such simpler conditions for n,m = 1 and arbitrary order is formulated
in the following lemma:

Lemma 3.8.2. Let nym = 1. The dependent Helmholtz conditions

H' = (a“m B (_1)j8%> - Z (é)(_l)iD;_jaum) f=0, Vj=012,..
iz N
(3.151)

also follow by the reduced Helmholotz conditions

B (Z (@> (—1)j+iD;‘j0U(i+j+1>> F=0, Vj=012... (3.152)

=7 J

The proof can be shown by using the following identities (where i > 0 and n > 0)

2 4 2n + 1 L[+ / 1 (i+2n—
(HQ?.H ):Z (HT +p)+(. ZJ{p ) (H,n p), (3.153)
i I\ i-p i—(1+p))] i+p
2+ 2n + 2 i+ 1 ' 1/i+2n—p+1
(HQ?.H ):Z <Z+, +p)+(. “Ip ) (H?.l Pt ) (3.154)
i [\ i-p i—(1+p)/ i+p
(22.+2n>22 (z—f1+p)+(‘ i+p ) (z+'2n—1—p>’ N>l
2 — 1 I\ i-p i—(1+p))] i—1+p
2+ 2n + 1 L fi+14p i+p \][i+2n—p
_ 3.155
( 2i—1 ) p;)( i—p )+(i—(1+p)>_(i—1+p ’ (3.155)

which can be proven inductively. For the induction we will need all four identities at
the same time, which makes it rather complicated (numerically, the proof can easily
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be done for very high numbers, which should be sufficient for practical reasons). Also
see (And89l p.77), where such binomial coefficients occur. Note that by definition

((I,b € ZO)
(Z) —0, ifb<0,

<Z>:0, ifa<bandb >0,

(8) _1 (3.156)

It seems that the Helmholtz conditions and Helmholtz form is not completely un-
derstood and we should probably find conditions and a form where we do not have
such dependencies (i.e. we should find a certain representative in the equivalence
class of the variational sequence). Then Takens’ problem could probably be solved
much easier. Note that the Helmholtz form (VUI13] p.13)

1
H= §(Haﬂduﬁ Adu® + HEgdul A du® + HEfdul, A du® + ..) A dx

may have a coefficient H,, which does not vanish, but the term Hagduﬁ A du® A dx
vanishes for a = 3, since du® A du® = 0. Moreover, in the case where n,m = 1, the
term Hagduﬁ A du® A dx vanishes completely. However, the term H*du,, A du A dx
does not vanish and as we saw above H* = H? = 3D, hy + D2h?. Therefore, we
definitely get a redundant condition from this term. More precisely, we get an ex-
pression which can be written as an exact form plus a 3-contact form. We will not
further discuss the Helmholtz form in this section and we only consider the redun-
dant conditions in B.151]

Proof of Lemma [3.89} Let us rewrite the equations (3.151]) and (3.152)) as

; j+1+p ; .
(a%) — (=1)u,, — Y ( , >(—1)J+1+”Di+i”8u(].+l+p)) f=0, Vj=012..

p=0 J
and
B = (Z (3 ;Tp) (—1)2j+PD§au(2j+Hp)> f=0, Vj=012,.. (3.157)
p=0

Let us first consider the case where 7 is even, i.e. 7 = 2i for some 7 € Ny. Then we
get

- J+1+p T
8%‘) - (_1)]&% - Z ( j )(_1)J+ +pr+pa%+1+p) -
p=0
2t+1+p
=D, ) ( . >(_1)ngau(2i+l+m. (3.158)
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The partial derivatives DE0,,,, ., in (3.157) and (3.158) have the same structure,
but the binomial coefficients are quite different. Let n € Ny. If p = 2n + 1 is odd,
then we use (3.154)), and if p = 2n is even, then we use (3.153|) to write

2i+1+0p
D Z ( 2 >(_1)ngau(2i+1+p) =

2z—|—1—|—2n on 21—|—2+2n 2n+1
=D, Z ( )D a“(2z+1+2n) Dy Z ( )Dm ’ a“(2i+2n+2) -

n=0
d 1+ 1+p 1+p i+2n—7p pn
—Ha ; + ; auz 1+2
o AN —(1+p) i+p S

2

1+1+p t+p i+2n—p+1\ .1
_ng —0 |:< ’i—p >+< 1+p>]( z+p D au(21+2n+2)

n p

(Ti?) i ( —iﬁp))] -

1+2n—p p2n i+2n—p+1\ o1
X Z {( i+p ) 8u(2b+1+2n) ( i+p D 8u(21+2n+2) =

0
i 1+ 1 i i+ k—
23 (57 (Al B (e o
(3.159)
In the second sum over k in the last line in we now use the condition
i+tk—p>it+tp & k>2p,

since otherwise the binomial coefficient of this sum vanishes, see (3.156)). Therefore,

we can write (3.159) as (k = 2p + [, where [ = 0,1,2,...)

() ()

k=0

i 1+14+p i+p i+p+1 N
:D’JU 1 p+Dp+lau _
pz_; |:( )+ (i—(l —l—p)):| lz:;( i+p (—1) (2i+2p+1+1)

i—p
:D;Z;Prhi+ip
— i: i —l— 1 +p + 1P D —  pote: (1) =( "
p=0 i = (1 + p) : " noh
i 1 . .
_ i+1+p n t+p D§p+1hz+p~ (3160)
[\ 1+2p 1+2p
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3. The Main Result and What We Need to Prove it

For j = 2:+1 odd we can do a similar calculation, when we use the identity m
and the identity above it.

Let us consider three very simple examples, where we can use the binomial co-
efficients in the third line in (3.160]), when j = 2:: For ¢ = 0, we get

1 0
H° = + D,h° = D,h°.
0 —1
For i =1, we get

e [ (26 ()] s

and for i = 2, we get
3 2 . | (4 3 ) 4
H4 —D 240 Dd 2+1 D5 242 _
Q)= e m )+ )22 (o) ()]
=5D,h* + 5D2h* 4+ D3h*,

Therefore, for n = 1 and arbitrary m, it is reasonable to define the Helmholtz
conditions as

5 = au?j>fa - (_1)38%)]% - 'Zl (j> (—=1)'D; Jauzxi)fg =0;V)=0,..;a #f,
1=J+

j Z 7 1— .
hi = (Z (J)( 1) +JD P (H]H)) fa=0; Vi;=012..; a=/p,

i=j

but maybe there are still dependencies among these conditions. Now they do not
have such a nice form as the usual Helmholtz conditions, but (some of) the depen-
dencies are eliminated, and for m = 1, they reduce to the much simpler conditions
. Now we can use the simpler conditions to solve Takens’ problem.

3.8.1. The Proof for 4th Order Source Forms and n,m =1

The reduced Helmholtz conditions allow us now to solve Takens’ problem more
systematically and we do not have to use the Helmholtz dependencies anymore at
some stage in the proof. The proof is now more likely solving differential equations
than discussing highest order jet coordinates. Solving differential equations in the
whole range of definition also means that we are investigating a kind of global version
of Takens’” problem. Global in the sense that we are investigating the whole fibers of
J*E over E. However, we do not investigate the global structure of £, and therefore
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3.8. Helmholtz Dependencies and 4th Order Source Forms

the problem is still local in this sense.

Some of the solutions of the differential equations below will have singularities.
We will discuss and define at the end of this subsection what we precisely mean with
singularity. To define and explain it here would interrupt the flow of our discussion
and intuitively it will be clear what we mean with singularity.

Let us consider n,m = 1 and 4-th order source forms. The ECS in the standard
form is

0 =QHas + (D.Q") His + (D2QP)Hz5 + (DIQMHL + (D1Q)HL.  (3.161)

Using the notation from Section 3.8, we can write the ECS as (see (3.149) and
(3-150)))

0 =QH" + (D,Q)H" + (D2Q)H* + (DQ)H® + (D;Q)H* =

=QD,h° + (D,Q)(2h" + D2h*) + (D2Q)(3D,h' + D2h*)+
+ (D2Q)(2h* +4D2h? + D2R®) + (D*Q)(5D,h* + 5D3h* + D2h*).  (3.162)

For 4-th order source forms we get immediately that k2 h3,h* = 0, see (3.157)), which
reduces the number of unknowns essentially. Then the ECS (3.162)) can be written
as

0= [QD.h’ +2(D.Q)h’] + [(D,Q)Dzh" + 3(D;Q) Dyh' +2(D;Q)hY]  (3.163)

and instead of considering the four unknowns H°,H', H? H3 (H* was anyway zero),
we only have to consider the two unknowns h° k!, but we have derivatives on these
expressions, whereas has no derivatives on the unknowns. This allows us now
to solve the differential equation for h° h' and if the general solution is, for example,
singular, or has some other properties which are not allowed in our setting, then the
Helmholtz conditions must be satisfied. Note that the equation is linear and by mul-
tiplying h°,h! with some constant we can always get the non-singular trivial solution.

Now we will discuss a few very interesting aspects of equation (3.163|) and after
that we prove Theorem for 4-th order source forms.

Compared to (3.161)), equation (3.162)) looks very complicated. However, it can
be written in a much simpler form. In the following, we will also consider A2 in the

higher order version of (13.162)), see (|3.150f), to understand the general structure of
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3. The Main Result and What We Need to Prove it

this type of equation. Let us start with the following identities

QD + 2(D,Q)h° — %Dm[QQhO], (3.164)
(D,Q)DE! +3(D2Q) D, + 2 DXQ)h! = D, (%g)“) | (3.165)
(DQID + (DD + 5(DQD* + 2Dl = i (LD
’ (3.166)
It seems that (this is our conjecture), in general, we can write the ECS as
_ k D:c[(DI;Q)zhk] _
=20 ( DiQ ) -
_ 1 D, [(D@)*h'] D,[(D2Q)*h]

Note that this is a formal notation and there are no singularities in this equation,
even if it seems that we dividing by D¥Q. The counter in the fraction has terms

D,[(DyQ)*h*] = 2(D;Q)(Dy ' Q)A* + (D;Q)* D" =
= (D;Q)2(D;T Q)1 + (D3 Q) Db,

and therefore it can always be divided by (D*Q), without producing singularities.
It is very helpful to use this formal notation, since it explains the structure, whereas
has no structure. To prove the conjecture for arbitrary order, we have to
understand the coefficients in (3.160]). Hopefully we can solve this problem in the
future and since we are now mostly investigating 4th order source forms, we are not
confronted with that problem.

Investigating (3.167]) immediately provides a few interesting results. The first, sec-
ond, third,... summands in the sum (3.167]) have separately solutions of the following

form:

1

0= an[Q%O] = B0 = % co € R, (3.168)
Dm[<DazQ)2h1]) , a+Qdy
0:Dx<— S pl= 2T 4 eR,
D, D.Q)?
D [(DQS)W] c(2 +?l)? Q)d> + [2(D.Q) — Qley
0= ch (xD+Q) = h2 = i (DQQ)2 e , Cg,dg,eg eR

and all of these solutions are singular, if V* # 0, i.e. if we have a symmetry V €V
and corresponding conservation law such that 7,V # 0. The coupled system ([3.167))
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3.8. Helmholtz Dependencies and 4th Order Source Forms

for h°,h!,h2,... has also non-singular solutions, for example,
0 2 1 1 23
=D, W =—5Q. KA. =0,

This solution corresponds to translation symmetry 9., corresponding characteristic
) = —u,, source form

1
A= fduNdx = (éu,EU(g) +u?,)du A dx

and conservation law

1 1
Qf = —FuzuE) — iy, = —Da(GU5taz).

The source form is not variational. This source form has also 0,-symmetry, i.e.
translations in u-direction, but not corresponding conservation law. Therefore, Tak-
ens’ question cannot be answered affirmatively for n,m = 1 and third order source
forms if we only assume one symmetry 7,V # 0. However, maybe for two sym-
metries which span T,F at every p € E. Indeed, we can prove the existence of a
variational formulation in this case and we will do that below. Therefore, we want
to investigate the solutions of the coupled system in more detail.

The summands in (3.167) are very special: When we multiply them by @), then
they can (again) be written as total derivatives. For k = 0 this is clear. For k =1
we apply the partial integration technique and we get

D,[(D,Q)*hY] D,[(D,Q)*h!] D,[(D,Q)*h!]
O ( D,Q ) - b (Q D.Q ) B ¥
_p, [Q%g)h] - (DwQ)th} —D,g'  (3.169)
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3. The Main Result and What We Need to Prove it

For general k we can also apply a sort of partial integration technique and we get
inductively (we use the short notation D,Q = Q.,, D2Q = Q.. and D¥Q = Q1)

QD! <—Dx[ %’“hk]) -

Q)
D, [Qf,h"] D,[Q2, h*]
=D, DF-1 Trlwk)” B _ka—l (k) _
i (250 |- g, (2 )
=D,[..] — D, |Q.,DF? W + Quup D2 DZ‘[Q%k)hk] _
Qr) Q)
2 hk
=D,[.]+ (=1)'QuD;™" %)Z, (we continue until [ = k)
(k)
D,[Q? . h*
=D,[.]+(-1Q >( it ]> _
Q)
D, [+ (~ 1P QR Y] = Dagt

This means that the ECS multiplied by () is a total derivative and we can use this
property to reduce the order of the differential equation. In other words, ) is an
integrating factor for this differential equation.

Remark: Let us explain why the more general ECS expression multiplied by Q¢,
ie.

Q"Q°Hop + Q*(D;Q°)H. s + Q*(Dy;Q" ) HI; + ...,

is also a total derivative (or divergence) for arbitrary n,m. At least for first order
source forms (we use the short notation D;Q% = Q%)

Q*Q Hap + Q°QiHog = Q°Q°(fanwr — foun +Difsue) +QQ( [, s + foue) =

sym.  gkew-sym. in o,

= Q"QDifpuz + Q°QU([, 5 + foue) =
= D;(Q“Q° f8.ue) (3.170)

we can immediately observe that Q“Q° H,s + QO‘QgHgﬁ must be a divergence ex-
pression. When this expression vanishes, then it must be a trivial divergence with
certain properties, see Subsection 3.7.1. This immediately forces strong restrictions
for possible differential equations fz. It could be an interesting open problem to
investigate this structure in more detail. To understand why @ is an integrating
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3.8. Helmholtz Dependencies and 4th Order Source Forms

factor for higher order ECS’s, see the calculation in , which shows that for
V =W the expression Loy (tpwA) — tpry Lorw A must always vanish (also for non-
variational source forms). The question is if the method of integrating factor can
only be used for n,m = 1 or if it is also useful for m,n > 1. Note that for m > 1,
the (system) ECS is transformed to a single equation, when multiplied by Q% and
summing over . Therefore, the meaning of integrating factor is slightly different
there and this method is possibly only useful for m = 1, but arbitrary n. Now let
us continue with the case n,m = 1.

For simplicity, let us discuss equation ([3.167) for k£ = 0,1,2, i.e.

I D,[(D,Q)*h'] 2 [ Du[(D3Q)%H7]
O—QDI[Qh]nLDx( 5.0 )+Dx< 55 ) (3.171)

We multiply by ) and we get
0 = D,(Q*h°) + D,(g" + ¢°).
This leads to
a1 =Q*h +g' +4° c €R (3.172)

More generally, and as we mentioned above, it seems that we get an equation of the
form ¢; = Q?h°+¢g' +g?+ ...+ g%, if the ECS in (3.167) can be written in such a way.

The next step is to solve equation . Therefore, we do the following trick:
We multiply by £ =@ and we can reduce the order of all terms, except the
h%-term, once again. We conjecture that this also works for any order and the more
general expression ¢; = Q?h° 4+ ¢! + ¢®> + ¢® + ... + g*. Note that multiplying by
Q2?22 — D.@ is in some sense equivalent to what we will consider later. But

for technical reasons it is better to multiply by D(sz , which slightly simplifies the

calculations below. Also note that multiplying by Dé‘QQ seems to make sense only

when D,(Q) # 0, otherwise we get a trivial equation. For the moment, we ignore
this aspect. For example, when we consider translation symmetries d,,0,, where
the characteristic @ for the 9,-symmetry is a constant, we get D, = 0. Before we
consider all terms in equation together, let us separately compute

oo =g [P g -
. D:c[(Da:Q>2h1] B (DacQ> 271

1 2711

- — h
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and
D,Q D,Q D, [(D%Q)2h? D,[(D2Q)2h?
2ot = 2 |op, (P - 0. P e -
D,.Q D, DQ%Q 2p2? D,Q)? D, D:%Q 2p2 D,Q
L Dx( (0:) 1) (D7 DADIO) Dy
. (Dxcz DA(D%Q)?h?]) ~ (Di@ - (DxQ)2) D,[(D2Q)*h”]
“\"@ D Q@ D2Q
(D.Q)* D.[(D2Q)*h?] | D.Q -
o Q2 D%Q + QQ (D:%Q)th_
- DIQDI[(DiQ)ZhQJ)  D(D2QPPH? | DuQ oy 0rs
—Dw<Q o 5 g (DK =
. (Dxcz D,[(D2Q)*h] <D§Q)2h2)
“\"@ D Q )

That is, both of these expressions are total derivatives. Therefore, using these
identities, and multiplying (3.172) by 222, we get

D0 (D.Q?' (Dx@ D[(D2Q)*1?] (Di@?h?)} |

Qr e '\@ DX @ Q

c1 = (D,Q)h° + D, {
(3.173)

The left hand side of (3.173|) is also a total derivative, since

DmQ Dz —C

¢
Then we bring this expression to the right hand side of (3.173) and we get
¢ (DIQ)W) N (DxQ D, [(D;Q)*h’] (DiQ)QhQ)]

— 0 -
o=, [(3+ 22

Q D@ Q
(3.174)

Now we assume 4th order source forms, and therefore h? = 0. Above, we just wanted
to show that our reformulations work more generally. As we already mentioned,
instead of multiplying by Dé”zQ , we can also multiply (3.172) by D,(Q, and then we
get

0=Q? {(DIQ)hO 4D, (Cl mﬂ |

—+

Q Q
For technical reasons it is better to write (3.175|) instead of (|3.174)), since otherwise
we get singularities of the form

(3.175)

1
@.
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Since one projectable symmetry V = V?®0, + V"0, € X(FE), where V* # 0 is
not sufficient to solve Takens’ problem for 3rd or 4th order source forms, as we saw
above, we now assume that we have two projectable symmetries V1,V € X(E) such
that span{Vi,,Va,} = T,E at each p € E. For every symmetry vector field V3,V we

get an equation of the form (3.175)), i.e.

0=Qi {(Dle)hO + D, (% + (D"”g#)} : (3.176)
0=Q3 {(Dng)hO + D, (& + (ng#)} : (3.177)

where Q = V*—u, V¥ and Qy = Vy*—u, V', Tt is easy to see that we can eliminate h°
with the help of and and then we can solve the remaining equation for
h'. However, as we mentioned above, in the case where D,Q; = 0 or D,Qs = 0, one
of these equations is trivial (or even both). Therefore, in the case where D,y =0
or D), = 0, we rather use the original equation , i.e. the two equations

_ i 210 Dx[(Dle)th])

0= QlDI[th |+ D, ( D.0, , (3.178)
1 00 Dm[(Dng)zhl])

0= —QzDI[QQh |+ D, ( D.0, ) (3.179)

Short conclusion of what we have found out so far: Multiplying (3.178) and (3.179)
by the integrating factor Q and by the factor D,Q to derive (3.176]) and (3.177)) only
makes sense if D,@Q # 0, otherwise we get a trivial equation (which is definitely the
case for translation symmetries 0,,0,). Equations (3.178) and (3.179)) are one order

higher compared to (3.176|) and (3.177)), where the two constants c;,co already oc-
cur, because we integrated the equations one time. The above derivation of ([3.176|)

and shows how to reformulate the equations and to be able
to solve them later. Furthermore, the ECS for n,m = 1 seems to have a very nice
structure and we can assume that, more generally, multiplying by @, then by D,Q),
and similar factors can help to find the general solution of the ECS. However, we do
not want to consider the two different kinds of systems (3.176|), (3.177) and (3.178)),
simultaneously. These different kinds of systems occur, because we have to
distinguish the two cases D,Q = 0 and D, # 0 and similar problems may also
occur for higher order (maybe when D?@Q) = 0 and so on). Deriving the equation
(3.176]) (or (3.177))) is important when we want to solve the ECS for a single sym-
metry vector field (or characteristic )). But in the following, we want to solve the
ECS for two or more symmetries such that is satisfied and we can immediately
use the condition to simplify the problem.

Therefore, now we will start with and once again, but derive an
equivalent system somehow differently, such that we do not have a problem when
D,Q1 =0or D,Qs =0, and we can immediately use the assumption (|1.2)), since we
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3. The Main Result and What We Need to Prove it

want to prove Theorem below. We can do this relatively fast, since we already
explained the general structure of the ECS (3.167)).

Let us multiply (3.178)) and (3.179)) by 1 and ). It could be possible that ), or

()2 vanish somewhere, but this will not effect our calculations below (only D,Q =0
would be a problem later). Then we use the identity (3.169)) and the short notation
D,Q = Q. to derive the two equations

2 1

0= . [ap + (@22t g | (3.150)
1;x
2 1

0=D, {Q%ho + (@% - Qg;xhl)} . (3.181)
2;x

Equations (3.180) and (3.181)) are written in a formal notation and there are no
singularities in these equations, even when we formally divide by ().,. Let us rewrite

(3.180) and (3.181)) as

0=D {Q2h°+ I D (M)} (3.182)
; ! Ql;x ‘ Ql ’ .
2 1
0=D, {Q%ho + gf D, <ng—x2hﬂ : (3.183)

which is again a formal notation and there do not occur singularities. From ((3.182])

and (3.183)) we get

2 % hl
c1 = QhY + 1Dz( i > c1 € R, 3.184
' Ql Ql;m Ql ! ( )
2 2. hl
cy = Q3h° + @ D, (Qz,z ) , o eR (3.185)
Q2;x Q2

Now we are not multiplying by Dé”QQ , as we did above, instead we do the following:

We multiply (3.184) by Q3, (3.185) by @Q?%, and subtract both. This eliminates h°
and we get (again, () = 0 is not a problem here since it cannot vanish everywhere)

200 =% ( ixff)_@%cz%D (@zh) _
ClQQ CZQl - Ql;x T Ql Q2;z - Q2 =

2. (52 i Qi3 Q%;xhl) _
Qe Qre Qo

_ QL @%Q%) Q3,h' (Q%@%)
Ql Dx(@l;x - QZ DI QQ;(L . (3186)
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Let us compute the last two terms in ([3.186]) separately (we can factor out h'), i.e.
2 2

B Ql Ql;z QZ Q2;m
_ %;x <2Q2Q2,CEQ% + Q%Ql@l;x . QgQ%Ql,xx) +
Ql Ql;x %;m
L G (QQl@m@% + Q1QeQas Q%@%Qm) _
Q2 Q2;x Q%,x

=(—2Q3Q7, + Q3Q1Q1,02) + 2Q7Q5., — Q1Q2Q240) =

=2(Q1Q3.. — Q3Q3..) + Q1Q2(Q2Q1:00 — Q1Q200) =

:2(Q?Q§;m - Q%Qix) + Q1Q2D,(Q2Q1, — Q1Q2.) =

=2(Q1Q2z — Q2Q1,2)(Q1Q2s + Q2Q12) + Q1Q2 D (Q2Q1,: — Q1Q2) =

=2(Q1Q2z — Q2Q152)Da(@Q1Q2) + Q1Q2D:(Q2Q1;: — @1Q22) =
— _9AD,B + BD,A,

where we define
A= Q2Q1;z - QlQZ;x and B := Q:Q».
Using this identity, ({3.186]) becomes

Cng - CQQ% :Dr[(QngQl,x - Q%QQQZ;m)hl] + (BDQUA - QADxB)hl =
:Dx[QlQQ(QQQl;:L‘ - QlQQ;x)hl] + (BDxA - QADOCB)h‘l =
=D,(BAh') + (BD,A — 2AD,B)h*. (3.187)

Then we multiply (3.187) by A (note that ()1, or ()2, could vanish, but this does
not cause problems, since A cannot vanish everywhere) and we get
Ale1Q5 — Q7)) =AD,(BAR') + (BAD,A — 2A*D,B)h' =
=D, (BA*h") — (D,A)BAh' + (BAD,A — 2A*D,B)h} =

=D,(BA*h") — 2(D,B)A*h*. (3.188)
Now we define the new unknown F := A%h! and (3.188]) becomes
A<01Q§ - CzQ?) = Dy(BF) = 2(D.B)F. (3.189)
The homogeneous solution is Fyom = A\ B, where A\; € R. Therefore,
I3 B
hkllom - hom =A = )\lQlQQ /\1 € R.

? IP (QQQl;x - QlQQ;J»‘)Q,

We get the inhomogeneous solution with the help of variation of constants, i.e.

Ale1Q2 — Q%) = Dy(\MB?) — 2(D,B)\ B = (Dy\,) B2
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and this leads to
! A(C1Q§ - C2Q%) (Q2Q1;x - QlQQ;x)(ClQ% - C2Q%)

D:L'>\ = — e
' B? (@1Q2)?
C1 Cy

= (QQQI;;U - QIQQ;Q:)(Q_% - Q_%) —
_ ClQZ (Ql;x . Q2;x) . C2Q1 (Ql;z _ QQ;x) _

Q1 \ @ Q2 Q2 \ Q1 Q2

c1Q2 Cle)

= — D,(In@®); — In =

( o Q)@ @)

c1Q2 C2Q1) o

= — D,In—. 3.190

( o @ Qs (3.190)

The equation in (3.190)) is of the form
D,
D\ = (ﬂ — 029) D,Ing = (C—l — 02g> Zad (3.191)
g g g
=D, (_—Cl — 029) , Wwhere g¢:= % (3.192)
g Q2
Therefore, we get
—c1
/\1 = — — g tc3, C(1,C2,C3 € R.

Then we can write

AQh‘ilnhom = Linhom — )\18 = (_761 — Ca24g + Cg)B = (—Cl@ — 02& =+ 03) B =

1 Q2
= —a1Q3 — Q7 + c3Q1Q

1
inhom

! _ —1Q5 — Q7 + 3Q1Q2
mhom (QQQl;m - QlQQ;x)2 ‘

and a inhomogeneous solution A is

The general solution h, is

B —1Q3 — Q7% + 3Q1Q2 i A Q1Q:2 _
sen (Q2Q1;m - Q1Q2;z>2 (QQQl;r - QIQQ;CE)Q
C1Q3 + C2Q7 4+ C5Q1Q-
= 3.193
Q0 — Q) (3.193)
Cy = —C1, Cy = —Ca, C3:=c3+ A €R.
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Since

Q2e@Q1 — Qu:a@2 = (O(1) — uge V5 ) (V' — V1) = (O(1) = o V') (V5" — 1o V5') =
O(1) = uza V3" (V)" — V') + e VP (V3! — waV5Y) =

O(1) + uga (= V5V + VIV3') + ugpua (V5 V = VIPVY) =

O(1) + ugy (=V5"VI" + VI'VYY),

(. J/

~
#0forallpe U C E

there will be points (z,u,uz,uy,) in J*E, where this expression vanishes. There-
fore, héen is singular, except C1,C5,C3 = 0. The coordinates (u,uy,,...) are always
assumed to take all possible values in the whole domain of R, which is a simple

consequence of the definition of the jet space and the use of associated charts.
Let us pull-back hy, in (8.193) by a prolonged section o € I'(E). Then, in the
one-dimensional case where n = 1, Picard-Lindel6f’s theorem says: If we found a
(singular) solution (3.193)) for almost every x in the considered domain of definition,
which tends to o0 for some values x, then there cannot exist a smooth continuation

for all z in the considered domain.

If h' = 0 then (3.182) and (3.183)) tell us h° is singular or R = 0 and we have
1 [

proven Theorem: .0.3] The singularity in h° is caused by the term

C
ho = Q_za C’4 € Ry
where either )1 = V{* — u, V{® or Q2 = V5" — u, Vi satisfy V¥ # 0 or Vi¥ # 0 for
some x. It is also possible to argue that, if h! = 0, then the two equations ([3.184))
and (3.185))

C C
h® = Q_§7 h® = —z, Cy,Cs € R
1 2

(= Q3C:=QiCs)

1

cannot be satisfied at the same time. With the singular solution Ay,

to solve the equation for h° and then construct H° H*!.

We conjecture that we get a similar result for fourth order source forms, m = 1,
but arbitrary n. Solving the differential equation for A' in this case could be quite
difficult. Maybe we should only try to investigate the singularities and do a kind of
perturbation theory. In any case, it seems to be a very interesting open problem.
Because of lack of time we cannot solve it anymore here in this dissertation. The
above calculations already prove Theorem [1.0.3] but we want to formulate the proof
briefly again.

we could try

Proof of Theorem [1.0.3t Proving the reduced Helmholtz conditions in Lemma [3.8.2
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is the first step. Then, the ECS can be written as
0 = [QD.h° +2(D,Q)h"] + [(D.Q)D*h* + 3(D*Q)D.h' 4 2(D3Q)h'],
what we derived in (3.163]). It turns out that this equation can also be written as

o= Lp. 0%+ D, (Dm[(Dx@)th])

Q D,Q
what we derived in(3.171f). Multiplying this equation by the integration factor @)
leads to
Q° ((DxQ)2hl)
c=Q*n" + D, . c€ER, 3.194
D.q Q (3194

what we derived in (3.184) and (3.185). Since in the case where span{V, : V' €
V} =T,E for allp € U C E, we have at least two symmetry vector fields V4,V with

corresponding characteristics 1,Q,. Therefore, the expression h° in (3.194]) can be
eliminated and we get the equation

A(c1Q3 — c2Q7) = D, (BA*h') — 2(D,B)A*h?, (3.195)
what we derived in (3.188|), where

A= Q2Q1;x - QlQQ;x and B := Q0.

Equation (3.195]) can be solved and the general solution is (3.193)). The solution is
singular, except h! = 0. Then h° is singular or A’ = 0. Also see the remark below. [J

We did not yet precisely define what we mean with singular, and therefore we need
the following definition:

Definition 3.8.3. We call a source form A singular if it is defined on some open
subset R* C J¥E and if there is no smooth continuation of A from RF to J*E.
Otherwise we call a source form mon-singular.

A similar definition holds for general differential forms and functions on J*E | Note
that every source form defined on R*¥ C J*E is a smooth differential form on R,
whether it is singular or non-singular according to Definition [3.8.3]

Let us discuss further aspects of singular and non-singular expressions. For
example, intuitively the expression

f=— (3.196)

8Subsets R C J*E are also used in (AT92, p.17ff), but there not necessarily open subsets, rather
some kind of embedded manifolds.

186



3.8. Helmholtz Dependencies and 4th Order Source Forms

should be a singular expression, defined on some open subset R' C J'E, where
we have local coordinates (z,u,u,). However, we have to clarify for which subset
R! we define the expression , how all possible continuations of form
R! to J'E can be described and where the local coordinates (z,u,u,) are defined.
Without specifying these things it does not make sense to talk about a singular
or non-singular expression in . We do the discussion exemplary with the
expression in ([3.196)) and generalizations are straight forward.

Let U C E be open and ¢ : U —  a local chart for E, where Q c R"™™,
Furthermore, let ¢° : UY — Q0 UY = #(U), Q° C R" be the corresponding local
chart for M, such that the diagram

UcCFE QCcR*xR™
U T

0
Uc M QO CcR”

commutes (7 is the canonical projection). The chart ¢ defines a so called associated
chart on J*E, where local coordinates (xi,uo‘,uf‘,uf‘j,...,u?), |I| = k, on J*E are
given as

ufy 4 (prio(q) = [Diy..Diy(u® 000 (¢°) ))(z), 1<I<k, (3.197)
and ¢%(q) = (z') = (2',...,z"). Associated charts on J*FE are written as ¢*. We
took the definition for associated charts from (Kru97bl p.30).

Every locally defined smooth functions u®(z), a = 1,2,...,m define a section
o(q) == ¢ (x(q),u*(z(q))) on E, where x = ©°(¢q). Prolonging this local section
o € I'(F) at a point ¢ € M defines corresponding coordinates (z*,u®u$) on J'E
(see (3.197))). These local coordinates are defined in 2 x R™™ i.e.

(2" u*uf) € Q x R"™,

Now we consider the situation the other way around, i.e. for every (z’,u®u) € Q x
R™™ there exists a local section v € I'(E) such that pr'~y has these local coordinates
at a point z = v(q), i.e.

o' (pr'y(q)) = (2" u® ).

More importantly, o' : (719)71(U) — Q x R™™ is an (associated) chart for J'F, i.e.
a bijective map between these open sets.
We define the function ([3.196) on R!, where

R = ()@ x (R {0})). (3.198)
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It can easily be seen that the function is singular in the sense of Definition
3.8.3, when written in local coordinates and defined on € x (R \ {0}). That is,
there is no smooth continuation of f(u,) = -= from Q x (R \ {0}) to Q x R. The
occurrence of such singularities is independerzlt of the choice of local coordinates.
Therefore, when f is considered to be a function defined on R!, i.e.

1

u(prio)’

flug) = f(pl"lO) =

then there is no smooth continuation form R! to J'E and this means that f is
singular. More general singular functions, differential forms and so on can be inves-
tigated in a similar way and usually we do not discuss this in such a detail.

Remark on the proof of Theorem [1.0.3} Let us consider the expression , let
us explain why this expression is singular according to Definition [3.8.3] and we want
to say a few more words about the proof of Theorem [1.0.3| First, we define an asso-
ciated chart on J*E and a certain open subset R*¥ C J*E, where is defined.
Then we do all the calculations in the proof of Theorem [1.0.3| and then we show
that there is no smooth continuation of h' from R* to J*E, except when h! = 0.
Then we do the same for h° which completes the proof.

Note that open subsets R*¥ C J*E do in general not have the structure of a jet
bundle over E. When we do not have the structure of a jet bundle then it is not
obvious what we mean with sections and prolonged vector fields on R*. However,
projectable vector fields V € X(E) can be prolonged on J*E and then we can restrict
pr¥V to R* and apply the restricted vector field on functions or the corresponding
Lie derivative on differential forms.

Let us assume that we would derive in the proof of Theorem that h' in

(13.193)) is of the form

=S ceRr

u$
According to what we have discussed above means that ! can only be a non-singular
expression on J*E when ¢ = 0. This holds in a similar way when

C C

Bt=— hl=— h=— ., ceR (3.199)
Uga U(3) U(4)
But if we would derive that, for example,
=S ceRr (3.200)
u

then it does not necessarily follow that ¢ = 0, since ([3.200)) is in general not a singu-
lar expression defined on some open subset R*¥ C J¥E. For example, when the fiber
bundle E'is 7 : Rx (R\0) — R, where the local coordinates (z,u) are identified with
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points on E through the identity map, m(z,u) = x and where (3.200) is defined (on
open subsets) and non-singular. Under which conditions is singular or non-
singular on open subsets depends on the definition of £ and the local charts there.
The same happens when we consider f = £, ¢ € R. The main difference between the
expressions in (3.199)) and is that we always describe, in all calculations, the
coordinates (uz,um,...,u(k)) by associated fiber bundle charts, but there are no such
special charts for the expression in (3.200)). This is why can be defined on
E (or open subsets of F) as a non-singular expression. In other words, for F we do
not assume a certain topology and we do not have canonical charts on E. However,
we always have canonical charts for the coordinates (uf‘,u%,,uf}) on J*E, namely
associated charts. The investigation of singularities can be considered as a question
of topology and global analysis in what we have discussed above.

In this context, it is helpful to know that E can have non-trivial cohomology in

the sense of De-Rham. The cohomology of J*E (in the sense of the variational

sequence) is the following H*(J*E) = H*(E), see (KMI0, [Tak79) or (Krulbl p.xi).
Also note that local coordinate transformations of wu, are of the form

ox (0v v

vy = oy <8_x + ux%> : (3.201)
This shows that J'E is not a vector bundle over E, rather an affine linear bundle.
However, this is no longer true for higher order jet spaces. For example, J2E is not
an affine linear bundle over E. This can be seen in Proposition [2.4.3| and the local
coordinate transformation for v,,. Note that when w, takes all possible values in
R then v, in (3.201)) also takes all possible values in R (since g—z% is non-vanishing
everywhere). This is also true for higher order coordinates u,,, v,, and so on. Prac-
tically, we always use associated fiber bundle charts. Then the expressions
cannot be defined for all u, € R, u,, € R and so on, which immediately shows
they will be singular expressions when deriving them in the proof of Theorem [1.0.3|
However, when we would derive the expression in the proof of Theorem m
then it does not necessarily follow that ¢ = 0, since the x and u-coordinate do not
have to be defined for all values in R. This is the rough idea how to understand this
problem, but of course the precise formulation is to consider the topology on E and
the local charts there.

Although, we do not allow singular expression like , by assumptions of The-
orem [1.0.3] it would be interesting to know how the corresponding f or source form
A would look like. In other words, we would like to find the homotopy operator
of h%,h'. We will partially investigate this problem in the next subsection, where
we again consider n,m = 1. In the next subsection, we will consider a very special
case, where we only investigate translation symmetries 0,,0, and third order source
forms. We also do not introduce the homotopy operator in detail, we rather invert
the operator h° k! by hand and we want to get a relatively fast result as a kind of
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verification or example of what we have proven above. In the next subsection, we do
not use Lemma [3.8.2| or other techniques from this subsection. Therefore, it will be
a second approach how to solve Takens’ problem in a very special case and, indeed,
a kind of verification of the result from above.

3.8.2. Complete Classification for Translation Symmetries

Let us consider the trivial fiber bundle 7 : R? — R, with coordinates (z,u) and
projection 7(x,u) = x. Furthermore, we consider translation symmetries 9,,0, and
source forms of third order. We want to classify all source forms which are invariant
under the prolonged symmetries 0,,0, € V and which satisfy the corresponding
conservation law conditions

Ou: Qf=1-f=D,g,
dy: Qf =uyf = Dyh, (3.202)

for some functions g,h. The statement is the following: All source forms which
satisfy the above conditions are of the form

(—uze + s)us)

2
U

f=a—¢e— + U K, (1)

where a,s,e € R and K, is an arbitrary function depending on u,.
Proof: Since the source form is of third order, the conservation law conditions (3.202)

lead to g,h = O(2). Because A satisfies the 0,,0, symmetries, f cannot depend on
(z,u). Furthermore, 9,,0, commute with D, and wu,. Therefore, we get

0.: 0=0,f=0.D.qg, = 0=D,g,
Op i 0=0,(upf) =0.Dh, = 0=D,h,
d,: 0=0,f=0,D.g, = 0= D.,g,

Ou: 0=0,(usf) =0,Dsh, = 0= D,h,.

These equations show that g,,h;,g.,h, must be constant. Integrating these condi-
tions leads to

= za + ub + r(uy Uy,
h = xc+ ud + q(ug,uz),

where a,b,c,d € R and r,q are arbitrary functions depending on (ug,u,,). We can
write
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That is, u,,g must be a total derivative and the Euler-Lagrange operator applied to
this expression must vanish, i.e.

0= (0y = Dydy, + D30y,,)(Uszg) =
= Uggb — Dy (Ugeru,) + D2(9 + Uoabu,,) =
= 2Upeb — Dy (UgaTu, ) + DA(r + Ugat,,) =
= 2Uyeb — Dy (UzaTu,) + Dop(UgaTu, + UE)Tupy + U3 Tupy + UseDalu,,) =
= 2Uyeb + Dy (2u(3) Ty, + Uge DoTu,,) =
= D, [2usb + (2u3)Tu,, + UseDetu,, )] =
= Dy[2ub + 2u(3) Ty, + Use (UgaTusuee + UE) Musoues )] =
= D,[2u,b+ Uiﬂuxu% Fu3) (2rup, + Voo up s, Z] (3.203)

-~

—) =11

The term I) in (3.203]) must be constant and the term II) must vanish. To solve the
equation for IT), let us multiply II) by wu,,. Then the general solution of

R(u,
R(u,

u.’E{L‘

allows only singular solutions or solutions, where r only depends on u,. In case of
singular solutions, we can further determine r with the help of 1), i.e.

2ub — Ry, (uy) = e,
where e € R. Therefore, the solution for R is
R(uy) = —uZb — ugze + s,

where s € R. Therefore, R has no singularities. Then we get

f=D.g= D,(ax + ub+ f(u.) + K(ug)) =
uz) R(uy)
:a+M%—J%ET—+RMWQ+umKMWQ (3.204)

and this describes the singularity of third order f very precisely. However, we
can determine R even more precisely, by using the fact that u,f must be a total
derivative, i.e. E(u,f) = 0. This leads to the equation

U(3)Ug R ()

2
T

0= Euza+ bui — + Uy Ry, (Ug) + Ugptin Ky, (ug)].
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The term au, is a total derivative, and therefore vanishes for all a. The same
happens with

Uz Uy Ky, (1) = Dx/uxKuz(ux)dux.

It remains to show that

w3 Uz R(ug)
— Di@u@)) [bui — ()f +u Ry, (ux)} =

xrx

0= Oy — DyOy, + D20

Uz

+R
= D, (=0, + D;0,,, — D§8U(3)) {_ U Ug v bufc] —

2
Uy

u?cm Usyr .
R +u, R, R
=D, {U(S)( tu ) _ Dbu, + 2D, ~
Uy o
D, (_2 o1 ( >ﬂ _
uﬂm U’xx
_p, [t ul) oy p B e z}:
Uy U
' Dy(R +u.R,
D, |—opu, 4+ DBt z)}:
L Uy
Uy

= Dy [=2buy + 2Ry, + ug Ruyu,] =
= D, [~2buy + 2(—2bu, — €) + ug(—2b)] =

and this means b = 0. Therefore,

(—use + s)ug)
UZy

f=a-

e+ Uy Iy, (uy) (3.205)
and this exactly describes the singularity of f, and even more, all f which satisfy
0:,0, symmetry and corresponding conservation laws are of this form. O

We could also consider the equation £ f = 0 and investigate if we get further restric-
tions and we could try to compute the function ¢, but we will stop the discussion
here.

A similar calculation holds for n = 1, arbitrary m and third order source forms,
but the calculations are getting more complicated. We could generalize Theorem
1.0.3]in the following sense: Classify all source forms, which satisfy certain symme-
tries and corresponding conservation laws (similar to the calculation above).
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Maybe there remains one open question: How does the expression in ([3.205])
transform under local coordinate transformations (and how can we describe the sin-
gularity invariantly)? We will not investigate this problem in more detail. Let us
only mention that when vector fields V,IW € V commute and when they span T,F
at every p € E, then we can always find local coordinates such that V = 0, and
W = 0,. Therefore, at least for such vector fields we get the same result as in
(3.205)) (modulo coordinate transformations). The effect of choosing certain local
coordinates will be investigated in more detail in Section 4.4 and it is of great inter-
est in general. Then we can indeed classify a wide variety of source forms, namely
all those where the symmetry vector fields span T,E at every p € E and [V,W] = 0.
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4. Information Beyond the Proofs

In this chapter, we want to provide further information about Takens’ problem. In
Section 4.1, we show interesting counter examples, which show that Theorem [1.0.2
is sharp in some sense, and in Section 4.2, we show that Theorem is sharp
in some sense, as well. Then in Section 4.3, we want to investigate the question
of applications. Finally, we investigate a kind of technical question in Section 4.4,
namely if the special choice of local coordinates can simplify the proof of Theorem

(1.0.2), (1.0.3) and similar ones.

4.1. Counter Examples, Part |

The following counter examples show that Theorem is sharp in basically any
sense.

The trivial source form A = 0 satisfies all symmetry conditions and correspond-
ing conservation laws (and it is also variational). If Theorem would imply
that all second order source forms, which satisfy symmetries V' € )V such that
span{V},, : V. € V} = T,E at each p € E and the corresponding conservation laws
hold, are trivial source forms, then we would have formulated the theorem in that
way. Indeed, Theorem [1.0.2] allows a lot of non-trivial source forms. Let us discuss
just two of them. Note that when not otherwise stated we will always assume the
trivial fiber bundle 7 : R x R™ — R" with projection 7(z*,u®) = (z'). The source
form

A = ugdu N dx

satisfies 0,,0, symmetry and corresponding conservation laws. Laplace’s equation
in general satisfies these conditions. Let us consider n = 2 and

A = (Ugy + Uyy)du A dz A\ dy,
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which satisfies 0,,0,,0,, symmetry and corresponding conservation laws of the form

1 -div grad u = div(grad u) = div (u’”) :

Uy

1,2 2
ux(u:px + uyy) = div <2<ux Uy)) ’

Uy ly
Uyl

Uy (Ugy + U :div< vy )

y (U uy) %(ui_u?x)

The first conservation laws has probably a physical meaning in the sense of Fick’s
law. The second and third maybe not. We will come back to this in Section 4.3,
where we briefly discuss applications and the physical meaning of conservation laws.

To formulate the counter examples, it is reasonable to consider the following defini-
tion:

Definition 4.1.1. We call a k-th order source form A = fodu® A dx' A ... A da™
non-degenerate if f, s # 0 for at least one o, = 1,2,....m and one multi-index
Uy

I of length k. Otherwise we call A degenerate.

st Counter example (corresponding conservation laws are necessary): Let us con-
sider the simplest case, where n,m = 1 and where we have the trivial fiber bundle
7:R?* - R and 7(x,u) = z. In this case, we have global coordinates (x,u) and they
will be identified with points on E through the identity map (similar for (x,u,u,)
on J'E and for higher order jet coordinates). The second order (degenerate) source
form

A = fdu A dr = uzdu A dx

satisfies translation symmetry in  and u directions, described by the vector fields
Vi =0, and V5 = 0, on E. The prolongations of V; and V, are

pr*Vi =0, +0-0,+0-0,, +0-0,,. =0y,
pr*Vy =0, +0-0,, +0-0,,, =0,

The characteristics are
Q1 =—u, and @ =1.
Only @5 generates a conservation law of the form
Q2f =1-uy = Dyu. (4.1)

The source form is not variational (as we saw in Subsection 2.6.2). The symmetry
vector fields V;,V, span the tangent space T,F at each p € E. But we do not have
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corresponding conservation laws, since V; = 0, does not generate a conservation
law. Therefore, the assumption of having corresponding conservation law in Theo-
rem [1.0.2]is necessary in general. Theorem [1.0.2|is sharp in this sense. This counter
example can also be found in (AP94, p.215) in Example 3.12.

2nd Counter example (span{V}, ,,} = T,E is necessary, vertical symmetry): We con-
sider the same situation as in the 1st Counter example, except we only consider the
symmetry vector field Vo = 0, on E and corresponding conservation law . Then
all assumption in Theorem are satisfied, except we cannot span 7, F with all
of the symmetry vector fields which satisfy corresponding conservation laws. There-
fore, the assumption span{V, } = T,E is necessary in general and Theorem m
is sharp in this sense.

In this counter example, J, is a vertical symmetry and we also want to find a
symmetry where m,V 2 0. It is clear (see Subsection 3.3.2) that we have to consider
systems if we want to find non-singular second order counter examples. A singular
counter example would be f = t with 0, symmetry. It is also possible to consider
third and higher order source forms.

3rd Counter example (span{V, ,} = T,E is necessary, non-vertical symmetry, 3rd

order): Let us consider the 3rd order source form

1
A= (§UxU(3) +u?,)du A dz,

which satisfies 9, symmetry and corresponding conservation law

1 1
—Qf = wa(Fusu) + uz,) = DalGu5ta),

but is not variational.
4th Counter example (span{V, »} = T,E is necessary, non-vertical symmetry, 2nd

order): We consider 0, symmetry and the trivial fiber bundle 7 : R x R? — R with
coordinates (z,u,v) and projection 7(z,u,v) = z. Let us define

A = Avyv,du N de — Augvgdo A dx

where A = A(u,v). This source form is 0, invariant and has a trivial conservation
law of the form

o
ug fo = Uz Av v, — v Auv, = 0 = D, const.
The source form is not variational when, for example, A = 1, since then

Huv = fu,v - fv,u + szv,uﬂc = UxUzAv + uxeAu - D:p(va) =
= 00, Ay + UV Ay — Vg A — V(U Ay + V2 A) = =02 A # 0.
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This counter example is similar to the construction of counter examples in (Poh95|
p.354).

5th Counter example (third order source forms): In (MPVO0S8, p.14) we can find a
counter example, but it is relatively complicated (it is also for n > 3). Therefore,
we construct a simpler counter example. Similar to the proof in Subsection 3.8.2,
we can classify source forms, which satisfy translation symmetries 0,,0,,0, and cor-
responding conservation laws. Let us define

A = D, (UppVgs)du A dz + Dyp(—u2,)dv A da.

It is clear that this is a third order irreducible source form, which satisfies 9,0, sym-
metries and corresponding conservation laws, since the differential equation itself is a
total derivative. Furthermore, the source form is 0, invariant and has corresponding
conservation law of the form

Ug f1 + U f2 = Up Dy (UgaVes) — Ua:Dw(uim) =
= Dx(“muw:vvmz - uixvx>

The source form is not variational.

6th Counter example (globally variational source forms): We consider the fiber bun-
dle 7 : (R x (R?\ 0)) — R with coordinates (x,u,v) and projection 7(z,u,v) = .
Furthermore, let us define

v U
A= (u2 e du — 2 dev) Ndx. (4.2)
Then A satisfies the Helmholtz conditions
v U
Ha:au_ ua:av au ) :17 =2
5= faw —Js u2—|—112+ u? + v? “ b
1 v2v 1 u2u

@Hv? (@+02)? @402 (W2 + 02)?
and all other Helmholtz conditions are also satisfied. A local Lagrangian is

U
L = arctan —,

since
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The Lagrangian is not globally defined, since it is defined on R x (R? \ {v = 0})
and for all u # 0 and there is no smooth continuation from that set to R x (R?\ 0).
There does not exist a global Lagrangian, since this would mean

U
2 R WU — 3 2
u +v us +v

j{d[z:O
g

for every closed integral in E. But for v = (z,u(t),v(t)) = (z,cost,sint),t € [0,27],
which is a closed curve in F, we get

f ( v d U d ) /27r 'uz(tq)}_(:q)ﬂ(t) (— SiIl t) dt 9 7& 0
U — v| = A , = 27 )
y u? + 2 u? 4 v? 0 W(v)?(t) cost

Furthermore, the source form satisfies translation symmetry 0, and corresponding
conservation law. The idea is that

dL = L,du + L,dv = dv=A

and then

(% u

U
= D, arctan —

o
us fo = Uy — Uy
* u2 + v? u? + v? v

is a total derivative. But we have to verify that on the whole space J*E, i.e. also
where v = 0 and u # 0. Actually, we only need to verify Eg(us f,) = 0, since this
is the local conservation law condition assumed in Theorem We get

N UV Vol
8U<U’zfa) = (au - Dfl?auz)(UQ + 02 - u? + UQ) =
B ULV2U Vg VpU2U v B
(W2 +02)2 w2+ (W@+02)? w42
 —2upvu — v (u? 4 0?) + 20,07 Uy v2(uty + vUy)
- (u2 + v2)2 w2+ 02 (u2 + v?)?
 —2ugvu — 20, (u? + v?) + 2v,u? + 2v(uu, + vv,) _0
(2 + v2)? :

A similar calculation holds for &,(u$ f,) (by u <> v symmetry of A). Furthermore,
the source form satisfies scale and rotation invariance

x x
ul| — | eu & Vi=ud, +v0,, (scaleinvariance)

v elv

x T

u| — | ucost —vsint < W= —vd, +ud, (rotation invariance),
v usint + v cost
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since

v U
2 g U — 5 2
us +v u +v

LowwA =Ly < dv) ANdr =

v v
= (,Cprvm) du N dz + mﬁprv(du VAN df)—

u u
- (,Cprvm) dv N\ dr — mﬁprv(dv A dilj') =
v v2(u? + v?) v
= - du N dz—
(U2 + V2 (U2 + ,02)2 + u2 + V2 u r
u u2(u?® 4+ v?)
w2402 (W 40?2 w4

2) dv A dz = 0, (4.3)

where we use

r v v(2u® +20%)  w(u® +0?)
Prvu2+v2 T w2+ 02 (u? + v2)?2 - (u? + v2)?

and
Lo (duNdx) = (Lpvdu) Ade = du A de.
In a similar way we can compute it for W, where we use

1 Lo 2 2 —v2 2
Lo _ o (U —I—v): vu—l—uvzo (4.4)

U2+U2 (U2+1)2)2 (U2+U2)2

and the same manipulations in the second and third line in (4.3), we get

u (%
=—dvAdx
—v U
—_————
=duAdz

The corresponding (trivial) conservation laws are

—Uu

Qafa:uu2—|—v2 +Uu2—|—v2 =0=Dyc, ceR,
N v —U
Q%fa = _vu2 + v? - uuZ + 0?2 = —1=Dy(—2). (4.5)

In (4.5) we can observe that the differential equation has no solution, but this does
not contradict any assumptions in Theorem [1.0.2
Let us check if we can span T, F for every p € E. The three symmetries are

o, 1 0 0\ /0,
ud, +vo, | =0 uw w O
0, — V0, 0 —v u/ \0,
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4.2. Counter Examples, Part 11

and since the determinant

1 0 0
0 v v|=u*+v*#0 onFE,
0 —v wu

we can span T, F for every p € . When we add a non-degenerate second order vari-
ational source form to (4.2]), which satisfies 9,,V,W symmetries and corresponding
conservation laws, then we get a non-degenerate counter example of second order.

4.2. Counter Examples, Part Il

In this section, we want to show that Theorem [1.0.3| is sharp. First, we want
to investigate if there are any non-trivial source forms of 4th order which satisfy
symmetries V' € V and corresponding conservation laws such that span{V, : V €
V} =T,FE for all p € E. Therefore, let us consider the source form

A = (2ugau(s) + Uzgta))du A du,

which satisfies 9,,0, symmetry and corresponding conservation laws

1

0p: Qf = usf = Du(uzug),

and this source form is also variational with Lagrangian L = u(u,us) + %umu(4)).

Ist Counter example (the assumption non-singular is necessary): In this context, non-
singular is equivalent to say that A is defined on the whole space JYE. Let us
consider the trivial fiber bundle 7 : R? — R with coordinates (x,u) and projection
7(x,u) = x. Furthermore, we consider the singular source form

A =29y pdy = fdu A de, (4.6)

rxr

which satisfies 9,,0, symmetry and corresponding conservation laws of the form

U3 1

i Qf=1-f=—2=D,—\
UL U(3 Uy

0,0 Qf =u,f=—32 =D, (-~ —a).
u:ca; Uz

The source form is not variational since the Helmlholtz condition f,, = 0 is not
satisfied. Therefore, if we allow singular source forms, then Theorem [1.0.3[ is no
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longer true for third order source forms and the theorem is sharp in this sense.

2nd Counter example (the assumption span{V, : V€ V} = T,E is necessary):

The following counter example was already discussed in Subsection 3.8.1. Again, let
us consider the trivial fiber bundle from 1st Counter example above and we define
the source form

1
A= fduNdx = (§leb(3) + w2, )du A dz,

The source form satisfies translation symmetry 0, and corresponding conservation
law

1 2

1
—u, f = —§uiu(3) — Uy = —Dz(éuium)

T
The source form is not variational. The source form also satisfies 0,-symmetry,
but not corresponding conservation law. Therefore, the assumption of having cor-
responding conservation laws is also necessary.
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4.3. Applications and Corollaries

In this section, we want to investigate Theorem in the light of applications,
especially in physics. It is relatively easy to accept that fundamental physical theo-
ries should be invariant in some sense, as we motivated in Section 1.2. Moreover, it
is also relatively easy to define what we mean with invariance, i.e. we apply the Lie
derivative to certain objects and investigate when the expressions vanish or do not
vanish. It is much more complicated to find reasonable conservation laws, connected
to the symmetries or not. For example, if the physical theory should satisfy some
kind of energy conservation, then the question is of course: What is the energy
(function) in general and how do we define it? For example, what is the energy
function for fourth order differential equations?, or does it only make sense to talk
about energy for second order differential equations? To investigate and formulate
it more precisely would be a topic of its own and we are not able to do that here. It
is also possible, and even most likely, that there does not exist such a definition of
energy for very general classes of differential equations. In the following, our focus
is rather to discuss some examples, explain the relation Q® = V< — uV* between
symmetries and conservation laws, and investigate the conservation laws, or better
differential identities, in Noether’s second theorem. Our standard notation is that
the vector field V = V9, + V%9, € V describes a symmetry of A.

The idea of this section is to replace the relation Q® = V* — u2V? by divergence-
free or related conditions and to apply Noether’s second theorem. In many cases
in Noether’s second theorem, we do not have the components V¢ V* in the conser-
vations laws or differential identities. More precisely, the arbitrary functions p in
Noether’s second theorem do not occur explicitly in the conservation laws, as we
explained in Section 2.10. Only the components a®,b%c,d do occur and in many
cases these are constants. We also know that symmetries are described by vector
fields and a vector space structure, where such constants do not have an explicit
meaning in applications (only how they relate different components has a meaning).
In this sense we do not directly have such a strong relation between symmetries
and corresponding conservation laws, as we have in Noether’s first theorem, where
we have the condition (V® — u$V?)f, = D;C*. On the other hand, in Noether’s
second theorem we need an infinite dimensional symmetry group and this seems to
be a stronger condition as in Noether’s first theorem. However, infinite dimensional
symmetry groups can be explained much better in some applications as the relation
in Noether’s first theorem. For example, let v be a curve in R”. Then we can define
the curvature s of such curves 7. Furthermore, let us think of a physical differ-
ential equation which depends on the curvature xk and derivatives of k (derivatives
in the sense of derivation with respect to arc length). The curvature is invariant
under reparametrization of v and this is an infinite dimensional symmetry group
(diffeomorphism group). Since the curvature could be of interest in applications, it
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is obvious that diffeomorphism symmetries could be of interest in applications and
it does not seem to be a strong restriction from that point. For example, Einstein’s
field equation has diffemorphism invariance. We will now explain this in more detail
and discuss applications.

Before we do so, it is fair to say that finding applications is not easy and we would
have to spend more effort on that. One reason is that applications can get quite
complicated and we would have to introduce more notation. Hopefully we can solve
these problems in future and when we systematically write down physical meaning-
ful symmetries and conservation laws or differential identities.

The conservation law condition Q%f, = D;C" is problematic from an application
point of view for at least two reasons, where the first reason is more drastic as the
second:

e From an application point of view, we cannot explain the very special relation
Q® = Ve —ufV'. We can only show that Qf, = D;C"if f, is non-degenerate.
But in general, Q* does not have the special form Q® = V* —u2V?, even if f,
is non-degenerate. (For the definition of non-degenerate see (Olv86, p.171).)

e Non-degenerate is a nice mathematical condition, but how can we explain it
from an application point of view.

In some situations, the condition divergence-free or vanishing of covariant derivative
solves both of these problems. Note that divergence-free and vanishing of covari-
ant derivative have sometimes the same meaning. However, we want to distin-
guish them in the following as we will explain below. Divergence-free is nothing
else than div f = 0. This only works when n = m and it can also be written as
divf = D;f* = 0, where we write f* with upper indices ¢ = 1,2,...,n instead of
fo- Vanishing covariant derivative is nothing else than V. f* = 0, where V.
is the covariant derivative in some metric field theory. Note that in (AP12, p.4)
divergence-free means vanishing covariant derivative in our notation here. We want
to distinguish metric fields from vector fields, diffeomorphism invariance of metrics
and gauge transformations for vector fields. The reason is that gauge transforma-
tions are vertical fields, see (AP96), p.370) and (MPVO0S, p.3), but the transforma-
tions for vanishing covariant derivative (AP12, p.3) are non-vertical, and therefore
they can be quite different (especially when we want to investigate if they span T, F
or T,J'E and so on).

Let us start the discussion from the perspective of physics. Maxwell’s- and Einstein’s-
field equation satisfy the divergence-free or vanishing covariant derivative condition,
and in this case, it is also called charge-,energy- and mass-conservation. Note that
in the following, we will always write f? for the differential equation instead of
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fa. Formally, let f* = 0 be Maxwell’s- or Einstein’s equation in vacuum, where
¢ has to be chosen such that it labels all components of the corresponding differ-
ential equation. Note that Einstein’s equation is usually written as G, = 0 and
(one of) Maxwell’s equation is written as 0,F"” = 0. The equation where we have
charge- or mass sources are formally written as f* = J* where (J*) is the current
or energy-momentum-tensor. The equation f! = J¢ is called equation in matter.
In experiments we observe that we have charge- and mass-conservation and this is
formulated as D,;J* = 0 or V. J" = 0. Now it is reasonable to assume that this
property is transferred to f*, i.e. divf = D;f* = 0 or V,.f* = 0, where these iden-
tities hold for all values in J*E, not only for solutions of the differential equation.
That physical equations in matter can be written as f = J can probably be found
out in experiments. For example, in the case of Einstein’s field equation, f = J, or
as it is usually written G, = T}, roughly says that the mass is the source which
curves the space and the curvature is somehow proportional to the presence of mass
or energy (this is just the rough idea). In the case of Maxwell’s equation, f = J,
or as it is usually written 0,F*” = J, roughly says that the charge and current is
the source which generates the electric and magnetic fields, and the electromagnetic
field is somehow proportional to the presence of charge and current (this is just the
rough idea and we did not write the homogeneous Maxwell’s equation). We could
also say that this is in some sense the simplest coupling method of different kinds
of fields, like metric fields to energy and electromagnetic fields. This of course has
to be explained in more detail. But for us this should be sufficient motivation here.
Now we want to find the link between div f =0 or V. f* =0 and Q* = V* —udV?
i.e. we want to find the correspondence of symmetries and conservation laws.

Let us first explain the idea before we show a concrete example. Vanishing co-
variant derivative will be explained below, it is a bit more complicated. If (f*) is
divergence-free, i.e. if D;f* = 0, then also pD;f* = 0 for every function p = p(x)
(we could also allow p = p(z,u,u,,...)). Using partial integration, we can show that
div f = 0 provides a conservation law of the form

0=pD;f" = Di(pf') — (Dip) f*

for every function p = p(x) and for every point in J*E. This equation can we
rewritten as

(Dip)f* = Di(pf') = DiC¥, where C* := pf’

and @Q; = D;p is the characteristic in this case. Usually, we wrote Q% = V* — u¢'V"*
for the characteristics, but the notation here is Q); = V; — um-Vj = D;p, where we
write u; instead of u®. Higher order jet coordinates are written as u; ; = D;u; and
more generally u; ; = Dju;, where I is a multi-index.

Since p = p(x), and therefore we do not have a w; ;-coordinate in the character-
istic, the only possibility for the corresponding projectable symmetry vector field is
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Vi = D;p. Considering the symmetry vector field V' = V;0,, and the corresponding
transformation, we observe that

u; —u; +tDip, teR

and this is called gauge transformation. Roughly speaking, we can add a gradient
field to the field u; and this does not change the considered differential equation or
source form. Therefore, we found the link between symmetries and conservation
laws and it is

D;f"=0, conservation law, divergence-free,

V = (D;p)0y,, forall p=p(z), gauge transformation. (4.7)

Since we can choose any function p it is an infinity dimensional symmetry group,
and therefore related to Noether’s second theorem. Sometimes, divergence-free is
also called charge-conservation. Also see , where we discuss the physical
meaning of conservation laws.

The idea is that we would like to prove the following corollary of Theorem [1.0.2}
Formal Corollary of Theorem[1.0.9: Let n = m. If a second order source form

A = fidu; A dxt A ... A da™ is gauge invariant and f is divergence-free, then A
must be locally variational.

But it turns out that the corollary is not true as it is formulated and we need
additional conditions. The problem is that the corresponding symmetries of gauge
transformations do not span T,E for every p € E (gauge transformations are ver-
tical vector fields). Therefore, we need additional symmetries and corresponding
conservation laws to be able to span T,E. Otherwise the corollary is not true in
general (also see the counter examples in Section 4.1).

The next question which arises is if divf = 0 can also be used for symmetries,
where 7,V # 0 or if we need additional conservation laws or differential identities.
To answer this question, let us consider the following: What are physically reason-
able symmetries? Let us assume translation symmetries of the x coordinates, i.e.
V = 0,:. From a physical point of view, on the base manifold M, we have Poincaré
transformations and translations of the z-coordinates are a very special case of that.
The characteristic for the vector field 9, is Q) = Vi — uy; V' = —uy; and a simple
calculation

Quf* = —urif* = =(Dyuy) f* = =Diupf*) + ug D f*

shows that we cannot use div f = 0 as corresponding conservation law for the 0,:-
symmetries (at least not so easily). Therefore, we need to assume further that
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—ug; f* is a divergence expression. This is problematic when we cannot explain the
physical meaning of this conservation law. As far as we know it has no physical
meaning, or the meaning is not yet known. Although the 0,.-symmetry and corre-
sponding conservation law seems to be some kind of energy conservation, the exact
interpretation is missing.

Note that in (AP96], p.370) and (MPV0S8, p.3) —uy;f* is required to be a divergence
expression and it cannot be derived from the divergence-free condition D;f! = 0.
But as it is shown in (AP96, p.371), gauge symmetry, 0,i-symmetry and the as-
sumption that —uy; f* is a divergence expression implies divergence-free. However,
we would like to have the opposite direction. Anyway, we will not further discuss
this problem here. Instead, we want to consider metric field theories below. Before
we discuss this problem, we have to say a few words about vector- and metric field
theories.

Let A; describe the vector potential in Maxwell’s equation and g;; the metric in
a metric field theory. We think of Einstein’s field equation, however, we consider
the Riemannian case for simplicity. The vector potential A; transforms according to
the 1-form A := A;dz’ and the metric g;; according to g = g;;dz’ ® dz?. Therefore,
in the discussion above we ignored some non-trivial transformations for A; and g;;.
Let £0,: be a vector field on M. This vector field induces a transformation for A
and ¢ in the following form

A = A;dx’ = 0 — gﬁAkaAi € X(F),
g= gijd$i Rdy’ = fiami — 2£f(kgl)iagkl € X(F). (4.8)

The transformation for g can be found in (AP12] p.3). When doing a more detailed
discussion, this has to be taken in account of course and can change the situation
which we discussed above. This depends on which kinds of symmetries we are in-
vestigating. Note that in the case where we assume the gauge transformation
this does not change what we have discussed above.

Metric field theories: In metric field theories we have the coordinates

(xiagkhgkl,ja'“?gkl,l)

on J*E. where I is a multi-index of length & and all indices have values in 1,2,...,n.
Furthermore, gy, is symmetric in k,l and det(gx;) # 0. The source form is given as

A = fidg; Nda' A ... A da",

where we now consider f% instead of f,, see (AP12], p.6). We assume diffeomorphism
invariance of g, when pull-backed to M. This transformation is described by the
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vector field in (4.8). The corresponding characteristics Q® = V< — u2V* are in this
case of the form

Qu = —2E0.90: — € ghi- (4.9)
The expression (4.9)) can also be found in (API12) p.6). The conservation laws are

of the form

Quft = — (26 g0i + Eani) [ = ...

To complete this equation, we have to investigate the Christoffel symbols I'%,, which
are defined as

bk(

1
Fléd = =9 (9ak,c + Yok,d — Jed )

2

We also need the identity gy.g®* = 6%, i.e. g% is the inverse matrix of gy.. Then we
get

1
gberid = §gbegbk(9dk,c + Gekd — ed k) =

1

= §5§(gdk,c + Gekd — Gedk) =

1
= §(gde,c + Gee,d — gcd,e)'

Let us investigate the following equation:

0= gegbe(Dafab + Fl;dde) =
= Da(gegbefab) - fabDa (gegbe) + gegbergdde =

1
— Da(gegbefab) - fabDa(gegbe) + §§e \(gde,c + Gee,d — gcd,e)fai -

TV
c—a, d—b

e a ab/ e e 1 e a
= Da(£ gbef b) - f b(f,agbe +€ gbe,a> + 55 (gbe,a + Jaeb — gab,e)f b=
1
= Da(gegbefab) + [_( ,eagbe + gegbe,a) + §£e(gbe,a + Gaeb — gab,e)]fab -

1
= Da(gegbefab) + [_g,eagbe + 556(_9176,(1 + Gaep — gab,B)]fab‘ (4.10)

In (4.10) we assume that f% is symmetric in a,b. Then we can write
0= gegbe(Dafab + Ff;dde) =
e a e 1 e a
= Da(f gbef b) + [_5,(agb)e + 55 <_gab,e)]f b=

1
= Da(Egne f*) — 5(2§ia9b)e + € Gave) [
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This means that the characteristic in (4.9)) generates a conservation law (we have to
multiply the expression by 2) if the covariant derivative

0= D,f*+1°,f (4.11)

vanishes. This is also well-know by Noether’s second theorem. When we can show
that the vector fields in (4.8) span T,E at every p € E, then we get the following
formal corollary:

Formal Corollary of Theorem[1.0.9: If a second order symmetric source form A =
f9dgi; Ndxt N Ndx™ is diffeomorphism invariant on M, i.e. under the vector fields
(4.8) and the covariant derivative (4.11)) vanishes, then A must be locally variational.

Such a theorem is also proven in (AP12) for third order source forms and it is
a highly complicated calculation. Note that it is a non-trivial calculation to show
(or disprove) that the vector fields in (4.8)) span T,E at every p € E and we will not
investigate this problem in more detail here.

As far as we understand the problem, the setting with the metric fields seems to be
one of the rare direct applications of Theorem [1.0.2] where vanishing of covariant
derivative and diffeomorphism invariance can be assumed to be more or less nec-
essary assumptions in applications in physics. Historically, Einstein had different
versions of his metric field equations and some of them did not satisfy the necessary
conservation laws. Later, it turned out that the field equation, which can be derived
from the Einstein Hilbert functional, describes the right physical laws. Therefore, it
could be possible that this setting is also historically mostly relevant, when search-
ing for applications of Theorem [1.0.2| and Takens’ problem. Hopefully we are able
to find more applications in the future.
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4.4. Do Coordinate Transformations Simplify the
Problem

In this short section, we want to investigate the following question: Are there local
coordinates, such that a projectable vector field

V =Via)0, + V() u’)0p € X(E)

has constant coefficients? More generally, let {V,, , &/ = 1,2,....n + m} be a set of
projectable vector fields on E. Can we take linear combinations over R and find
local coordinates, such that {V,, , & =12,...n4+m} = {0,040« , 1 = 1,..,n, @ =
1,...,m}, i.e. such that these vector fields describe translation symmetries in a certain
coordinate system on E. If the symmetry vector fields in Theorem or are
{04i,0ua , 1 = 1,...,n, @ = 1,....,m} then we can immediately derive from the ECS
that H,g = 0 and this simplifies the proof in some sense. In the following, we only
consider the case n,m =1 for simplicity.

According to the above question, we cannot always find such local coordinates.
For example, if V' is vertical, i.e. m,V = 0 then we cannot choose coordinates
such that V = 0,, because then 7,V # 0. Second example, in the case where we
have two vector fields V.WW on E, we can also use the vector space structure and
try to find simpler vector fields, by taking linear combinations over R and doing
local coordinate transformations, as well. Let us consider n,m = 1 and we assume
span{V,, W,} = T,E for every p € E. We want to find local coordinates and
A1,A2,A3,A4 € R such that

)\1V + )\QW - 83;,
AV 4+ MW =4, (4.12)

The vector fields 0,,0, in (4.12) satisfy [0,,0,] = 0. Therefore, we get

0= [0:,0u] = MV + MW AV + A\W] =
- )\1)\4[‘/,W] + )\2)\3 [W,V] - ()\1)\4 - )\2)\3)[V,W} (413)

This means that if the linear combination is invertible, i.e. (AAy — AgA3) # O,
then this implies [V,W] = 0. Moreover, the linear combination in (4.12)) must be
invertible, since 0,,0, are linearly independent. More precisely, let us consider

= ((Z)\l + b)\g)V + (CL/\Q + b)\4>VV, a,b € R. (414)

If the linear combination in (4.12)) would not be invertible, then

() (5) =0
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in would have a non-trivial solution (a,b) # 0 which is a contradiction. In
general, the commutator [V,1¥] does not always vanish of course. For example, for
the vector fields V' = 0, and W = €0, we get [V,IW] # 0. With the following
lemma and proposition we want to investigate this question more systematically.
More generally, we would like to prove them for arbitrary n,m, but for simplicity,
we only consider the case where n,m = 1.

Lemma 4.4.1. Let nym = 1 and V,W be projectable vector fields on E such that
spar{V,, Wy} = T, for every p € E. Then, the commutator [V.W| vanishes if and
only if we can take linear combinations over R and find local coordinates such that

V =0, W =0,, where V.=V + Wl and W = A3V + MW and A\,A2, M3\ € R.

Proposition 4.4.2. Let nym = 1 and V,W be projectable vector fields on E such
that span{V,,W,} = T,E for every p € E and [V,W] = 0. Then we can take linear
combinations over R and find local coordinates such that

MV 4 AW =0,
MV + MW = 8y + B(y)&,, A1,A9,A3,A3 € R. (415)

Furthermore, in any local coordinates there exists a function C = C(x,u) and a
function F'= F(z,u) #0 for all p € E such that VW have the following form:

V =1 A(x)0, + c1(C(x,u) + F(z,u))0,, (mV #£0),
W = o A(2)0, + co(C(z,u) — F(x,u))0,, (mV #£0), (4.16)

where c1,co € R\ 0 and the function A vanishes nowhere, or

V =1 A(2)0; + c1C(x,u)0y, (m.V #0),

W = cyF(x,u)0,, (m W = 0), (4.17)
or

V = ¢ F(z,u)d,, (m.V =0),

W = cyA(x)0, + c2C(x,u)0y, (m W #£0). (4.18)

Roughly speaking, Proposition says that we can find simple local coordinate
expressions, like , if and only if the vector fields are already written in a very
simple form, namely of the form (4.16]), (4.17) or (4.18)). More precisely, in any local
coordinates it is relatively easy to see that we can take linear combinations over R
such that one of the vector fields is vertical. This is obvious for @ and ,
but it also holds for . Moreover, with the help of Proposition @ we can

prove Lemma
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Proof of Proposition [£.4.2} By assumptions we have [V,IWV] = 0, i.e.

W] = [V, + V'8, W8, + Wd,] =
Ve ax,W""’ L]+ [VE0, W0, + [VU0,, W0, + [V'0,,W"d,] =
(v — WAV, + VEW 0, — WV 0, + (VWY — WV, =
= (VW = WV, + (VEWE + VWY — WPV — WUV, (4.19)

=V
=

The coefficient in front of 9, tells us

vz == (). (2))

This means that (WZ¥ — V.*) must be orthogonal to (V¥ W?*). Since we can span
T,E for every p € I, the coefficient V* and W* cannot vanish at the same point,

and therefore
Wi\ w=
_V;:x =K _V:C

describes the one-dimensional solution space, where k = r(x). The solution of these
two differential equations are

W* = ¢y exp(/ kdzr), V¥=q¢ exp(/ kdz), (4.20)

where ¢;,c5 € R and A := exp([ rdz). By definition of A, it is clear that A vanishes
nowhere (this can also be seen by the condition span{V,,W,} = T,E). Now let us

again consider (4.19), which can now be written as

0= VIWE+ VWY — WoVE — WV =
= (W — V) A+ (VUWE — WVE). (4.21)

The coefficients V* W* in (4.20) show that ci,co cannot both vanish at the same
time, since we can span 1,E at every p € 2. We have to distinguish the two cases:

e ¢y #0and ¢y #0,
e without loss of generality ¢; # 0 and ¢ = 0.

In the following, we will also need local coordinate transformations of vector fields,
which can be found in Proposition [2.4.3| and they are of the form

V =V*x)0, + V"(x,u)0, —V(&E@ +8 0y) +V 70 0y =
L0y ov . OV
—Vax(? +(V %+Vau)(‘9
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and
W =W*(x)0, + W"(z,u)0, = W(axa +83)+Wau8
] ov ov
=W 8xay+(W 92 + W au)&,.

First Case (c; # 0 and ¢z # 0): In this case, we take linear combinations over R,
such that

CQV — 01W =
B L0y x(?y L O0v , Ov 2+ O e B

0
= (Cgvu — ch“)a—Zc%
and
CQV+01W:
B L0y L0y ov , Ov v ov B
= (cV 9 T € aW B =)0y +[ o (V7 o +V au)+c1(W o + W m)}a =
—(ch+cW$)@8 + |(c Vm—l—ch)@ﬁL(cV“—l—c W“)@ Oy =
= (¢ 1 9% 2 1 o7 2 1 ul =

0 ov v
= 2016214%83/ + |:201ch% + (Cgvu + Clwu)%} &),

where the determinant of the transformation does not vanish, i.e.
Cy —C1 %
Co C1 W’

Since A vanishes nowhere, as well as gy, we can do local coordinate transformations
such that

C —(C
= 20102 7é 0.
Ca (1

Jy _

2 A—=
C1C2 or

Furthermore, since V,W span T,E at every p € E, we get coV" — c;W" # 0 every-
where, otherwise

CQV = cz(anr —+ V“(?u) = cz(clA(?m + V"@u),
01W = Cl(Wxax + W“@u) = C1 (CQA@I + W“@u)
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would be linearly dependent over R. Then we can do the local coordinate transfor-
mations such that we also get

)
(V" — CIWU)a—Z = 1. (4.22)

Then we derive the following identity
(CQVU — 01WU)<CQVUH + 61W5> — (CQVUU — clVVﬁ)(CQV“ + C1Wu> =
=[SV VY + creVEWE — cicgWH VY — AW W] —
- [Cgvuuvu + eV, W — W VY — C%W;‘Wu] =
:2C1C2(VHW5 — W”Vu“)

We use this identity, (4.22) and the identity

ov
0= 8u 1= au[(CQVu — Clwu)%] =
2
= (V' — clwg)@ + (V" — clVV“)@

ou ou?

to derive

QClcg(V“W:j — W"Vu“) ==
= (V" —ca W) (V! + et W) — (V) — et Wi ) eV 4+ ey W) =

1 ov 1 ov
= a0 gy @V —aW)(eV + aWy) - 5 5 (Vi —aW eV +aW) =
ou ~ - / OU ~ J

= 2
1 —(eVi—a W) 2y

1 u u 1 u ” 821) u ”
= g (Vi + W) + 5o (V" — W) o= (V" + W) =
ou u ou
1 1 81} 821)
= S:Z<C2Vuu + W) + @\a—u(cﬂ/“ — W) w(CQVu + e W) =
=1
1 ov 821}
B [5a W+l + galeal "+ a™)
1 ov " Y . .
= (@)Qau[%(mv + W] = 2¢102(e V) — et W A, (4.23)
ou

where we used (4.21)) in the last step. Now we apply the partial derivative d, on the
second coefficient in the vector field coV 4+ ¢; W, i.e. on
v

v
2610214% + (Cgvu + ch“)% (424)
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4.4. Do Coordinate Transformations Simplify the Problem

and we use (4.23) to derive

0*v . s OV
al‘au -+ au[(CQV -+ 01W )@
2010340, 2 1 0, [(eaV 4 e 2 =
=4C1C9 5 ul{C2 (&1 o

ov v\’
:201C2A8x— + | = 2clc2A8x(02V” - 01Wu> =

201 CQA

] =

ou ou

v ov\? . 1

:201C2A

This means that the coefficient (4.24]) does not depend on u, and therefore does not
depend on v, but it can depend on x or on y and we can write

ov ov
20162A% + (Cgvu + Clwu)% = B(y)

for some function B = B(y). Therefore, we derived

CQV — 01W = &,,
CQV + 01W = 0y + B(y)@v

Now let us consider
25V = (V= e W) + (eoV + W) =0, + 0y + B(y)0, = 0y + (1 + B(y))0,,
200W = (V +aW) = (coV — W) =0, + B(y)0y — 0, = 0, + (B(y) — 1)0,.

Furthermore, let us consider arbitrary fiber preserving local coordinate transforma-
tions of the vector fields

9y + (1 + B(y))dy,
9y + (B(y) —1)dy,

which describe the vector fields V,JW up to the constants %,% The first transforms
like

Ox du ou
0y + (L+ B))3, = (5-0: + 720:) + (L4 By)) 5,0u =
O du ou
=550 F {% +(B(y) + 1)%] 0,
and the second transforms like
0, + (Bly) — 10, = (Lo, + %0, + (By) - 1) 2%, =
Y Yy v ay T o U ) v (T
Oz u ou
— a—y(‘?x + {% + (B(y) — 1)%} Oy
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4. Information Beyond the Proofs

We define
ou ou
= —+B—
¢ ox + ov’
ou
Fi=—
ov 70
and then we can write
1 Oz 1
V= 202 aya + 2—02(C<I,u) + F(x,u))au,
1 oz 1
= — - F
W= 2 8y3 b (C(zu) — F(x,u))0,

where F' # 0 for all p € E. We define ¢, :=
we wanted to prove in the first case.

26 , Co = g and we have proven what

Second Case (¢; # 0 and ¢y = 0): The calculation is similar to the first case and
we can do it faster. In this case, the vector fields V = V*0, + V"0, and W = W"0,
can be written as

z@y 8'0 u@v 8y v WO
and
2, OU
Ww=Ww %8

after local coordinate transformations. Since we can span T,E for every p € E, we
get W* #£ 0 for every p € E. Then we can choose local coordinates such that

dy
7 1
o ’
81)
= 1. 4.25
8u (4.25)
Then the second coefficient in V, i.e.
v v
A—+V'—
“Cor T B

cannot depend on w or v. To show this, let us go back to (4.21)), which can be

written as

VU

W“) N
AW} v

=0 (gt i)

0=c WA+ (VWY — WHVY) = ¢, WEA — ()20, (

(4.26)
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4.4. Do Coordinate Transformations Simplify the Problem

We apply 0, on (4.25) and we get
ov 0% ov 1 0%
0=0, - 1=W'—+W" =W!'— 4+ .
“ou " Bou tou % o,0u
This equation can be solved with respect to W* and we plug W into (4.26) to
derive

we [ aAWY v _ u\2 1A (12 u v _
0= (W*) ((WU)Q —3u(m)> = (W") (W —3u(Wu)) =

el A2 Vu ov Vv
_ u\2 O0zdu — u _ - —
_U[)< I %WNO “[)a<cﬁw:vw)

ov v
_ u) 2 U —
= —(W")?0, (clA—a +V au) 0.

Therefore, we can write

V= clA%({) + B(y)@v,

. Ov
W =W 8u8 (4.27)

where B = B(y) is a function depending only on y. (Note that this case can also
be proven when considering V' and V + W and then we can use the proof from the
First Case.) Local coordinate transformations lead to

oy dy (Ox ou ou
V=cA=—=0,+ B(y)0, = ciA— 0, 0 B(y)=—0, =
AT (v) 8x(0y +8y )+ ()(91)
dy Ou ou
— A A TR e
1A, + <c1 91 0 + B(y) av) O
and
W =W4"g,.
Therefore, we have proven Proposition [4.4.2] O

Proof of Lemma [£4.Tt One direction is simple, since if V =8, and W = 9, then
we get span{V,,W,} = T,E for every p € E and by the calculation in (4.13) we get
[V.W] = 0.

For the other direction, we use Proposition and the expressions in (4.15]).
Then we do a second local coordinate transformation to derive

~ v
- au — aava
_ ay 81} ov
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4. Information Beyond the Proofs

where we consider B(z) as a function depending on x (the new transformation has
noting to do with the old transformation in Proposition [4.4.2)). We want to find a
local coordinate transformations such that

8@ |

221

ou ’

ov ov

and this can be satisfied by the transformation

Always when % # 0 and % # 0, the transformation must be a diffeomorphism and
corresponds to an allowed coordinate transformation. Therefore, we have proven

Lemma [4.4.1] [l

For example, the vector fields

V= 81“
W =0, +€°0,.

are already in the form, described in Proposition |4.4.2] The vector fields

V:a:m
W =0, + e“0,

are not in such a form, but we can bring them in such a form, since they span 7,F
for every p € E and the commutator vanishes. We can do the same with

V=", + 0,
W= 81“

but it does not work for

V= aac + 8ua
W =¢e*0,,

since there the commutator does not vanish.
Also see (Spi99, p.158) and (Tallll), where a theorem, similar to Lemma [4.4.1]

can be found.
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5.

Open Problems and Conclusion

In this chapter, we discuss open problems, possible further research and we provide
a critical discussion of Theorem [1.0.2| and [1.0.3], especially concerning applications.
We also discuss a new question similar to Takens’ problem.

Open problems regarding Takens’ question in general:

Find conditions, like span{V,, : V- € V} = T,,E for all p € E, for the symmetries
and conservation laws, under which Takens’ problem can be solved for higher
order, or even arbitrary order source forms. The condition span{(pr'V), : V €
V} =T,J'E for all p € J'E could probably solve the problem for third order
source forms and similar conditions might solve it for arbitrary order.

Find the general solution of the ECS for arbitrary order and arbitrary n,m.
For example, when we have only one symmetry vector field V' # 0, or when
span{m,V, : V € V} = T ,)M for all p € E. Similar conditions are thinkable
as well.

Assume A satisfies symmetries and corresponding conservation laws, but is
not variational. Classify such source forms under the given symmetry and
conservation law assumption. We gave an example for such classifications in
Subsection 3.8.2 and further discussion can also be found in (Poh95)).

Formulate the proofs with the help of differential invariants, which are used
in, for example, (KOO03)).

Investigate generalized symmetries in Takens’ problem, where the character-
istics Q% = Q¥(2*,u” ,...,u? ) can depend on higher order jet coordinates. Due
to the proof in Section 3.6, which relies on order discussion of polynomial ex-

pressions, we can expect that then Theorem is no longer true in general.

According to the counter examples in Section 4.1, and according to the assumptions
in Theorem [1.0.2] it seems that we have found the most general theorem for second
order source forms and arbitrary systems of PDEs in some sense. The similarities
in the proofs in (AP96, MPVO08) and Section 3.6 also show that we cannot expect
many generalizations in theorems for second order source forms and arbitrary sys-
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5. Open Problems and Conclusion

tems of PDEs. The only substantial generalization would probably be to investigate
generalized symmetries.

Open problems, specifically concerning this dissertation:

Further develop the induction method used in the proofs of Step 3 and Step
6 in Section 3.6. For example, as a starting point, let H(’jﬁ be a polynomial of

degree < n—1 in second order coordinates u;;. Show that uka %5 =0 has only
the trivial solution with the induction method and with the d-fold operator
used in (AP96l, p.12) and compare the differences. More generally, investigate
if Lemma 2.3 in (AP95] p.629) can be proven with the induction method.

Prove Theorem for m = 1 and arbitrary n or find a counter example.

Find the general solution of the ECS for m = 1, arbitrary n and 4th order
source forms, similar to the calculation in Subsection 3.8.1. In case that finding
the general solution is too complicated, find and characterize the singularities
with a perturbation theory or with other methods. The methods which we
present in Section 3.8 can help to solve this problem. Also see (AP94) for a
singular problem.

Investigate the Helmholtz dependencies for arbitrary order and arbitrary n,m.
How many unknowns in Takens’ problem can thereby be eliminated and how
do the reduced Helmholtz expressions simplify all these proofs? Find a new
Helmholtz form with non-dependent Helmholtz coefficients. For m = 1, these
dependencies can be found in (And89, p.76).

Check if, and in which sense, the theorems in (AP96, MPV0S|, [AP12)) (for
second order source forms) could be corollaries of Theorem [1.0.2] Formulate
two or three theorems, such that all other theorems, which have been proven
so far, are corollaries of them. More generally, it would be nice to have only
one or two theorems for Takens’ problem, which includes all other theorems.

Open problems concerning applications:

Find physically meaningful symmetries and especially conservation laws, such
that Theorem [1.0.2] and [1.0.3| can be applied. This is of great interest and the
short discussion we give in Section 4.3 does not fairly discuss this aspect.

Find an explanation why, in physical theories, symmetries should be connected
to conservation laws. Moreover, why should they be connected in the very
special form Q% =V — u¢V" and Q% f, = D;Cy.?

Find an explanation why a physical theory should be described by a source

220



form and not by some other formulation, like an equation f, = 0 with certain
properties, which cannot be described by a source form. For example, if the
number of equations is greater than the number of dependent coordinates (see
Maxwell’s equations, formulated with the electromagnetic fields E,B).

The question of applications is important, since most of the motivation in the in-
troduction comes from applications in physics. It is fair to say that it is hard to
find many meaningful applications. Of course, the question, formulated by Takens,
makes a lot of sense in principle and should definitely be investigated. Even if there
are open problems, these theorems could just be the starting point for theorems
with many more applications. However, let us now discuss some of these problems
in hope that they will be solved in the future. We also give some remarks below
how these problems can possibly be solved.

Beside the problems we already mentioned, there are at least three main issues.
All three problems come from the requirement that we have to assign a source form
to a differential equation f, = 0. Even if it seems that we only make assumptions on
symmetries and corresponding conservation laws in Theorem [1.0.2| and [1.0.3, which
makes sense from a physical perspective somehow, there are actually more hidden
assumptions. Let us discuss them in more detail:

e Are physical differential equations really given by source forms and, more
importantly, do we require the symmetry of source forms, or can we just
postulate symmetry of f, in a certain way? The symmetries L,y f, = 0 for

a=12,..mand L,yvA = 0 are not equivalent in general. More precisely, as
we showed in Section 2.3 in formula (2.21)), f, transforms like f,24592 Why

B dy
should a physical theory have such a transformation property in general?

e As we already mentioned, why should we restrict to differential equations,
where the number of equations and number of dependent coordinates are the
same, i.e. f, and u® have the same indices o = 1,2,...,m? This does not seem
to be a necessary requirement in physics.

e Let f = (f1,/2) be given functions which describe a differential equation f = 0.
The source form A = (fidu' + fodu®) Adz might be variational, but the source
form A = (fodu® + fidu?) A dx might not be variational. For m > 1, there is
no natural way how to assign a source form to a given differential equation. In
this sense, we could even say that it is an unnatural question to ask if a given
differential equation is variational or not. Moreover, for Maxwell’s equations,
it is not even clear if we should formulate the equations with the electromag-
netic fields E,B, or rather formulate them with the vector potential A,. We
would have to include all equivalent transformations of differential equations
to get a more natural question.

Therefore, a better question would probably be: If a source form satisfies

221



5. Open Problems and Conclusion

certain symmetries and corresponding conservation laws, then does there ex-
ist a variational multiplier (AT92, p.6) such that the differential equation is
variational? However, this does not include all equivalence transformations
either and the variational multiplier also changes the symmetries of the cor-
responding source forms in general. Therefore, the definition of symmetry is
more complicated then. For reformulations of differential equations also see
(Ton&4).

A lot of physical differential equations are linear or quasi linear and they are poly-
nomial in their fields and derivatives. We can expect that generalizations of the
nowadays known physical theories, for example, the standard model, will probably
also be polynomial in their fields and derivatives. Or at least, they are not ar-
bitrarily complicated, since otherwise we would not be able to discover them and
verify in experiments. For polynomial equations and source forms, Theorem 2.1 in
(AP95)) basically solves the question of Takens in full generality. Furthermore, the
order of physical differential equations does usually not exceed order two or three.
Theorems [1.0.2] and the theorems in (AP12, [AP96, MPV0S, [AP94) give fairly
strong answers to Takens’ question with regard to this aspect.

In our opinion, the priority should now be to find more applications of these theo-
rems, which can also mean to give the question of Takens a new formulation. Beside
the open problems we discussed above, we would suggest the following continuation:
A good starting point could be to prove Theorem for 4th order, m = 1 and
arbitrary n, or to find a counter example. Also investigating the Helmholtz depen-
dencies in more generality and for m > 1 could be of independent interest. But then,
to avoid the above problems concerning the interpretation of source forms in appli-
cations, we would suggest the following: Investigate Takens’ problem together with
the variational multiplier problem (AT92, p.6), or any equivalence transformations
of differential equations. This could contribute a new value to Takens’ question and
connect it to other problems. More precisely, we would like to extend the question
of Takens and ask if a differential equation, which satisfies certain symmetries and
conservation laws, always allows a variational multiplier.
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A. Appendix, Proof of Theorem 5,2.

Takens (Tak77, p.599) formulates the proof differently, but we will use our notation
here and do a straight forward discussion of orders in the ECS. The proof can be
done to any order and also for PDEs, but we only show it for second order and
ODEs. The idea is the same and the PDE case just needs more notation.

Proof: We consider the ECS

0=Q Has + (D,Q°)HZs+ (D2Q°)HLE =
= (VP —uJV* Hap(z) + (O°(1) — u,V*)HE4(x) + (0°(2) — uly, V*) HEE ().
(A.1)

If fo = aap(2)u’ + bag(x)ul + cap(x)ul, is linear in (v’ ufuf,), then Hup, HZ 5 HES
do not depend on the coordinates (u”,u?,u?)), they only depend on z. This can
easily be seen by the definition of H, g,Hgs,H55. Therefore, if V* # 0 for all z,
then there is a u?__,u? uP-cascade of independent terms in which shows that
all Helmholtz-conditions must be satisfied. That is, we start with the highest order
coordinate u?, which shows that H op = 0. Then the next coordinate is u?, which
shows H; = 0, and after that we get H,p = 0. O
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B. Appendix, Prolongation of Vector
Fields, Part Il

We want to find the local coordinate expression for prolonged vector fields for arbi-
trary n,m. A general projectable vector field V' on E can be written as

V =Vi2)0y + V(zu)dp € X(E). (B.1)

The general prolongation formula is (Kru97bl p.32)

prhV (pro(q)) = - {pr¥16, 0.0 0 62 J(62(@) Hico (8.2

where ¢; is the flow of V and ¢? is the flow of 7,V. In the following, we simply
compute the expression in local coordinates. We will use the same ¢; and

9 for the corresponding transformations of local coordinates (z') and (z*,u®). Let
us write z = (2°) = (z1,2%,...,2"), u = (u®) = (u',u?,...,u™) and o(z) = (z',u®*(x))
for the local coordinate expression of the section o. Again, we will use the same o
for local coordinates as for sections on E. The local coordinate x on M transforms
according to ¢Y as ¢?(z) = y;(z) and we write

T = (x17x27“'7xn) — Y= (yi(a:),yf(x),,yf(x))

We know that

Y (x) at +tVi(z) + 8(t2>
2z 2 + 1tV (x t?

() = yf) _|T (zH O (B.3)
yr(z) "+ tV"(z) + O(t?)

since Yo = & and Ly |,—o = V, simply by the fact that ¢{(y) = y; must satisfy the
property of flow. We also know the inverse map

yi(x) a! —tVi(z) + g(tQ)

2 (1 2 V2 2
ORI R | (B.4)

y",(z) " — tV"(z) + O(t?)
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since, again, then property of flow ¢°, 0 ¢?(z) = 2 must be satisfied. One can easily
check that y_; must be of the form (B.4]), since

Y () = t“;l(yt(w)) + g(tQ)
2(z) — tV2(y(x t?
v =yl = | W T ) O (B.5)

g () — 1V (g(2)) + O

must be equal to = up to first order in ¢, when plugging in (B.3). The transfor-
mation ¢; acts on the coordinates (x,u) as ¢;(z,u) = (y:(z),v:(x,u)), because of
fiber preserving transformations. Also see Proposition and the notation there,
where (z',u®) are the untransformed coordinates and ¢;(z%,u®) = (yi,v®) are the
transformed coordinates. Similar to , the general transformation for sections
oOr(zu(x)) = (y(x),v(x,u(x))) can be written as

¢roo(z) = ¢e(z,u(z)) = ( () ) = yf(m)x)) : (B.6)

ve(x,u(z))

Note that the transformation ¢; only acts on the coordinates (z*,u®), but not on the
x-coordinates of u®(z). Roughly speaking, the z-coordinate in u®(x) is invisible for
the transformation ¢, since ¢, considers (x*,u®(x)) as a point (z*,u®) and transforms
this point according to the rules of flow and corresponding vector field. In the
following, we only write y_, for simplicity, instead of y_,(z). We get

610006, (x) = Guly—(x) uly—(x))) = (vfé(_?fégz)t))) = | om0y
oy suly—))

o oeu(yr))
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and we can prolong this section at the point x. This means that we can take partial
derivatives with respect to z, i.e.

(Y-t u(y—1))
prk(¢t ©00©° (bgt)(x) = [aww?(y—tau(y—t»]a,i =

[axj axl Uta (y—t yU (y—t) ):Iaaivj

X
O (Y—t,u(y—1))
= [ng(y—tvu(y—t))aa:iyﬁt]a,i
{0 [ng (?/—t»u(y—t))aziyﬁt] }a,l}j

Above, vy} means partial derivative with respect to all y* ,-coordinates, i.e.

Uik (yruy—1)) = Oy (y—1,u(y—1))-
Therefore, we can write vf, = Dyvf* (similar for vfy, = Dyof and higher order).
The next step is to compute 9,:y",(x), 9,50,:y*,(z) and so on. Therefore,
OpiyF (z) = Oy (aF — tVF(2) + O(#?)) = 6F — tVE(z) + O(?),
where we used (B.4)). For 0,;0,:y",(z) we get
Oui Oy () = 043 (0F — tV)i(2) + O(t?)) = =V} .o(x) + O(t?)

Z

and higher order derivatives can be computed in a similar way. Then we consider

prey 0 o 0 6%, (¢} () =

yi(x)
vz, u(z))
= {vi(zu(@)[0F — tVE(y(@)) + O] Jas
{vf (@u(@)) 00yl ()] 0wy" () + oy (@) [V i (ve(2) + O] }asig

(B.7)
A short auxiliary calculation shows that

VE(y(2)) = VE(z +tV(x) + O(#?)) = VE(z) + O(1),

xT

where we used (B.3)). A similar calculation holds for V%

[02iyLe (0w () = 85 = 1V (we()) + O)][6] — tVi(we()) + O(#*)] =
=058 — t[or Vi (x) + 65V (2)] + O(t?).

]

(y¢(x)). Furthermore,
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Then, (B.7) can be written as

pr*(g 0 00 ¢ ](¢}(2)) =

yi()
v(z,u(z))
= {vf (u(@))[0F — tV]i(z) + O(t*)] }asi
{vfa (- )[050F — t(OFVE () + 03VE())] + vy () [—tVE i (@)] + O() o

J

Now we want to apply % and evaluate at t = 0. When doing so, all terms O(¢?) will
vanish and the remaining terms are

d_ D )
APt (00 00626 (@) o =

[Vi(2));
[V (zu(x))]a
— {0,V (zu(z)) — u(2)VE(2) }as _

{00100V (wu(2)) — [ug (2)V, () + uf (SC)VT% ()] = uR (@) V5, () Yo

T

(V)i

(V)a

— {D;V* —ugVEl,,

{D”Va — (uioz‘/wlj + Ugvkz) — Ug‘/j}wi}a,i,j

J x

When computing %va‘k(:ﬁ) = 0. %0¥(z), we interchange the derivatives. When

we want to prove it for higher order, then it is reasonable do to find an inductive
procedure for computing these expressions. For our purposes, doing the calculation
up to second order is sufficient. Note that the first order coefficient can be written
as

DV* —ugVE = Di(V® —ugV*) + u V"
and the second order coefficient as

DyV® — (ugVyy + uf Vi) — upVy

xigt —
=DV — (ugVL +us V) — Dy (ugV®) + uy VF + ud Ve + s Vi =
=D (V* = ugV®) + uf, V¥,

where we find the characteristics Q% = V* — u2V*.
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C. Appendix, the Helmholtz Form

The Helmholtz form H can be found in (VUI3| p.13) or (VKI5 p.3). Also see
Section 2.6.2. Let us consider the expression tpwtprv H, which can be written as

LerLprVH =
1
:LerLprvé(H 5duﬁ A du® + Hzﬁduﬂ A du® + Hggduﬁ A du®) A\ dx =

1
“[Hop(VPW® = WPV®) + HE,(VEW® — WEV®) + HEE(VE W — W V))dz,

(C.1)
where VW € X(FE) are vertical vector fields. We want to bring all D,-derivatives
to VP. Therefore, we apply the following partial integration method

H2VOD W’ =D, (HLVOW?) = WPD,(HZ,V*) =
=D, (H:,VOWP) =W VD, HL; — WPHL VS

and

ggvaDiwﬁ =D,( mVC“VVB) —WBD (HsV?) =

I[Hggvawﬂ WOD,( ff;gva)] +WPDX(VOHL) =

z[ HZZVOWE — WPD,(Hy5V ) + WP D, (VI HEE + VD, HyS) =

D, [HIEVWS = WPD,(HEV )] + WP (Ve Hyt + 2V D Hig+

+ V“DiH of)s

T

where we use the short notation D, V* = Vi DgV“ = VO‘ and similar for W¢.
With the help of these two identities we can rewrite as

LerLprVH =
1
zé[Haﬁ(vﬂwa WOV + H,VEW® + HEEVE W da+
1
+ 5= Da (HZVWP) + WPVED, HE ;s + WP HZ V.S da+

L
o (= Da[HEEVAWS = WODL(HEEV)] = WOV, Hi + 2V Do Hit
+ VeD2HE) Yo =
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C. Appendix, the Helmholtz Form

1 xX T (0%
=5 Hap — Hpo + Dy Hj, — D2HESVPW *dz+
1 T rx «
+ 2[H 5+ Hi, — 2D, HEZ\VEW“da+
1
Tx zx1Y /B a
+ §[Haﬁ - Hﬂa]VxxW dx—
1 X (63 T (03 T (0%
— 5Dv,,;[H(wv W7+ HE VWS — WD, (HZEV )] da. (C.2)

In (C.2)) we can show that

Hag — Hga + Dnga — DgHgg = 2Haﬁ
Hzg — Hpo = 2H:;
and these relations are the Helmholtz dependencies. Note that it seems that consid-

ering Lo tpry H and rewriting the coefficients in this form is one possibility to get
the Helmholtz dependencies. All together, (C.2]) can be written as

Lorw o H =(HogVIW® + HEVIW® + HEEVE W) da+
1
+5Ds (WPD,(HZEV®) — HEVOWP — HEE VW da. (C.3)

Note that the total-derivative expression in (C.3)), i.e.

WBD ( zgva) Hxﬁvawﬁ HxxvaWB —
=WOVeD, HZE + WPV HLE Hwﬁvawﬁ HZIEVOW] =
:WBVQ(DZE aﬁ - a,B) + Wﬁ‘/’g zg - aBVaVV;IQBv =
:Wﬁva[Da@(fa,ugz - fﬁ,ugx) - (fa,ug + fﬂ,u% - 2Dmfﬁ,ugw)] + Wﬁv-a
o H:px amg —
=WOVODo(fons, + foug,) = (faus + foue)] + (WPVE = VaW;ﬁ) oz (CA)
seems to be different compared to the expression in ([2.69)), i.e.
Vﬁwafﬂ,ug‘ + fﬁ,ugzvﬂ(mea) - WaDac(fﬁ,ug‘zvﬂ) -
=VIW(fous — Dafpus,) + foua, VIWe = WV foue, =
=VIW(fous — Dafpus,) + (V'We = WVD) foue,. (C.5)

For example, when f = 0 for all a,f = 1,2,...,m then there is no symmetric
summation over fg o in - but there is symmetric summation over f o8t e

in (C4).
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D. Appendix, Proof of Proposition
2.10.

We would like to prove the special form

F(zau’ul,. . u ) Q*(x.u” )fa(x u’ u?, .,u(ﬁk)) (D.1)
if f, is totally-non-degenerate (see Definition 2.83. in (Olv86, p.171)) and if F is
a conservation law for f, according to the classical definition of conservation law
(see (Olv86, p.265)). However, instead of proving this more complicated case, we
only prove Proposition 2.10. in Peter Olver’s book (OIlv86l, p.84). This proposition
provides the main idea how to prove (D.1J).

Proposition 2.10. (see (Olu86, p.84)): Let f : J — R™ be of mazimal rank on the
submanifold S = {x € J : f(x) = 0}. Then a real-valued function F : J — R
vanishes on S if and only if there exist smooth functions Q(z),...,Q™(z) such that

F(z) = Q' (z)fi(x) + ... + Q"(x) fm()

forall x € J.

We changed the notation slightly and we think of J=J*E, x=(xu®ug,....ud), Q
are characteristics and f represents a differential equation.

Proof (1st Case, dimJ = k > m): The implicit function theorem says that we ca
solve f(z) = 0 locally near S. For all

y=(y',...y") € J which satisfy f(y) =0
there exist coordinates t = (¢!,...,t*”™) on S and smooth functions ¢' such that
y =t "7, R ().

That is, S is a (k — m)-dimensional sub-manifold of J. Furthermore, there exist
coordinates z = (2,...,2%) on J such that
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D. Appendix, Proof of Proposition 2.10.

if and only if

See Lemma 1.12. in (Oly86, p.11). By an improved Taylor theorem, i.e. in one
dimension: if f(2°) = 0 then f(z) = f(z°) + [ f'(y)dy = f'(§(2))(z — 2°) =

a(z)(z — 2°) by mean value theorem, we can write

fi(2) ar1(2) 257 4 oapn (2) 22 4+ g (2)2F
fey=1 + |= : :

fm(2) A1 (2) 257 b a0 (2) 2572 4 L+ G (2) 2F
where a,,(2) are smooth functions. Due to the property of local coordinate trans-

formations, the Jacobi-matrix J, f(x) and J, f (z) must have the same rank on S.
Therefore,

sz(zl,...,zk_m,O,...,O) =

of o oh  of o
0z1 922 1 9zk—m  gpk—m+1 -+ Pk

- : 5 ‘(z1 ..... zk=m 0,..,0) =
Afm  Ofm 8 fm O Fm Ofom
ozt 022 s Pgk—m Gyk—mFL 0 Gk
00 ... 0 a1 a2 ... Qim

N ‘(zl ----- zk=m.0,...,0)

00 .. 0 am1 Am2 ... Amm
Since J, f must have rank m on .S, the matrix
a1 a1g ... QA1m

Am1 Am2 ... Amm

must be invertible on S. But then, A is also invertible in a small neighbourhood of
S. In this small neighbourhood of S we can write

B fi(z)
A=A ) | 2 | =
fn(2)
a1 (2)2Fm™H 4 oapn(2) 2P 2 4+, (2)2F Zh—m+l
=A"'(2) : =
A1 (2) 257 4 a0 (2) 2572 4 L g (2) 25 P
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Since F' also vanishes on S, we get by the improved Taylor expansion

F(z(2)) = F(2) = Ay (2) 2" 4 Ay (2) 22 4+ A(2)2F

AT () f(2) >=
2)), A7 (2(2)) f(2) > .

Therefore, F' must depend linearly on f(z) and we get

F(z) = Q'(z) fi(2) + Q*(2) fo(2) + ..Q" () (@)

=< A(z

(2)
=< A(2(

(D.2)

near S. At points where f does not vanish, it is clear that we can also write F'(z)

as we did in (D.2)).

U

Proof (2nd Case, dimJ = k < m): In this case, the set S are discrete points. This

case does not occur in what we want to discuss, since f, = fo(z!u” ,u? ,-.), and
therefore we have always more variables (x",uﬂ,uf ,...) than equations f, = 0.
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E. Appendix, Example for the Local
Simplification Lemma

Here we want to present an example, where we demonstrate the notation of O(1)
and apply the Local Simplification Lemma [3.4.1] Let us consider the fiber bundle
m:FE=Rx(R*\0) - R with coordinates (z,u,v) and projection 7(z,u,v) = .
Furthermore, we consider translation, scale and rotation symmetry 0,, ud, + v0,
and ud, — vd,. The matrix (V%,V.%) . o is given by these symmetries as

Oy ' 1 0 O
w0, + v0, < (Vo Vi) wia=[0 uw v
w0, — V0, 0 —v u

Since the determinant

1 0 0
0 u v|=u*4+v>#0 onE,
0 —v wu

we can span T,F at every p € E. The inverse matrix of (V,V.%)..; o is the matrix

C

1 (u*+0%) 0 0 c‘jj;
C = m 0 u —v = Cy
0 voou cs

The ECS is
QurHas + (D2Q2) Hig + (D3Q2)HG =0
and for o = 1,2.3, we get the characteristics

QY =WV —ulve = —uf,

1 1 x V1 x

Qy =V —ulVy =’

Qg = Vf — usgx = ud?’ — véP,
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E. Appendix, Example for the Local Simplification Lemma

where u = u! corresponds to the index 1 and v = u? corresponds to the index 2.
Therefore, it is convenient also to use u,v as indices. However, in the following, u?
and v? are the square of v and v. Then we get

cf’QQ:1~Qf+O~Q§+O-Q§:—u§,

_ B _ w(ush — v§Pu
oA P U P v 5 uu v(u v )_ u
62Q'M_O'Q1+u2+02Q2+u2+02Q3_ u? 4 v? =
8 §8v _ pgBu
SN P v P U g vu” 4 ulu v )_ ”
CgQﬁ_O.Ql+u2+v2Q2+u2+v2Q3_ u? + v? =

which actually was clear by definition of ¢”. Furthermore, we get

<&’D,Q° =1-D,Q] +0-D,Q5 +0-D,Qf = —u?,,
u
CEMDIQ/E{ =0- Dfo + u2 n UZDIQQ +

Uy + VU Bu | Wz —

—v
u? + 1?2

Uuazégv _ O(].),

uuﬁ — v(uy 0P — v, 0P
D, Q5 = ( )

u? + v?

u? 4 v? u? + v?
B Bu _ Bu
of 8 8 v B u 8 VU, "’U(uzd ’Ux(s ) -
_ Yle = Ws gy VUs Ul 550 )

u? + v? u? + v?

We observe that O(1) does not vanish and that O(1) also cannot be written as §°*
or V. In general, lower order expressions can get quite complicated.
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