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Abstract

Solar cells with thin Cu(In,Ga)(S,Se)2 absorber films are well established in the photovoltaics
market. They offer an advantage over other thin film technologies thanks to their lower content
of elements with high toxicity or low earth abundance like cadmium and tellurium. One approach
to further improve the quality of production of these cells is to develop a method of material
quality assessment during production that is fast, contactless and non-destructive. Time-resolved
photoluminescence (TRPL) measurements offer all these characteristics. Previous works show
indications that a correlation may exist between measured photoluminescence decay lifetimes of bare
Cu(In,Ga)(S,Se)2 absorber films and the photoconversion efficiency of entire solar cells produced
from those films. However, in other sources it has been reported that this correlation can be
broken under certain conditions, for example when the density of defect states inside the band gap
fluctuates between samples.

This work aims to establish the requirements to extract meaningful information about charge
carrier recombination dynamics and solar cell performance parameters from TRPL measurements.
To achieve this goal experiments and simulations are carried out. The material parameters are
extracted from experiments and are then built into the simulation model. Results from experi-
ments also serve as the basis to verify the validity of this model. Parameter variations within the
simulations function as one of the main methods in this work to gain deeper physical insight into
the processes taking place during TRPL measurements.

This work concentrates on the sulfur-free material Cu(In,Ga)Se2. Using the simulation model,
results of experiments are accurately reproduced. This includes TRPL decay curves as well as
measurements in quasi-steady-state conditions (EQE, IV). Utilizing the insight gained from simu-
lations, predictions about the behavior of CdS/Cu(In,Ga)Se2 junctions in TRPL experiments at
different injection levels are made. These prediction are experimentally tested.

The results show that additional data about material composition is needed to gain truly reliable
information about solar cell performance from TRPL measurements. This is because fluctuation
in certain material parameters, e.g. band gap grading, can result in a non-correlation between
photoluminescence decay lifetime and open circuit voltage. Moreover, experiments and simulations
show that the presence of a p-n junction at the CdS/Cu(In,Ga)Se2 interface can significantly alter
the results of TRPL measurements at sufficiently low injection levels. The injection level at which
this becomes an issue, according to the results, is dependent on the doping concentration of the
absorber. An experimental method of extraction of the doping concentration of very thin (<100
nm) CdS buffer layers, so far not available experimentally, is proposed based on these results.
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Kurzfassung

Solarzellen mit dünnen Cu(In,Ga)(S,Se)2-Absorberschichten sind bereits auf dem Photovoltaik-
markt etabliert. Ihr geringerer Inhalt an toxischen oder seltenen Elementen wie Cadmium oder
Tellur ist einer ihrer Vorteile gegenüber anderen Dünnschichttechnologien. Ein Ansatz, um die Pro-
dukionsqualität dieser Zellen zu steigern, ist die Entwicklung einer kontaktlosen und zerstörungs-
freien Methode zur Qualitätsauswertung während der Produktion. Zeitaufglöste Photolumineszenz-
messungen (auf Englisch: ”time-resolved photoluminescence”, abgekürzt: ”TRPL”) erfüllen alle
diese Bedingungen. Die Literatur enthält Hinweise auf eine Korrelation zwischen der gemessenen
Zerfallszeit der Photolumineszenz reiner Cu(In,Ga)(S,Se)2-Absorberschichten und der photovoltai-
schen Effizienz ganzer Solazellen aus dem gleichen Material. Gleichzitig wird in anderen Quellen
berichtet, dass diese Korrelation unter bestimmten Bedingungen verletzt wird, zum Beispiel wenn
die Dichte der Defekte innerhalb der Bandlücke zwischen Proben fluktuiert.

Das Ziel dieser Arbeit ist, die notwendigen Bedingungen zu erkennen, bei denen TRPL-Messungen
zuverlässige Informationen über die Rekombinationsdynamik der Ladungsträger und die Leistungs-
parameter der Solarzellen liefern. Zu diesem Zweck werden Simulationen und Experimente durch-
geführt. Die Materialparameter werden mithilfe von Experimenten bestimmt und in das Simula-
tionsmodell eingebaut. Darüber hinaus dienen die Experimente als Grundlage, um die Gültigkeit
des Simulationsmodells zu überprüfen. Parametervariationen innerhalb der Simulationen sind eine
der Hauptmethoden in dieser Arbeit, um das physikalische Verständnis über die Prozesse, die bei
TRPL-Experimenten eine Rolle spielen, zu vertiefen.

Diese Arbeit befasst sich mit dem schwefelfreien Absorbermaterial Cu(In,Ga)Se2. Mittels Si-
mulationen werden die Ergebnisse aus optoelektronischen Experimenten in quasi-stationären Be-
dingungen (EQE, IV) und aus zeitaufgelösten Photolumineszenz-Messungen (TRPL) reproduziert.
Basierend auf den Ergebnissen dieser Simulationen, wird das Verhalten von CdS/Cu(In,Ga)Se2-
Schichtstapeln in TRPL-Experimenten bei unterschiedlichen Anregungsdichten vorhergesagt. Diese
Vorhersagen werden wiederum experimentell überprüft.

Die Ergebnisse zeigen, dass zusätzliche Daten über die Zusammensetzung des Materials not-
wendig sind, um aussagekräftige Informationen über die Solarzellenleistung aus TRPL-Messungen
zu gewinnen. Der Grund hierfür ist, dass Schwankungen im Wert bestimmter Materialparame-
ter, wie der Stärke der Bandlückengraduierung, eine fehlende Korrelation zwischen Zerfallszeit der
Photolumineszenz und Leerlaufspannung ergeben können. Außerdem zeigen Experimente und Si-
mulationen, dass das Auftreten eines p-n-Übergangs an der Grenzschicht CdS/Cu(In,Ga)Se2 die
Ergebnisse aus TRPL-Messungen signifikant beeinflussen kann, wenn die Anregungsdichte niedrig
genug gewählt wird. Des Weiteren zeigt sich, dass der spezifische Wert der Anregungsdichte, bei
dem dieser Effekt auftritt, abhängig von der Dotierkonzentration des Absorbermaterials ist. Darauf
aufbauend wird eine experimentelle Methode zur Auswertung der Dotierkonzentration sehr dünner
(<100 nm) CdS-Pufferschichten formuliert.
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1 Introduction

Photovoltaic technology steadily gains more importance as the installed capacity for electric cur-
rent production from photovoltaics increases worldwide every year [1]. In Germany the percentage
of electric production from renewable sources also rises continuously, having surpassed the 30%
mark in recent years [2]. From this total renewable capacity in Germany, photovoltaics covers more
than 20% of the total current production [2]. Among the available photovoltaic technologies, thin
film devices present the most potential to reduce production costs due to their low material con-
sumption and very high absorption coefficients [3, 4]. Of the two dominant thin film photovoltaic
technologies not based on silicon, Cu(In1−xGax)(S1−ySey)2 cells make use of less toxic materials
when compared to CdTe devices [5]. With laboratory record efficiencies of 22.6% [6] and submo-
dule efficiencies of 19.2% [7,8], Cu(In,Ga)(S,Se)2 solar cells have managed to stay competitive. The
focus of current research on this material is to close the gap between record and module efficien-
cies. To achieve this goal, it is important to develop methods of reliable and fast material quality
assessment applicable during production.

Time-resolved photoluminescence (TRPL) is a fast, contactless and non-destructive method of
analysis for thin-film semiconductor materials. In TRPL, a time profile of the decay in the emission
of photoluminescence (PL) of the material is measured. This is done after illumination with a short
pulse which excites the charge carriers. TRPL is a very flexible method thanks to the possibility to
tune the spectrum of excitation, spectrum of detection as well as the time scales investigated. This
makes it suitable for a wide variety of fields, e.g. physics, chemistry and biology. In the field of
semiconductor physics this method gains its importance due to the relation between basic material
characteristics like recombination and diffusion rates of charge carriers and the time development
of TRPL decay curves. Therefore, such measurements can provide insight into the recombination
behavior and lifetime of charge carriers in thin-film semiconductor materials. All these attributes
make TRPL a powerful tool to characterize thin-film materials for photovoltaic applications. This
also gives TRPL measurements the potential to become a method of quality assessment during
production of thin-film solar cells.

A deep understanding of the investigated system is vital to gain meaningful interpretations from
TRPL measurements. As mentioned above, the time development of TRPL decay curves is closely
related to the charge carrier dynamics, i.e. generation, recombination, drift and diffusion. By use
of simulation methods it becomes possible to investigate the influence that these physical processes
have on the TRPL behavior of samples. Additionally, computational simulations are helpful for
the interpretation of the data, as they provide a tool to analyze the role of physical parameters in
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1 Introduction

the model used to describe the system. Simultaneously, simulations shall be based on experimental
results, as these are the reference point for what the simulation model should be able to describe.
Moreover, to ensure that simulations describe the behavior of real samples, parameter values obtai-
ned from experiments must be included into the simulations. One advantage that simulations have
over experimental approaches however, is the possibility to investigate the influence of parameters
that are not experimentally reachable or that cannot be externally tuned. Simulations also serve
to evaluate previous assumptions about the system by testing the physical model. By reproducing
some of the basic features present in TRPL decay curves via simulations, a deeper insight into the
physical processes taking place during TRPL measurements can be achieved.

The goal of this work is not a numerically accurate reproduction of experimental data via si-
mulation, but rather a principle understanding of the physical interactions giving shape to the
time development of PL emission. For this, the role of basic input parameters in the simulation
model must be investigated. Once this is achieved, a further goal is to develop a method of quality
assessment of Cu(In,Ga)(S,Se)2 samples only by TRPL measurements. With these goals in mind,
this work is divided into the following chapters.

In the Theory chapter the focus lies on the information necessary to understand the physical
system being investigated. This includes the basic characteristics of the Cu(In,Ga)(S,Se)2 thin film
material and the physical models needed to describe its interaction with short light pulses. Additi-
onally, several analytical models used to calculate the time evolution of PL decay are presented.

In the Methods chapter the most important questions surrounding experiment, simulation and
data analysis are answered: What are the physical requirements for experimental setups used to
investigate the subjects of this work? What information is accessible from the measurements carried
out with these setups? What are the requirements that the simulation model must meet to be able
to produce meaningful results?

In the Results chapter the analysis and interpretation of data from simulations and experiments is
divided into four sections. Each section is dedicated to a specific topic. In the first section the roles
of individual model parameters and of metastable changes in the studied samples are investigated.
The second section focuses on the validity of using TRPL to characterize photovoltaic efficiency.
An investigation on the possible types of correlation between photoluminescence lifetime and open
circuit voltage is presented. The third section explores the influence of p-n junctions on the time
development of PL emission. In this section the predictive power of the simulation model is tested.
The second and third question provide insight into how and when TRPL is suitable as a method
of material quality assessment for Cu(In,Ga)Se2 thin film absorbers. A fourth and last section
provides a discussion of the assumptions made at each step and how they affect the interpretation
of the results, as well as presenting questions left open for future investigations.

One of the new contributions in this work is the application of a simulation model capable
of reproducing not only time-resolved PL experiments of the bare absorber and of p-n-junctions
containing the absorber, but also the data from electric characterization methods of entire cells,
such as current-voltage characteristics and quantum efficiency spectra. So far no such model has
been presented. The other main new contribution of this work are the findings produced by
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applying this simulation model to reproduce experimental data and predict the results of new
experiments. By this method it was recognized that among the material parameters measured to
change in Cu(In,Ga)Se2 absorbers due to their metastable behavior, the doping concentration is
the one contributing the most to the observed metastable changes in TRPL decay [9]. Moreover,
it was found that fluctuations in the amplitude of the gallium content grading along the depth of
the Cu(In,Ga)Se2 material can disturb the correlation between photoluminescence decay lifetime
of the absorber and the open circuit voltage of solar cells produced from it [10]. This point relates
to the application of TRPL as a method of material quality assessment during production. With
these results it becomes apparent that additional information about the material composition of
the absorber is necessary before meaningful data about the solar cell efficiency can be gained from
TRPL measurements. Additionally, it was shown that under low injection conditions and high
doping concentrations, the presence of a thin CdS buffer layer on top of the absorber can have a
significant influence on the TRPL behavior of the samples, making such measurements not suitable
for the characterization of the charge carrier lifetimes of pure absorbers. With simulations, this
effect was shown to stem from the influence of charge carrier separation in the space charge region.

The simulation model presented here builds upon the model developed by Heise et al. [11],
adding the time-resolved component for TRPL simulations. The computational tool Sentaurus
TCAD from Synopsys was used to perform the simulations. The samples investigated in this work
were fabricated by the industry partner Manz AG and are of the sulfur-free type Cu(In,Ga)Se2.
This work has its basis on the work of V. Gerliz [12], from which the experimental data in some of
the chapters are originated.
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2 Theory

In this chapter the theoretical framework is presented. The first section contains the physics
concerning the description of Cu(In,Ga)Se2 solar cells, while the second section addresses the
knowledge required to interpret time-resolved photoluminescence measurements correctly. The
contents of this chapter are the base necessary to understand the simulation model, simulation
tool, results and discussion presented in later chapters.

2.1 Cu(In,Ga)Se2 solar cells

In this section the structure and working principle of Cu(In,Ga)Se2 solar cells are detailed. First
the device structure will be discussed, followed by a general description of the physical principles
driving a solar cell. Thereafter a more in-depth analysis of each aspect of the physics needed
to accurately describe the behavior of such a cell after excitation with a laser pulse will be car-
ried out. From here on the abbreviation “CIGS” represents the more general family of materials
Cu(In,Ga)(S,Se)2, while the short form “CIGSe” stands for the sulfur-free type of cells, which are
the focus of this work.

2.1.1 Basic functioning principle

Inorganic solar cells are semiconductor devices capable of absorbing light in order to generate a
gradient in electrochemical potential energy of holes and electrons, which then drives an electrical
current that can be used to feed an electrical load. The overall effect is the transformation of solar
energy into electrical energy.

Semiconductor materials are characterized by their energetic band structure containing at least
one band gap of less than 4 eV in size [13]. A zero band gap would correspond to a metallic material,
while a larger band gap would correspond to an insulator. The gaps in the electronic structure are
a result of the overlapping wave functions of electrons in a spatially periodical potential, such as
the one present in the crystal structure of semiconductors [13].

A semiconductor is capable of absorbing photons that have an energy equal to or larger than
its energetic band gap. The absorption of a photon elevates an electron from a state in the lower
valence band to a state in the higher conduction band. This effectively leaves an electron vacancy
in the valence band. The vacancy can be filled by electrons from neighboring atoms if there is a
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2 Theory

Figure 2.1: Band diagram of a CIGS solar cell in dark conditions and equilibrium. The conduction
band edge EC , valence band edge EV and Fermi energy EF have been calculated via
simulation. The layer structure is displayed: a window layer consisting of aluminum
doped ZnO (ZnO:Al) and intrinsic ZnO (i-ZnO), a CdS buffer layer and a CIGS
absorber layer. Also visible is the bending of the energetic bands at the space charge
region near the junction between p-layer (CIGS) and n-layers (ZnO/i-ZnO/CdS).

sufficient potential difference driving the transport of electrons. As the vacancy moves throughout
the crystal, it behaves as a quasi-particle, called a “hole”, with charge +q (in contrast to an electron
which has charge −q) and an effective mass that depends on the dispersion relation of the material.
The density of states in conduction and valence band of semiconductors can be different, and
therefore the effective mass of electrons and holes is often not the same. Notably, holes have the
behavior of moving towards higher electrical potential. As a result, an electron-hole pair generated
at a location with a proper gradient of electrochemical potential will be separated, since both charge
carriers are driven in opposite directions by the electrochemical force, as long as the mobility of at
least one of the two types of charge carriers in sufficiently high.

To achieve a gradient in electrochemical potential, most solar cells make use of a p-n junction.
This refers to the contacting of two semiconductors of the same or of different materials, one of
which is p-doped and the other, while the other one is n-doped.

When in the dark, the difference between the two materials in charge carrier densities of each
type creates a chemical potential that drives the diffusion of electrons into the p-material and of
holes into the n-material. As an effect of this diffusion the region closest to the interface in each
material becomes electrically charged. This region is called the space charge region. The space
charge region grows up to a size at which the electric potential induced by the separation of charges
exactly counteracts the chemical potential created by the difference in charge carrier concentrations
between both sides. This point of dynamic equilibrium is characterized by having no gradient in
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2.1 Cu(In,Ga)Se2 solar cells

the electrochemical potential at the p-n junction and thus there is no net force driving an electrical
current. This can be seen most clearly in Fig. 2.1 as the Fermi level is completely flat.

Under illumination the equilibrium is disturbed by the excitation of electron-hole pairs by ab-
sorption of photons. In this case a single Fermi energy is not sufficient to describe the statistics of
holes and electrons simultaneously. Instead the concept of quasi Fermi levels, one for each type of
charge carrier, is introduced. More details about the statistics of charge carriers in semiconductors
can be found in section 2.1.2.

In illuminated conditions the generated electron-hole pairs can recombine in most of the volume
of each material, however, in the space charge region the electric field mentioned previously drives
electrons in the p-material towards the n-side. Similarly the field drives holes in the space charge
region of the n-material towards the p-side, where they can recombine with the electrons. This
current is driven as long as electron-hole pairs are being generated by illumination. The overall effect
is the separation of electron-hole pairs generated in the space charge region, which then contribute
to an electrical current driven by the electrochemical potential gradient at the p-n junction and
which exists as long as the device is illuminated.

In the next sections, the physics needed to describe a solar cell are discussed in more detail.

2.1.2 Charge carrier statistics

In a semiconductor, the total charge carrier densities are calculated by the integral of their density
of states as a function of energy multiplied with the corresponding Fermi probability of occupation
of those states [14].

n =
∞̂

EC

DC(E)
[
exp

(
E − EF,n

kT

)
+ 1

]−1
dE (2.1)

p =
EVˆ

−∞

DV (E)
(

1−
[
exp

(
E − EF,p

kT

)
+ 1

]−1)
dE (2.2)

Here n is the density of electrons, p is the density of holes, DC(E) stands for the density of states
in the conduction band, while DV (E) is the density of states in the valence band, EF,n is the Fermi
energy of electrons and EF,p is the Fermi energy of holes, EV is the energy of the valence band
edge and EC is the energy of the conduction band edge.

The charge carrier densities can alternatively be expressed as a function of the effective density
of states in the conduction band NC , the effective density of states in the valence band NV and of
the Fermi-Dirac integral F1/2(x) [15]:

n = NCF1/2

(
−EC − EF,n

kT

)
(2.3)
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2 Theory

p = NV F1/2

(
−EF,p − EV

kT

)
(2.4)

F1/2 (ηF ) =
∞̂

0

η1/2

1 + exp(η − ηF )dη (2.5)

One simplified way of expressing the densities n and p is by using the Boltzmann approximation
EF < (EC − 3kT ). In this case the expressions simplify to give the following:

n = NC exp
(
−EC − EF,n

kT

)
(2.6)

p = NV exp
(
−EF,p − EV

kT

)
(2.7)

Two factors γn and γp describe the ratio between the charge carrier densities calculated with
Fermi statistics and the Boltzmann approximation.

γn,p =
F1/2 (−ηn,p)
exp (−ηn,p)

(2.8)

ηp = EC − EF,n
kT

(2.9)

ηp = EF,p − EV
kT

(2.10)

From the effective density of states NC and NV , the effective mass of electrons m∗e and of holes
m∗h are calculated using following equations [14]:

m∗e/h
me,0

=

 NC/V (300 K)

2
(

2πkB
h2

)3/2
(me,0 · 300 K)3/2


2/3

=
(

NC/V (300 K)
2.5049 · 1019 1

cm3

)2/3

(2.11)

By using Eq. (2.6) and Eq. (2.7) the equilibrium charge carrier densities n0 and p0 can be
defined, by assuming thermal equilibrium and no external optical generation. This means there is
a single intrinsic Fermi level EF,i = EF,n = EF,p. The intrinsic charge carrier density ni is then a
function of the band gap Eg [16].

n2
i = n0p0 = NCNV exp

(
−Eg
kT

)
(2.12)
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2.1 Cu(In,Ga)Se2 solar cells

ζ
p

ζ
p,0

kTln(p/N
V
)

kTln(n/N
C
)

ζ
n,0

ζ
n

-eϕ

E
F,n

E
F,p

E
V

E
C

-eϕ

0

Figure 2.2: Schematic of all contributions to the electrochemical potentials of electrons and holes.

Lastly, the results of Eq. (2.6) and Eq. (2.7) can be combined to calculate the intrinsic Fermi
energy EF,i.

EF,i = EC + EV
2 + 1

2kT ln
(
NV

NC

)
(2.13)

The Fermi energies of holes and electrons can be also seen as their electrochemical potentials,
being composed of an electrical potential qϕ and a chemical potential ζn,p, which depend on the
affinity of the charge carriers ζn,p.0, their total density and the density of states in the conduction
and valence bands [14].

EF,n = −qϕ+ ζn = −qϕ+ ζn,0 + kT ln
(
n

NC

)
(2.14)

EF,p = −qϕ− ζp = −qϕ− ζp,0 − kT ln
(
p

NV

)
(2.15)

Moreover, the energy band edges can also be represented as a function of the electric potential
and the material characteristic electron affinity.

EC = ζn,0 − qϕ (2.16)

EV = ζn,0 − qϕ− Eg (2.17)

Figure 2.2 shows the relations between the Fermi levels and all contributing potentials.
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2 Theory

2.1.3 Optical generation

Photons enter the sample from the top and generate electron-hole pairs. In Fig. 2.1 this would
correspond to a propagation of photons in a direction from left to right. The absorption of photons
is dependent on the absorption coefficient, which itself is material dependent and also a function
of photon energy. For semiconductor materials the absorption spectrum contains an edge at the
wavelength of photons with energy close to or equal to their band gap Eg. For photons of shorter
wavelengths, i.e higher energies, the absorption is considerable, while for photons of longer wave-
length, absorption is much lower or negligible. The transition between these two regimes can be
very sharp for direct semiconductors or less steep for indirect semiconductors. Since the band gaps
of the ZnO, i-ZnO and CdS layers are larger than that of CIGSe, it becomes possible to choose a
wavelength such that the absorption in all layers other than CIGSe is negligible. These conditions
are met for TRPL measurements, as will be described in more detail in section 3.1.1. For measure-
ments of current-voltage characteristics and quantum efficiency spectra the illumination spectrum
is different, as will also be discussed in section 3.1.2 and therefore there is absorption in all layers.
In this section the case of absorption only in the CIGSe material is further discussed.

After a pulsed excitation described by a delta pulse δ(t), which is a reasonable approximation
for pulses of a width much shorter than the photoluminescence lifetime, electron-hole pairs are
generated in the absorber material. With an absorption coefficient α, dependent on the wavelength
λ, the generation of electron-hole pairs G over the depth x follows the Beer-Lambert law and is
described by following equation:

G(x, t) = αI0 exp (−αx) δ(t) (2.18)

This function gives a depth profile for the generated density of charge carriers. This equation
can be used to define an initial state in simulations of TRPL measurements. From this initial state,
which is not in equilibrium, the dynamics of the charge carriers are governed by the processes of
recombination, drift and diffusion, which will be discussed in section 2.1.4.

From the overall number of photons reaching the uppermost layer of the sample, a certain fraction
is reflected. The fraction of photons reflected depends on the real part of the refractive index of
the two materials at the interface (n1, n2). For the case of normal incidence it is described by the
reflection coefficient R with following formula:

R =
∣∣∣∣n1 − n2
n1 + n2

∣∣∣∣2 (2.19)

More details about the optical generation model used in the simulations can be found in section
3.3.2.
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2.1 Cu(In,Ga)Se2 solar cells

2.1.4 Charge carrier dynamics

After charge carriers have been excited, three main mechanisms affect their behavior. The first
two are drift and diffusion, which are defined by the electrochemical potential. The third one is
recombination, which can happen radiatively from band to band, also called radiative recombina-
tion, or via defect states, which can be bulk defect states or interface defect states. The physics of
solar cells have been described in great detail by Würfel [14] and are summarized here.

Current densities

The density of charge carriers in semiconductors follows the continuity equations. These are
derived from the fundamental laws of conservation. In a given unit of volume in a semiconductor,
any change over time in the density of charge carriers is a result of electric current, recombination
or generation. This can be written as:

∂n

∂t
= −1

q
∇ ~Jn + (Gn −Rn) (2.20)

∂p

∂t
= −1

q
∇ ~Jp + (Gp −Rp) (2.21)

These equations contain all the possible mechanisms contributing to the time evolution of the
charge carrier densities. Here q is the charge of an electron, ~Jn,p are the current densities of holes
and electrons, while Gn,p stands for the total generation rate and Rn,p for the total recombination
rate.

The charge carrier current densities are a result of a gradient in the electrochemical potential
[14]:

~Jn = −µnn∇ (−qϕ+ ζn) (2.22)

~Jp = −µpp∇ (qϕ+ ζp) (2.23)

Here µn,p stand for the mobilities of electrons and holes respectively. From the definitions of the
Fermi energies in Eq. 2.14 and 2.15, these expressions can then be simplified to:

~Jn = −µnn∇EF,n (2.24)

~Jp = µpp∇EF,p (2.25)
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2 Theory

In summary, the total current of electrons and holes is defined by the product of their respective
densities, mobilities and the gradient of their electrochemical potentials. To reach this result
the assumption of an Einstein relation between diffusion coefficients Dn,p and mobilities µn,p was
made.

Dn,p = µn,pkT

q
(2.26)

Radiative recombination

The theory of radiative recombination in photoluminescence of semiconductors is explained in
great detail by Ahrenkiel and Lundstrom [17]. In this section the most relevant points for the
description of radiative recombination are summarized.

The radiative recombination rate Rrad is a function of position and time and is described at one
location by the following equation:

Rrad = −dn
dt

= Bradnp = Brad(n0 + ∆n)(p0 + ∆p) (2.27)

Here n0 and p0 describe the electron and hole concentration in equilibrium, while ∆n and ∆p
describe the excess carrier concentrations after excitation. In the case of a p-type absorber this
equation can be simplified by assuming that the hole concentration is given by the doping concen-
tration p0 = NA, which is also much larger than the density of electrons in equilibrium NA � n0.
Additionally, it is assumed that the density of electrons in equilibrium is negligible when compared
to the density of excited electrons n ≈ ∆n.

Rrad = −dn
dt

= Brad
(
NAn+ n2

)
(2.28)

This represents a differential equation for the density of electrons n. Since the term n2 is contained
in the equation, this case is commonly called the case of bimolecular recombination. The solution
to this differential equation, which here will be called the “bimolecular model” is given by the
following formula:

n(t) = ∆n0 exp (−t/τrad)
1 + ∆n0

NA
[1− exp (−t/τrad)]

(2.29)

Here ∆n0 corresponds to an initial density of electrons after excitation with a laser pulse. The
radiative lifetime τrad is defined as follows:

τrad = 1
BradNA

(2.30)

To calculate the radiative recombination as a function of time, Eq. (2.29) can then be inserted
into Eq. (2.28). The formula for n(t) can be simplified further if the density of excited electron-hole
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Figure 2.3: Photoluminescence decay of an ideal absorber after excitation with a laser pulse.
Here only radiative recombination is considered and excitation is homogeneous over
the volume of the absorber. Injection level is expressed as ∆n0/NA.

pairs is much lower than the doping concentration of the absorber material ∆n0 � NA. Since ∆n0

is the maximum value n(t) can reach, then in this case it is also true that n2 � NAn. In total the
equations for n(t) and for the recombination rate can then be simplified as follows:

n(t) = ∆n0 exp (−t/τrad) (2.31)

Rrad(t) = BradNAn(t) (2.32)

This is called the low injection case and is characterized by a radiative recombination that can
be described as a single exponential decay. For cases of higher injection where the assumption
∆n0 � NA is no longer valid, the full form of Eq. (2.27) and (2.29) must be used.

At this point the injection level will be defined for the rest of this work as the quotient ∆n0/NA.
In Fig. 2.3 the influence of the injection level on the photoluminescence decay is exemplified for an
ideal absorber. At low injection a simple exponential decay can be observed. At higher intensities
the n2 term in Eq. (2.28) becomes larger and the shape of the decay curve at times t < τrad is
changed.

Finally, it is relevant to keep in mind that non-radiative recombination of charge carriers over
defect states affects the measured photoluminescence lifetime, as the radiative recombination rate
depends on the concentration of carriers n (Eq. (2.27)), which itself is affected by all recombination
mechanisms. Therefore it is important to consider all channels for recombination, as they play an
important role in the measurement and interpretation of TRPL.
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2 Theory

Shockley-Read-Hall recombination

Recombination over deep defect states inside the band gap is most commonly described by
the model of Shockley, Read and Hall [18, 19]. This is one of the most relevant mechanisms
of efficiency loss in CIGS solar cells. These defects arise from crystallographic imperfections or
chemical impurities [20,21].

The recombination rate at these defects RSRH is defined with following equation:

RSRH = np− n2
i

τp (n+ nt) + τn (p+ pt)
(2.33)

Here ni is the intrinsic charge carrier density defined in Eq. (2.12), while τn,p are the SRH
recombination lifetimes of electrons and holes respectively. They depend on the capture cross
sections of the defect states σn,p for electrons and holes, on the respective thermal velocities vth,n,p
and on the density of defects Nt.

τn,p = 1
σn,pvth,n,pNt

(2.34)

The densities nt and pt correspond to the density of charge carriers that occupy trap states with
energy ET in equilibrium and are given by the expressions:

nt = ni exp
(
ET − EF,i

kT

)
(2.35)

pt = ni exp
(
−ET − EF,i

kT

)
(2.36)

Here EF,i is the intrinsic Fermi level defined in Eq. (2.13).

When considering Fermi statistics, as described in section 2.1.2, the recombination rate must be
corrected with the factors γn,p as given in Eq. (2.8):

RSRH = np− γnγpn2
i

τp (n+ γnnt) + τn (p+ γppt)
(2.37)

Interface recombination

Interface recombination refers to the recombination over defects at the interfaces between the
layers of the solar cell. This type of defects arises from crystallographic imperfections since at the
surface of a crystal, the lattice symmetry is interrupted and atoms with not fully paired valence
electrons are left. As the valence electrons change their energetic states, defect states within the
band gap emerge [22, 23]. Impurities and the diffusion of elements from one layer to the other
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2.1 Cu(In,Ga)Se2 solar cells

create further defects at the interfaces [24]. Furthermore higher recombination can also take place
at the interface between grain boundaries in the polycrystalline CIGS material, where impurities
accumulate and elements of the material are redistributed [25].

The rate for this type of recombination follows the same basic structure of the SRH recombination,
but here the lifetimes are replaced with recombination velocities Sn and Sp for electrons and holes
respectively, while nt,s and pt,s describe the density of charge carriers trapped in surface defects,
analogue to Eq. (2.35) and (2.36) [17].

RSurf = np− n2
i

S−1
p (n+ nt,s) + S−1

n (p+ pt,s)
(2.38)

2.1.5 Device structure

The thin film solar cells investigated in this work come from an in-line production and have all
been provided by an industry partner. These samples use a device structure like the one shown in
Fig. 2.4. The details of production can be found in Ref. [26]. The cells have been deposited on a
soda lime float glass which has been coated with a molybdenum back contact. The CIGSe absorber
layer has been produced by co-evaporation of the elements Cu, In, Ga and Se. A CdS buffer layer
is deposited on top of the absorber via chemical bath deposition. An intrinsic ZnO (i-ZnO) layer
is deposited by radio frequency sputtering and a final layer of aluminum-doped ZnO (ZnO:Al) is
deposited by DC sputtering. The investigated samples lack any monolithic structuring and have
not been encapsulated.

The molybdenum back contact serves as a conductive electrode, which allows the lateral collection
of current from the back side. The formation of a MoSe2 layer between absorber and back contact
is an important topic of research, as such a layer can act as a barrier for current extraction and
can have a significant impact on solar cell efficiency [27–31].

Sulfur is not present in the studied absorber layers, which represents a special case of the more
general Cu(In,Ga)(S,Se)2 material [9, 11]. The CIGS and CIGSe materials are direct band gap
semiconductors and have p-type conductivity. The CIGSe absorber is grown to a depth of ap-
proximately 2 µm. The excess of holes comes from native crystal defects. Acceptor type copper
vacancies are regarded as the main source of p-doping [32]. By controlling the [Ga]/([Ga] + [In])
ratio the band gap of the material can be tuned. This ratio is an important parameter for this work
and will be abbreviated as “GGI”. Changing the gallium content specifically alters the conduction
band edge EC [33]. In the investigated samples this property is used to enhance the electric field
by producing the absorber with a constant increase of the GGI towards the back contact, driving
excited electrons towards the p-n junction and hindering their diffusion into the volume of the
absorber. This has an overall positive effect on the open circuit voltage of the solar cells. The GGI
gradient has been characterized by Heise et al. [11] and has been found to be linearly dependent
on the depth of the absorber, with GGI = 0.2 at the front surface of the CIGS absorber and 0.5 at
the back side.
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Figure 2.4: From [32]. Basic schematic of the structure of a CIGS solar cell.

The CdS buffer layer is an n-type semiconductor with a much larger band gap than the CIGSe,
which reduces the parasitic absorption of photons. It is one of the n partners for the p absorber to
build a p-n junction. One further purpose of the CdS is the passivation of the surface of the CIGSe
absorber.

The ZnO:Al and i-ZnO layers also have n-type conductivity, with a much higher carrier con-
centration than the CIGSe absorber. The band gaps of these two materials are much larger than
those of CdS or CIGSe, avoiding any significant optical absorption. While the electrical resistivity
of the i-ZnO is high, which is detrimental for the cell, it has also been found to be necessary for
reproducibility in the production of this type of cells, probably because this layer prevents shun-
ting [34, 35]. The doped ZnO:Al layer on the other hand has very high conductivity thanks to the
very high charge carrier concentration. It is an excellent transparent conductive material and is
used for lateral collection of current from the front contact of the cell without any significant ohmic
losses.

2.1.6 Metastability

CIGS solar cells show a metastable behavior under light exposure, by which the open circuit
voltage is increased [36]. The conditioning of the material is a reversible process that changes the
charge state of defects within the band gap [37]. Additionally a metastable behavior under voltage
bias has also been identified [38], which is also reversible and is linked to the migration of copper
ions driven by the electric field [39].

Heat treatment in the darkness is called “dark annealing”, from here on abbreviated as “DA”,
while heat treatment under illumination is referred to as “light soaking”, or “LS”.
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The change in the charge of defects induced by conditioning of the cell has an influence on
multiple characteristics of the absorber. As explained in the model by Lany and Zunger [40], the
most relevant defects contributing to this process are the copper vacancy VCu and the selenium
vacancy VSe, which build a divacancy complex (VCu,VSe). This complex can take on three different
charge states with different state energies, namely (VCu,VSe)+, (VCu,VSe)- and (VCu,VSe)3-. After
optical excitation of a hole-electron pair the donor state (VCu,VSe)+ can capture the excited electron
and become (VCu,VSe)0. From this state the lattice can relax via thermal treatment, reducing the
distance between indium atoms and changing the defect from donor to acceptor. A second electron
can be captured causing a transition to the state (VCu,VSe)-. The net effect of this process is a
change of the defects from positively charged donor to negatively charged acceptor, which results in
an increase in the net p-type doping density of the material. Thus light soaking, again a treatment
with heat under light bias, increases the doping of the material. The reverse reaction is thermally
activated and requires the capture of two holes, while changing the defect from acceptor back to
donor, reducing the p-type doping. This means that dark annealing reduces the doping of the
material. This effect is used to tune the doping density of the investigated absorber material.

2.2 Time-resolved photoluminescence

In time-resolved photoluminescence (TRPL) just like in spectrally resolved photoluminescence,
the investigated material is excited with a laser, changing the states of electrons and injecting them
into the conduction band. For each absorbed photon a single electron hole pair is generated. After
a short time, usually in the order of nanoseconds to microseconds, depending on the investigated
semiconductor, electrons and holes recombine with each other in band to band transitions that
release a photon with an energy corresponding to the band gap of the material. Deviations from
this photon energy can result when charge carriers recombine over shallow defects, i.e. defects
near the band edges. It is therefore possible to gain information about the band structure of the
material and about the defect landscape by looking at the spectrum of the photons emitted. In
TRPL however, the focus lays not in the spectral distribution of the emitted photons, but in their
temporal distribution, i.e. the distribution of their times of emission. The information gained from
the temporal distribution of photon emission corresponds to the recombination time of the charge
carriers. Additionally, it is possible to combine the analysis of spectral and temporal distribution,
as has been done by Kuciauskas et al. [41].

The measurement of time-resolved photoluminescence makes use of the fact that excited electron-
hole pairs do not recombine instantaneously after the optical generation. In TRPL the measured
quantity is the number of photons emitted by radiative recombination after the arrival of an exci-
tation pulse, as a function of time. Moreover, the measured quantity is the radiative recombination
rate integrated over the illuminated volume. During detection this quantity is reduced by a con-
stant corresponding to the small solid angle of detection. Other losses can come from the optical
components in the experimental setup.

As seen in the equations for the different recombination mechanisms (Eqs. (2.27), (2.37), (2.38)),
the decay in the density of excited charge carriers is a function of time that generally depends on the
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density of charge carriers itself and on a characteristic lifetime that is specific to each recombination
mechanism (τrad, τn, τp). The combination of all these effects gives rise to an effective charge carrier
lifetime that can be described as a function of all recombination lifetimes.

By analyzing the shape of measured decay curves, determining how large the contribution of
each recombination mechanism is and extracting values for the respective lifetimes, a great amount
of physical information can be gained. This includes information about the density and position
of defects within the layer or at interfaces, their capture cross sections and energy distributions.
However, because of the large amount of information contained in a single TRPL decay curve,
interpretation of a single curve can be ambiguous. The main problem for interpretation arises
from the dependence of the radiative recombination rate Rrad on the density of charge carriers
n. Since n is itself dependent on all the other recombination rates, writing the complete equation
for n(t) would result in an underdetermined equation, containing multiple variables in the form of
n, p, τrad, τn,p.Therefore it is very important for TRPL investigations to carry out variations in
the experimental conditions to create a system of equations that contains sufficient information to
determine the interesting variables. By changing the experimental conditions, the set of parameter
values that can solve all equations can be determined with higher confidence. This is true since the
space of possible solutions for the system of equations is reduced rapidly by increasing the number
of different experiments that the model should describe.

In this section the theory necessary to carry out discussions about TRPL decay curves is presen-
ted.

2.2.1 Injection Level

The injection level has been defined as the quotient of excited charge carriers and doping concen-
tration (∆n0/NA). The value of the injection level, i.e. the initial conditions for the TRPL decay
have been shown to have an influence on the time development of the PL emission.

The simplest idealized case will now be discussed as a basis on which all other more complex cases
will build upon. This would correspond to a homogeneous absorber, which becomes homogeneously
excited, i.e. having the same generation rate at every point in its volume, and containing no defects.
Therefore the only possible recombination path for excited charge carriers is radiative band to
band recombination. As presented in the previous section, the recombination rate is describe by
Eq. (2.28) and the time evolution of the charge carrier density follows Eq. (2.29). In Fig. 2.3
it is shown how such a TRPL decay curve depends on the initially excited charge carrier density
∆n0 ∝ P0. Here a distinction is made between the case with ∆n0 � NA and all other cases. The
former is called the low injection case and for it n(t) can be simplified to take the form in Eq.
(2.31).

For this simplified case the curve would look like a straight line in a half-logarithmic plot, i.e.
log(n(t)) vs. t. In this case τrad would correspond to the inverse of the slope. Such a decay curve
is also usually called “monoexponential”.
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In the cases of higher injection, for which ∆n0 � NA is no longer valid, the slope of the curve in
the semi-logarithmic plot is dependent on time, starting at a value smaller than τrad, but converging
toward τrad with time. This means that after some amount of time the “bimolecular” recombination,
i.e. the term in Eq. (2.27) proportional to n2, becomes so small that the decay curve becomes
basically monoexponential.

In summary, for an ideal, homogeneous absorber under homogeneous excitation, the radiative
lifetime can be extracted from the inverse of the slope in the linear regime of the semi-logarithmic
plot, or monoexponential regime, of the photoluminescence decay.

2.2.2 Contribution of defect states

Defect states can influence photoluminescence in two main ways. The first is serving as recombi-
nation centers, while the second way is by trapping charge carriers and releasing them at a later time
to the energetic bands. In this section the influence of both mechanisms on the photoluminescence
lifetime is discussed.

Defects as recombination centers

Ahrenkiel has presented a very thorough analysis of the contributions of recombination mecha-
nisms to the overall photoluminescence lifetime [17]. As long as the injection level is kept low and
the probabilities of recombination are additive, it is possible to generalize the lifetime of the decay.
The second assumption is generally valid, since the recombination rates behave as velocities in the
sense that they can be linearly added. Therefore in presence of multiple recombination mechanisms,
each with recombination rate Ri, the differential equation for the density of charge carriers can be
written as:

− dn(t)
dt

=
∑
i

Ri (2.39)

An assumption must be made at this point, that every recombination rate can be simplified
to take the following form, depending only on the charge carrier density and the corresponding
lifetime τi:

Ri = n

τi
(2.40)

Therefore:

− dn(t)
dt

=
(∑

i

1
τi

)
n(t) (2.41)

From this form the general photoluminescence lifetime is defined:
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1
τPL

=
(∑

i

1
τi

)
(2.42)

The solution to the differential equation is simple:

n(t) = ∆n0 exp
(
− t

τPL

)
(2.43)

Since the relevant physical quantity for measurements is the rate of radiative recombination Rrad,
it is interesting to take a look at it in dependence of all other recombination mechanisms. Here we
keep the assumption of low injection:

Rrad = BradNAn(t) = n(t)
τrad

= ∆n0
τrad

exp
(
− t

τPL

)
(2.44)

To give an example for τPL in the investigated cells, for which Shockley-Read-Hall and surface or
interface recombination are considered, we use τSRH as the Shockley-Read-Hall lifetime and τSurf

as the surface or interface recombination lifetime, each still using the assumption in Eq. (2.40).
The result is:

1
τPL

= 1
τrad

+ 1
τSRH

+ 1
τSurf

(2.45)

The simplification in Eq. (2.40) is not trivial, especially in the cases of SRH-like recombina-
tion. Here it is helpful to look at the recombination rate RSRH from Eq. (2.37) and apply the
simplification of low injection ∆n0 � NA, which also means that n � NA. Moreover we use the
simplification of heavily doped material n0 � n, which means n = ∆n and is generally valid for
CIGSe. In this case it also holds true p = NA. With these simplifications RSRH becomes:

RSRH ≈
nNA

τpn+ τnNA
= NAn

NA

(
τpnN

−1
A + τn

) ≈ n

τn
(2.46)

The right hand side of this equation is exactly in the necessary form. What can be seen here is
that in low injection, the SRH lifetime of the minority charge carriers determine the entire SRH
recombination lifetime.

The same simplification can be carried out for the surface recombination rate in Eq. (2.38),
resulting in the surface recombination lifetime under low injection conditions being determined by
the surface recombination velocity of minority charge carriers:

RSurf ≈
nNA

S−1
p n+ S−1

n NA

≈ n

S−1
n

(2.47)
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In summary, under low injection, even in the presence of radiative and non-radiative recombina-
tion, the photoluminescence curve will take a monoexponential shape, as seen in Eq. (2.43), with
a lifetime τPL that is the inverse of the sum of the inverse lifetimes of all involved recombination
mechanisms.

Defects as traps

If the defects states inside the band gap do not act purely as recombination centers, but also are
considered to capture minority charge carriers and emit them back to the conduction band after a
certain time, a new type of behavior arises. Maiberg et al. [42] have done an extensive theoretical
analysis of this phenomenon. This section summarizes the results of their work.

The solution for the density of charge carriers n(t) yields:

n(t) = −C1 exp
(
− t

τ1

)
+ C2 exp

(
− t

τ2

)
(2.48)

The constants C1 and C2 take a rather complex form, which will not be discussed here. They
are dependent on the total recombination lifetime τn, the capture lifetime τc, the emission lifetime
τe, the initial density of free charge carriers ∆n0 and the initial density of trapped carriers nt,0.
More details can be found in Ref. [42].

More interesting here are the lifetimes τ1 and τ2. The decay curve resulting from Eq. (2.48)
has a so called “biexponential” shape, meaning that there are two distinct terms, each with a
monoexponential form. The first term is characterized by a short decay lifetime τ1 and the second
term contains a longer decay lifetime τ2.

If the capture rate is very slow compared to the recombination lifetime, then the entire equation
becomes the monoexponential decay already seen in previous sections (τc � τn):

n(t) = ∆n0 exp
(
− t

τn

)
(2.49)

In the other cases, the capture lifetime is similar to or smaller than the recombination lifetime.
This means that most excited electrons become trapped quickly. The behavior then becomes mainly
dependent on the emission lifetime. If the emission lifetime is much smaller than the other two,
then the captured electrons are emitted in a very short time and recombine, again resulting in the
monoexponential decay of Eq. (2.49) (τe � τn, τc).

The most interesting case arises when all lifetimes are in a similar range. In the case of τe > τc

the electrons are trapped quickly and then slowly emitted back. Only then can they recombine. In
this case τ1 and τ2 can be written as:

1
τ1

= 1
τn

+ 1
τc

+ 1
τe

(
1− τc

τn

)
(2.50)
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1
τ2

= τc
τeτn

(2.51)

In summary, if there are traps that can capture electrons and do not act as recombination centers,
the decay takes a biexponential form. The longer the capture lifetime becomes, the closer the curve
comes back to the monoexponential case, while for the emission lifetime the opposite is true. Such
traps can usually exist only near to the conduction band edge, since otherwise they would be
occupied already even in equilibrium and it would not be possible for electrons to become trapped.
Recombination in these cases can happen over deeper defects closer to the band gap middle.

2.2.3 Inhomogeneities

The models described in the previous sections generally assume low injection and homogeneous
generation of charge carries over the volume of the absorber, as well as a material with very
homogeneous characteristics. Experimental conditions, however, tend to break one or many of
these assumptions. In this section models of describing TRPL decay which are closer to the
experimental reality will be presented.

Generation profile and diffusion

With a laser pulse as the source of excitation, generation cannot be perfectly homogeneous
over the volume of the absorber. Firstly, a laser pulse always presents a lateral profile with light
intensity decaying with distance from the center of the beam. Secondly, absorption of photons
in a semiconductor follows the Beer-Lambert law, making the density of excited electrons ∆n0

dependent on the depth x and on the wavelength-dependent absorption coefficient α(λ) of the
material. The intensity of the light I as a function of depth behaves as following:

I(x) = I0 exp (−αx) (2.52)

The position dependent intensity profile creates a further disturbance in the system in the form
of a concentration gradient. As described in Eqs. (2.14) and (2.15), a gradient in the densities of
charge carriers results in a gradient in the Fermi energies. This then results in a redistribution of
charge carriers due to a diffusion current, as resulting from Eqs. (2.24) and (2.25). Ahrenkiel [17]
offers one of the most general models to describe the time decay of PL signals IPL(t) taking into
account the Beer-Lambert profile of excitation with absorption coefficient α, surface recombination
with recombination velocity Sn, diffusion of charge carriers with diffusion constant Dn (Eq. (2.26)),
radiative recombination with radiative lifetime τrad and photoluminescence lifetime τPL as seen in
Eq. (2.45).
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IPL(t) = I0
τrad

exp
(
− t

τPL

){
Sn

Sn − αDn
exp

(
α2Dnt

)
erfc

(
α
√
Dt
)

(2.53)

− αDn

Sn − αDn
exp

(
S2
nt

Dn

)
erfc

(
Sn

√
t

Dn

)}

Here I0 is the initial PL signal intensity. The expression “erfc” represents the complementary
error function defined as:

erfc(z) = 2
π

ˆ ∞
z

exp
(
−t′2

)
dt′ (2.54)

In this case the slower the surface recombination becomes, the closer the curve converges towards
the monoexponential case. Moreover, for very thin films or films with very high mobility, in which
the diffusion length of the charge carriers is in the order of magnitude of the layer thickness, the
function simplifies and becomes monoexponential as well.

p-n junction

When measuring TRPL at a p-n junction instead of in an isolated CIGS absorber, the bending of
the energy bands in the space charge region creates a strong electric field. As shown in Eqs. (2.22)
and (2.23) this gradient in the electrical potential results in a drift of excited electrons and holes in
opposite directions. This so called “charge separation” has a direct effect on the rate of radiative
recombination, as it is dependent on the local product of n(x, t) and p(x, t) at each position (Eq.
(2.27)). As the distributions of charge carriers shift in opposite directions, their product at each
position becomes smaller and therefore the radiative recombination decays very rapidly. Metzger
et al. [43] have experimentally demonstrated this effect with ZnO/CdS/CIGS p-n junctions. They
also report that removing the ZnO layer and leaving only a CdS/CIGS is enough to reduce the
electric field to the point where this effect disappears.

Kuciauskas et al. [44] have implemented a biexponential approach to analyze the decay curves
of CIGS samples, i.e. describing the curves via equations with the same form as Eq. (2.48). They
have done their experiments on devices including a p-n junction and applying voltage bias, while
also investigating the TRPL decay’s spectrum and the influence of the excitation wavelength. Their
results show that from the two resulting lifetimes, τ1 corresponds to the decay in the region directly
at the interface. Here τdiff represents a diffusion lifetime and τth a thermionic emission lifetime.

1
τ1

= 1
τrad

+ 1
τsurf

+ 1
τdiff

+ 1
τth

(2.55)

The longer lifetime τ2 describes the photoluminescence behavior in the space charge region using
the expression proposed by Maiberg et al. [45, 46]:
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1
τ2

= 1
τn

+ 1
τp

+ q (µp + µn)
4kT E2 (2.56)

Here E is the applied electrical field, µn,p are the mobilities of electrons and holes, τn,p are the
bulk lifetimes of electrons and holes, while τrad is the radiative recombination lifetime as seen in
previous sections. For surface recombination lifetime the following expression can be used [47]:

1
τsurf

= αS (2.57)

With α as the absorption coefficient and S as the surface recombination velocity.

Meanwhile the diffusion lifetime uses the form proposed by Ahrenkiel [17]:

1
τdiff

= π2Dn

4x2
n

(2.58)

Here D is the diffusion coefficient and xn is the depth of the region in which light is absorbed.

As for the thermionic emission lifetime τth, it can be written using Lw as the width of the barrier,
which in this case is the width of the CdS buffer layer, mn as the effective mass of electrons and
∆E as the height of the barrier, i.e. the conduction band offset at the CdS/CIGS interface [48]:

1
τth

= 1
Lw

√
kT

2πmn
exp

(
−∆E
kT

)
(2.59)

Composition gradient over depth

A further source of complexity in the PL emission of the investigated absorber are composition
gradients. Specifically in CIGS it is common to produce the absorber with a gradient in the gallium
content [49,50], as this produces a gradient in the energy of the conduction band edge while leaving
the valence band edge mostly unchanged, thus increasing the band gap [51]. This characteristic of
the CIGS layers gives rise to several effects. First the case of a continuous linear increase in the
band gap, as the one seen in the samples investigated in this work [9,10,52] is considered. In such
a material, the gradient in conduction band edge energy results in an electric force acting against
the direction of diffusion of highly concentrated charge carriers at the surface of the absorber after
excitation. Second, there are samples with a so called v-grading, i.e. an increase in gallium content
towards both front and back contact. This configuration is commonly used in record efficiency
devices [49, 50]. In this case there is a complex dependence of the shape of TRPL decay curves
both on the wavelength used for excitation as well as the wavelength used for detection of the
PL signal. Kuciauskas et al. [41, 44] have presented an extensive study on this topic. They have
shown that the spectrum of the TRPL signal shifts over time, with the energy of peak PL emission
changing toward the energy corresponding to the band gap minimum. Measuring TRPL at a photon
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energy equal to the band gap minimum yields different results from the decay curves measured at
higher photon energies. For photon energies higher than the band gap minimum, the PL signal is
coming from regions with a strong drift of charge carriers towards the regions of lower electrical
potential. Therefore the TRPL decay curve has a very fast initial decay with lifetime τ1 that quickly
transitions to a much slower longer decay with lifetime τ2. At photon energies close to the band
gap minimum however, the contribution of the term containing τ1 is reversed, i.e. the PL signal
gets stronger with a short lifetime corresponding to τ1 and after this initial increase the long decay
lifetime τ2 dominates. The contribution of the first decay is negative for the regions where charge
carriers are drifting away, while it is positive at the region towards which the charge carriers are
drifting.

Lateral inhomogeneities

Lateral inhomogeneities in the absorber and in the excitation profile can have an influence on
TRPL as shown by Maiberg et al. [53]. In their work they investigate the effect of laser spots
used for excitation in TRPL having a lateral dependence of the photon density, while assuming a
two dimensional Gaussian curve for the distribution. It is then shown that for TRPL experiments
in which the area of excitation as well as the area of detection are much larger than the grain
size of the material, the lateral diffusion caused by the laterally inhomogeneous excitation has a
negligible effect. In these cases the TRPL curves can be modeled to a high degree of agreement
with the approximation of laterally homogeneous average excitation. Additionally, the results of
such experiments are usually the average over the fluctuating characteristics of single grains inside
the measured area. A much more careful approach must be taken for experiments in which either
the excitation area or the detection area, or both, are in the order of or smaller than the grain size
of CIGS, i.e. approximately 1 µm diameter [32]. In these cases, the diffusion, drift, trapping and
recombination of charge carriers can be dominated by lateral inhomogeneities in band gap, electric
potential, trap density, recombination lifetime, etc.

Summary

In summary, the large number of ways that a TRPL curve can be analyzed need to be con-
sidered. For the general purposes of the experiments carried out in this work the simplification
of homogeneous excitation and low injection conditions is not useful, since the experiments can
often be far away from these conditions. On the other hand, as the size of the laser spot used in
experiments here is much larger than the crystal size of CIGSe, the consideration of lateral inhomo-
geneities can be omitted. Important effects on the TRPL decay arrive from composition gradient,
generation profile, diffusion, influence of the p-n junction, thermionic emission, trapping, emission
and recombination. All of these effects must be considered before assigning a value extracted from
experimental data to the charge carrier lifetime. In the methods chapter it will be discussed how
these issues are addressed.
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3 Methods

In this chapter the tools for experiments, analysis and simulation will be presented. In the first
section the TRPL experimental setup and the time-correlated single photon counting measurement
technique will be described in detail. Experimental setups for other methods applied will also
be explained. The second section presents the methods to extract information, e.g. PL lifetime
values, from TRPL decay curves both in experiments and simulations. The third section features
the details of the simulation model and the chosen computational tool. A list of material parameters
is also provided.

3.1 Experimental setups

The main experimental method for this work is time-resolved photoluminescence. Therefore
the details of this type of measurements and its experimental setup will be presented in most
detail. Other measurements detailed here serve as a complement. These additional methods help
characterize the investigated solar cells, extract material parameters for simulation and serve as
further verification for the simulation model.

3.1.1 Time-resolved photoluminescence

The basic requirements for a TRPL experimental setup will be listed below. First, a source of
photons for excitation of the sample is required. In this work the excitation is performed by a
pulsed laser system. Second, the photons emitted by the sample via photoluminescence must be
detected. Here this is achieved by photomultiplier tubes. Third, the number of detected photons
must be resolved over their time of detection. This must be done with a time resolution high enough
to gain significant information from the PL decay. Several techniques exist for this step. For this
work the technique of time-correlated single photon counting (TCSPC) has been chosen.

Laser system

The laser system is the source of excitation light and is the first of several larger building blocks
for the TRPL experimental setup. The basic requirements for the laser system are multiple. The
photons of the laser must have an energy larger than the band gap of the investigated material.
Moreover, the time in which the sample is illuminated must be several orders of magnitude shorter
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than the time of PL signal decay of the sample. Therefore the light source must be periodically
interrupted. Additionally, the time between the arrival of consecutive light pulses must be large
when compared to the time of PL signal decay. In this section the necessary components to meet
these requirements are presented.

The laser system consist of three basic components. These are a pump laser, a dye laser system
driven by the pump laser and a cavity dumper for outcoupling of pulses towards the rest of the
setup. Fig. 3.1 shows a schematic of the laser system.

The pump laser is a commercially available Nd:YAG laser system (Spectra Physics Vanguard
2000-HM532) [54]. It emits photons at 532 nm wavelength and has a pulse rate of 80 MHz. The
pump laser is guided to the dye laser system to excite emission from the dye.

In the dye laser system (Spectra Physics 375) [55], a mechanical pump drives the flow of the dye
solution. The dye has a short distance open jet in its cycle, after coming out of a nozzle as a laminar
flow. At this position the pump laser hits the dye compound 4-Dicyanomethylene-2-methyl-6-p-
dimethylaminostyryl-4H-pyran, also known as DCM. When excited it emits photons in the range
between 595 nm and 690 nm [56]. With a wavelength selector located inside the laser resonance
cavity and composed of a Fabry-Pérot interferometer, the wavelength can be tuned [55]. In this
case the dye laser system has been tuned to emit at 650 nm, which corresponds to a photon energy
of approximately 1.9 eV. This energy is higher than the band gap of CIGSe thin film absorbers,
which ranges from approximately 1.0 eV to 1.7 eV [57].

The cavity dumper (Spectra Physics 344s) [58] serves two basic functions. It works to couple
laser pulses out towards the rest of the setup. Additionally, it reduces the pulse rate of the output
when compared to the original pulse rate of the pump laser. The cavity dumper is located inside
the resonance cavity of the dye layer system. It replaces the opaque mirror used for output in more
conventional laser systems. In the cavity dumper the output of the laser is achieved by guiding
the pulse through a piezo-crystal. By changing the refraction index of the crystal via a sound
wave, laser pulses inside the crystal are diffracted into a different path away from the resonator and
towards the rest of the experimental setup. The output rate can be tuned by modulation of the
sound wave. The pressure wave comes from a radio-frequency generator (Camac CD 5000 - RFGen)
connected to a loudspeaker. This loudspeaker is in direct contact with the crystal. To synchronize
the pulses from the pump laser with those of the cavity dumper, a trigger diode modulates the
radio frequency generator. The trigger diode is coupled to the pump laser by a wave divider, which
guides a small percentage of the laser power towards it. A control unit between the trigger diode
and the radio frequency generator permits to decrease the pulse rate by a constant factor. A laser
with synchronized pump laser and cavity dumper is called “synchronously pumped”. This method
has the advantage of keeping the output pulses at the same temporal width of the pump laser [59].
For the pulse rate of the pump laser (80 MHz), the time between arrival of consecutive pulses is
12.5 ns. This would be well below the time of PL signal decay expected for CIGSe material, which
lies between 0.2 ns and 250 ns [32, 43, 60–62]. Therefore the pulse rate is set to 2 MHz, giving the
PL signal enough time to decay completely, before the next pulse arrives and PL emission starts
again.
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Figure 3.1: Schematic of the dye laser system including the Nd:YAG pumping laser. A sensor
diode (D) controls the radio frequency generator (RF), which feeds into the cavity
dumper. Part of the output power is guided to the autocorrelator (AC) for monitoring.

The shape of the pulses, i.e. their intensity over time, is monitored constantly by an autocorrela-
tor. After exiting the laser cavity, a beam divider leads a fraction of the output power towards the
autocorrelator (Spectra Physics, model 409) [63]. The pulses in this setup are approximated with
a Gaussian curve and their full width half maximum (FWHM) was measured to be 7 ps [12].

There is an intrinsic power fluctuation to the mode-locked pump laser system and therefore to the
overall output of the laser system as well. By measurement with a powermeter (Thorlabs S130C)
over an integration time of 1 hour it was found that the power fluctuation is smaller than 3%. This
range of stability allows to work with the simplification of constant average power. The error in
the PL decay lifetime introduced here is negligible.

Photoluminescence emission and detection

After the laser pulse leaves the laser system via the cavity dumper, it is guided towards the
investigated sample. The laser photons then excite charge carriers, which can recombine, with
a portion of these carriers recombining radiatively and producing photoluminescence emission in
the sample. The emission happens isometrically in all solid angles. An array of lenses focuses
a fraction of the PL emission towards a monochromator. The monochromator serves to filter the
signal to only detect wavelengths corresponding to the maximum of the PL emission spectrum of the
samples, which was previously characterized. After the signal has been filtered, it is guided towards
a photomultiplier, which then creates a voltage signal from the detected photons. This signal is
captured and analyzed by electronic components and is then compiled into the final measurement
data. Further details about each step of this processes are presented below.

The laser beam hits the sample at an angle of approximately 45°. Because of its angle of incidence,
the laser spot has an elliptical shape. The diameter of the laser spot, defined here as the FWHM of
the lateral intensity profile was measured with a beam profiler (DataRay WinCamD-UCD15). The
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diameter was found to be 450 µm for the major elliptical axis and 250 µm for the minor axis. This
is several orders of magnitude above the grain size in CIGS. Therefore the effect of lateral charge
carrier diffusion due to inhomogeneous excitation can be neglected, as discussed in Section 2.2.3.

It is important for the measurement of TRPL to separate the dynamics of PL decay from the time
dependence of generation. However, due to the finite spectral width of the laser pulse, it suffers from
broadening as the photons with different wavelengths pass through the multiple optical components
of the setup. If the width of the pulse is close to or even greater than the time of PL decay, it is
then necessary to analyze the data by deconvoluting the signal to separate PL emission from the
laser pulse [64]. To monitor this effect the broadening of the pulse was determined by measuring
TRPL on a white reflector and detecting at the same wavelength of excitation. The detected pulse
width (FWHM) was 200 ps, and thus much smaller than the PL decay times of the investigated
samples. For this reason the deconvolution of laser pulse and TRPL signal is omitted in this work.
This error arising from this simplification is negligible.

After emission from the sample, a fraction of the photons is collimated by a plano-convex lens.
The collimated photons are then focused by a second plano-convex lens onto the entrance slit of a
monochromator (Newport Cornerstone 260). Before entering the monochromator the signal goes
through a longpass edge filter, which cuts out the wavelength of the excitation laser, thus avoiding
false detection at the second order refraction wavelength, i.e. at the position of the monochromator
grating corresponding to double the wavelength of excitation.

The photon detection is carried out by a peltier-cooled, near-infrared (NIR) sensitive photo-
multiplier tube (PMT) module (Hamamatsu H10330-75). This detector can be connected to a
lock-in amplifier (Stanford Research Systems SR810) for spectral PL measurements or to a TCSPC
module for TRPL measurement (Becker&Hickl, SPC150). Detection is done at the wavelength of
maximum PL emission of the investigated CIGSe absorber (1050 nm). The spectral width of de-
tection is determined by the width of the exit slit of the monochromator. Previous experiments [12]
have found that with an exit slit width of 1 mm, the spectral resolution of detection is of around
10 nm. Additionally, the spectral width (FWHM) of the excitation laser pulse was measured to
be approximately 10 nm. Since the previously mentioned monochromator was used to measure
this and since the spectral width is in the same order of magnitude as the error coming from the
monochromator, both uncertainties can be expected to influence one another and to result in a
total spectral uncertainty of 10 nm. The error in photoluminescence decay from this 10 nm error
range in detection is negligible. The slit width of 1 mm was chosen as a balance between spectral
resolution and signal amplitude. A slit width much smaller than 1 mm would result in a signal too
weak when compared to the noise level, especially in conditions of very low excitation power. A
slit width much larger than 1mm on the other hand would result in a spectral uncertainty leading
to a false interpretation of the data. Therefore the slit widths for measurement stay in a similar
order of magnitude (0.5-2 mm).
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Fig. 3.2: From [12], [64]. Schematic of the experimental setup for measurement of time-resolved
photoluminescence via time-correlated single photon counting.

Time-correlated single photon counting

The method of detection for time-resolved photoluminescence applied here is time-correlated
single photon counting. This is a highly sensitive technique in which single photons of a periodic
signal are detected, while the time difference between a reference signal and the time of detection
of these photons is measured. With it time resolutions in the order of magnitude of picoseconds
can be achieved [64]. The basic structure of the measurement setup for TCSPC is shown in Fig.
3.2 and further details can be found in Ref. [64]. The main outline of this method will be presented
here.

The principle behind TCSPC is considering the detection of photons during the photolumines-
cence decay as a random process. The probability of single photon detection at each point in time
is assumed to be directly proportional to the intensity of the overall PL signal at that same time.
By plotting the distribution of the detected photons versus their time of arrival at the detector, the
shape of the signal can then be reconstructed. By repeating the cycle of excitation and emission,
e.g. with a pulsed laser, it becomes possible to gather data over times several orders of magnitude
longer than the time of decay of the PL signal.

The time of detection of photons at the photomultiplier (PMT) is measured with the help of a
time-to-amplitude converter or TAC. The TAC takes a start and a stop signal from two different
detectors as triggers and converts the time difference between these signals into a voltage value that
can be worked with by further electronic components. The stop signal comes periodically from the
excitation laser, which hits the stop diode after passing through a beam splitter. The start signal
comes from detections at the photomultiplier, which do not happen in every excitation cycle. If
a detection happens, the time value from the TAC is assigned to a time bin in a histogram by
the electronics. For each detection, one entry is added to the corresponding bin. After numerous
repetitions of the cycle, the histogram takes the form of the PL decay signal. This type of array
is called a “reversed start-stop configuration” (Fig. 3.2). This means that only actual detections
at the photomultiplier are considered as start signals for the TAC. One further point to consider
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is that the signal of the stop trigger must be delayed before reaching the TAC, so it is recieved by
the TAC after the start signal. This delay must be chosen so that an entire decay curve can be
measured but it also must be smaller than the time between pulses so the cycles of detection do
not overlap. Moreover the time between start and stop must be subtracted from the delay to get
the time of arrival of the photon.

3.1.2 Electrical characterization

Further experimental methods help characterize the samples at an electrical level. These methods
will be presented here shortly. In some cases the measurements were done to provide additional
data, and to serve as a method of verification of the simulation model. Examples of this are
measurements of current-voltage characteristics and quantum efficiency spectra . In other cases
the main goal of the measurement is the extraction of a material parameter for use in the simulation
model.

From current-voltage characteristics (IV) the photovoltaic efficiency of the samples can be ana-
lyzed. Further results from this measurement are the extraction of the short circuit current density
(JSC) and the open circuit voltage (VOC). IV measurements were carried out at 25 °C. The tem-
perature of the sample was held constant by a water-cooled stage and monitored via a thermal
sensor placed on top of a dummy cell next to the investigated sample. The dummy cell is also a
CIGS sample on a glass substrate of the same thickness. The solar spectrum of AM1.5g was closely
approximated by a solar simulator (Photo Emission Tech SS100AAA). The adjustment of the light
intensity was carried out by tuning the measured JSC to the one extracted from quantum efficiency
measurements (see below) and corresponding to the light intensity of 1000 W/m2 in the case of a
perfect solar spectrum. The collection and measurement of the current is done via a 4-point geo-
metry, i.e. four metallic probe heads contacting the sample. Voltage source and current detector
are united into a single source measurement unit (Keithley 2400). Two probe heads provide the
voltage source and two probe heads parallel to the other two are connected to the current detector.
This is done as to minimize the effect of external resistances on the measured current, e.g. those
of cables and measurement equipment [65].

Quantum efficiency is defined as the ratio of electron-hole pairs extracted as electric current from
the sample and the number of photons shining on it. This ratio is usually measured as a function
of the excitation wavelength. The measurement of external quantum efficiency spectrum (EQE)
can give insight into the spectral response of the sample. From this spectrum the theoretical value
of JSC for a AM1.5g spectrum at exactly 1000 W/m2 can be calculated [66], which is then taken as
the reference to adjust the light intensity in IV measurements. For this calculation, the spectrum
of the actual illumination source in IV measurements, which can vary slightly from the AM1.5g
standard, was taken into account.

In the EQE setup the amplitude of the electrical current extracted at each wavelength must
be divided by the number of incoming photons at that same wavelength. The setup consists of
a chopped light source to excite the charge carriers, a monochromator to select the wavelength
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of excitation, a current collector to extract the electric current from the sample and a lock-in-
amplifier to filter the noise out and to obtain results from the weak current signal coming from
monochromatic excitation. The light source contains a xenon lamp and a quartz halogen lamp
combined into a module (Bentham ILD-XE-QH). The output light is fed into a monochromator
(Bentham TMc300) and the monochromatic light is guided onto a sample after being periodically
modulated. The modulated monochromatic signal creates a very small current in the sample due
to its narrow spectral width. This signal is amplified by a lock-in amplifier (Stanford Research
Systems SR830). This provides access to the number of extracted electrons. Two calibration
cells, one made of silicon (Bentham DH Si) and one made of germanium (Bentham DH Ge) allow
to determine the intensity of the emission spectrum of the lamps and therefore gain access to
the number of photons reaching the sample at each wavelength. With these data, the quantum
efficiency at each wavelength can be calculated. No additional light bias was present during the
measurements and these were done at room temperature with no temperature control.

For capacitance-voltage (CV) measurements, which permit to extract the values of the doping
density of CIGS, were done with an impedance/gain-phase analyzer module (Hewlett Packard
4194A). The equivalent circuit of the solar cell assumed for this measurement is composed of a
capacitor and a resistance in parallel, representing the space charge region of the solar cell. By
applying an alternating voltage on the p-n junction and evaluating the phase shift of the detected
current relative to the input voltage, the capacitance can be calculated according to the chosen
equivalent circuit [67]. By then changing the amplitude of the applied voltage, the density of charge
carriers, and thus the density of doping can be evaluated [67]. To avoid the influence of defects
on the measurement, a capacitance-frequency analysis is first carried out. It must be guaranteed
that the frequency of the alternating voltage is much higher than the response time of defects, so
these do not have enough time to charge themselves and disturb the measurement by changing the
density of carriers. Measurements of CV were done at room temperature, in dark conditions and
at a voltage frequency of 100 kHz.

3.2 Lifetime extraction

A critical aspect of the evaluation of TRPL data is the extraction of the PL lifetime values. One of
the most common methods of achieving this is by fitting the measured curves with monoexponential,
biexponential or multi-exponential decay models [11, 60, 62, 68]. As discussed in Section 2.2, all
of these lifetime models assume either low injection conditions or homogeneous generation over
the depth of the absorber. However these two generalizations are seldom met in experiments
or simulations carried out for this work. As a consequence, a more general model for lifetime
extraction, one that is also valid under high injection conditions, is necessary.

Instantaneous lifetime

Ahrenkiel presents a very general method of lifetime extraction [17] by introducing the concept
of an effective lifetime, from here on also called the “instantaneous lifetime” τinst. It is defined at
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Figure 3.3: Left side: calculated TRPL curves. Right side: corresponding instantaneous lifetimes
τinst(t) as a function of time for monoexponential (upper row), biexponential (middle
row) and bimolecular (lower row) decay models.

each time value as a function of the PL intensity IPL(t) and its derivative over time:

τinst(t) =
(
− 1
IPL(t)

dIPL(t)
dt

)−1
(3.1)

As in other analytical models for lifetime extraction, this equation relates the slope of the curve
to the decay lifetime. In this case the slope is divided by the absolute value of the curve. In contrast
to other methods, the definition of the instantaneous lifetime takes into consideration that the slope
of the decay can change continuously over time during PL decay. In general, the instantaneous
lifetime takes its minimum value at t = 0 and grows continuously. For monoexponential decays
(Eq. 2.31), the value of τinst is constant. In a biexponential case (Eq. 2.48) there are two nearly
constant regimes in the graph of τinst(t), corresponding to the two lifetimes in the model τ1 and
τ2. Between these two regimes there is a step. In a bimolecular decay curve (Eq. 2.29), τinst
converges over time towards a maximum, from here on called the “asymptotic lifetime” τ∞ (Eq.
3.2). Fig. 3.3 shows examples of monoexponential, bimolecular and biexponential decay curves
and their respective time evolution of the instantaneous lifetime.
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The asymptotic lifetime can be defined as the limit towards which τinst converges over time.

τ∞ = lim
t→∞

[τinst(t)] (3.2)

For ideal cases (homogeneous excitation over depth, no p-n junction and no defect recombination)
the value of τ∞ corresponds to the pure low injection radiative lifetime τrad (Eq. 2.30). For less
ideal cases the early part of TRPL decay curves can be strongly influenced by effects such as
charge separation, diffusion and bimolecular recombination. These effects are largely relevant for
time-resolved measurements but play no significant role in the measurement of device performance.
On the other hand, in the presence of defect recombination, the asymptotic lifetime is influenced
strongly by the trapping, emission and defect recombination lifetimes. These are all effects closely
related to the solar cell efficiency [69, 70]. For this reason, the instantaneous lifetime becomes an
important tool to investigate the dynamics of TRPL decay, since it describes the actual charge
carrier recombination lifetime if the measurement time is sufficiently long. Thus, the asymptotic
lifetime is a strong candidate for a fitting PL lifetime value to correlate with the device efficiency [10],
which will be an important factor in the investigations presented in later sections.

3.3 Simulation

The interpretation of TRPL measurements is a complex problem with many more variables than
what could be determined from a single measurement. While the variation of sample characteristics
and experimental conditions helps providing a larger set of equations to extract more meaningful
information, many variables remain unknown. In some cases this is because they are not expe-
rimentally measurable, while inevitably each variation introduces new variables. Simulations can
help verify some of the assumptions made during the interpretation of experimental data by testing
them with concrete physical models. They are an important tool in understanding the influence of
specific material properties on TRPL measurements and on device performance. In this work the
simulations are performed via the finite element method. The key equations for the simulation to
solve are the Poisson and continuity equations, which give access to the electric potentials and the
charge carrier concentrations. Details about the simulation tool are included below.

In this section, a short motivation for the choice of Sentaurus TCAD [71] as the simulation tool
will be given. After that the characteristics of the simulation model will be presented. This includes
the physical models taken into account, possible simplifications and assumptions that had to be
made and a detailed list of parameter values. A basic description of how the simulation tool works
is also included.

3.3.1 Introduction to the simulation tool

The simulation tool required for this work must be able to describe the time-dependent PL
behavior of bare absorber layers while also being able to reproduce the data from quasi-stationary
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IV and EQE measurements performed on entire devices. From the many freely and commercially
available tools, only few satisfy all these requirements. Here a list of well-known tools for simulation
of semiconductor devices is presented. By analyzing their strengths and weaknesses it can be
recognized which are best suited for the goals of this work.

To categorize the simulation tools it is useful to look at their capacities of carrying out quasista-
tionary or transient calculations. For the definitions of transient and quasistationary models see
section 3.3.2. One of the most well-known and widespread tools is the freely available SCAPS-1D
(Solar Cell Capacitance Simulator) by M. Burgelman from the University of Gent [72]. This tool
allows quasistationary optoelectrical simulations in a quick and flexible manner for 1-dimensional
models of layer stacks. Other freely available simulation tools are SC-Simul by the research group
GRECO of the University of Oldenburg, R. Brüggemann [73], AMPS-1D (Analysis of Microelectro-
nic and Photonic Structures) developed at the Pennsylvania State University by S. Fonash et al. [74]
and AFORS-HET (Automat FOR Simulation of HETerostructures) developed by R. Varache et al.
at the Helmholtz Zentrum Berlin [75].

The most common tool for simulation studies of time-resolved photoluminescence is the commer-
cially available program Sentaurus TCAD (Technology Computer Aided Design) [42,45,46,76,77],
developed by Synopsys [71]. The free applications named previously have the limitations of working
only with one-dimensional models, while focusing mainly on quasistationary simulations. AFORS-
HET, while being free, also has the capability of doing simulations of transient measurement met-
hods, including photo-electroluminescence, in a 1-D environment. With Sentaurus TCAD it is
possible to simulate in one, two or three dimensions, while having access to quasistationary and
transient calculations. Another advantage of Sentaurus TCAD over the other options is the pos-
sibility of working with pulsed light sources. Both the consideration of transient calculations and
the use of pulsed light sources for the excitation are essential for the proper calculation of time-
dependent radiative recombination. For these reasons, Sentaurus TCAD was chosen as the tool
for simulation. Most of the development of the model was carried out with the program version
J-2014.09 [78]. The results presented in chapter 4 were calculated using version L-2016.03 [79].

3.3.2 Simulation model

The simulation model presented in this work builds upon the previous work by Heise et al. [11],
Keller [80] and Richter et al. [81–84]. In order to simulate TRPL, a transient simulation was
implemented in addition to the already existing quasistationary simulations. A list of material
parameters is given in section 3.3.3. The most important characteristics of the model are listed:

• Layer stack: The simulated layer stack is the standard ZnO:Al/i-ZnO/CdS/CIGSe configu-
ration for CIGSe thin film cells, as it is the one corresponding to the investigated cells [11].
For TRPL simulations either CdS/CIGSe junctions or bare CIGSe absorbers are simulated.

• One dimensional: The equations are all solved along a single axis, which is perpendicular to
the surfaces of the layers and parallel to the propagation of light. Similarly only the component
of the current that is parallel to the simulation axis is calculated. Moreover, the composition
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of the layers as well as the intensity of light are assumed to be laterally homogeneous, so no
force is driving a current in any direction other than that of the simulation axis.

• Composition grading: Along the depth axis, a gradient in the gallium content of the CIGSe
absorber was implemented, corresponding to the one detected in Ref. [11].

• Front and back contact: The boundaries at the upper and lower surfaces of the layer stack
are ideal metallic contacts. The possible formation of Schottky barriers between metal and
semiconductor at these interfaces was not taken into account.

• Boundary conditions: The lateral boundaries of the simulation are assumed as ideal
Neumann boundary conditions. As a result, no current density flows through the lateral
boundaries and the electrostatic potential at the boundaries , as well as its derivative, are
continuous [79].

• Circuit: Sentaurus TCAD uses a method of calculation for the output current of the devices
called a “mixed-mode system”. This means that first the physical simulations regarding
semiconductor physics and any other physical models are performed for the defined layer
stack. This layer stack is then connected as a single component into an electrical circuit to
carry out the necessary experiments. This circuit can be complemented with any number of
additional classical electric components such as resistances, capacitors, voltage sources, etc.

• Circuit conditions: A voltage value between the front and back contact of the layer stack
can be defined. For TRPL simulations this value was held constant at zero. A very large
resistance (>1010 Ω) was added in series to the circuit as the only other component to simu-
late the open circuit conditions of TRPL measurements. For IV and EQE measurements the
resistance is set to the measured value of the series resistances from current-voltage charac-
teristics. In IV simulations the voltage is changed step-wise over the measurement range. In
EQE simulations the voltage is held at zero, while the wavelength is changed.

• Meshing: As part of the so-called “finite element method”, Sentaurus TCAD as well as
most other simulation tools, divides the simulated space into discrete points. The program
then solves the equations required at each of those points. The definition of the point grid
throughout the space is called “meshing”. In the case of 1-D simulations these points lie
all on the same axis. However, the distance between the points is not constant. A simple
function creates the grid using a minimum step size of 1 nm at each boundary of the layer and
increasing the step size by a constant factor over each new step until it reaches a maximum
step size of 70 nm towards the middle of the layer. Using this definition, the mesh is finest
towards the interfaces, where the gradients of the carrier concentrations are strongest due to
recombination and transport.

• Time resolution: As with the spatial resolution, the temporal resolution is not constant.
It is defined to be finer when the largest time derivatives are found, i.e. when the laser pulse
reaches the sample. For the duration of the pulse the temporal resolution is set to the order
of magnitude of 1 ps. For times long after the pulse (>10 ns) the time step increases to 0.1
ns.
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• Temperature: All simulations were carried out at a fixed temperature of 300 K.

Quasistationary and transient calculations

Two different types of simulation have been distinguished so far. Here a basic definition for both
types, quasistationary and transient, is provided.

In quasistationary simulations the numerical solution of each equation is repeatedly calculated
until equilibrium is reached. This step is repeated for each of the different conditions simulated for
the experiment. For example, in IV calculations this happens individually at every voltage value
and in EQE simulations at each excitation wavelength.

In transient simulations there is a time component which is relevant to the simulated experiment.
This means that the solutions to each equation are calculated for a number of time steps. These
calculations must consider the time derivatives of physical quantities such as the charge carrier
concentration and current density. This means that in transient calculations the solution of the
previous time step is taken as the initial condition for the following time step. In other words,
the system is not necessarily in equilibrium. This also means that the initial conditions have a
large influence on the calculated solutions. One clear example of this effect is the influence of the
injection level in TRPL simulations. For different injection levels, i.e. different densities of charge
carriers initially excited, the TRPL decay behaves differently.

Optical model

The propagation of light within the layer stack is calculated with a simplified model called
“Optbeam”. This method only takes reflection at the top of the layer stack into account, while
neglecting reflection at interfaces within the layer stack. To reduce the error introduced by this
method, the reflection at the uppermost layer of the stack (ZnO:Al) is not set to that of real isolated
ZnO:Al but instead to the measured reflection of the entire layer stack. Thus, the light intensity
entering the device I0,int is calculated as follows:

I0,int(λ) = I0(λ) [1−R(λ)] (3.3)

Here R(λ) is the wavelength dependent reflection as defined in Eq. (2.19) and I0(λ) is the light
intensity reaching the surface of the device from the outside. The absorption and hence the charge
carrier generation over the depth of the layer stack is calculated according to Beer-Lambert law as
seen in Eq. (2.18). This is a function of the absorption coefficient α(λ). Both R(λ) and α(λ) are
dependent on the components of the complex refractive index n(λ), which is defined as follows:

n(λ) = n(λ) + ik(λ) (3.4)
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Figure 3.4: CIGSe absorption coefficient for GGI between 0 and 1 in equidistant 0.1 steps.

The real component n(λ) goes into R(λ) (Eq. (2.19)), while α(λ) can be calculated from the
imaginary component k(λ):

α(λ) = 4πk(λ)
λ

(3.5)

In Sentaurus TCAD the optical parameters for each material are given in terms of n(λ) and
k(λ). While the real component of the layers below ZnO:Al are neglected in the Optbeam optical
model, their imaginary component is relevant for the absorption. The three n-type layers ZnO:Al,
i-ZnO and CdS have a step-like function in k(λ), with a change of several orders of magnitude in
the absorption around the wavelength of photons with energy corresponding to the respective band
gap. For the CIGSe absorber the optical constants are taken from Paulson et al. [85] in the range
λ < 650 nm. For longer wavelengths Ref. [11] calculates the absorption coefficient as follows:

α = Adirect

√
(~ω − Eg) /~ω (3.6)

Here ~ is the reduced Planck constant and ω = 2πc/λ is the angular frequency of photons.
The constant Adirect describes the direct band to band transition via absorption. Its value is set
to 2.9 · 104 cm−1 for CISe and 6.5 · 104 cm−1 for CGSe, which is interpolated for intermediate
compositions. This absorption spectrum is complemented with the addition of absorption via tail
states near the band edges, also called Urbach tails [86].

α = AU exp ((~ω − Eg) /EU ) (3.7)
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The Urbach prefactor is set to AU = 3 ·103 cm−1and the Urbach characteristic energy to EU = 25
meV. The optical constants of each layer are presented in Appendix A. Figure 3.4 shows the resulting
absorption coefficient of the CIGSe layers with different compositions. This is plotted as a function
of wavelength and the [Ga]/([Ga] + [In])-ratio (GGI).

The intensity time profile of the laser pulse I(t) was approximated by a Gaussian curve with
Imax as the maximum intensity, tS as the standard deviation of the time profile and t0 as the
time of maximum intensity. To simulate the experiment conditions as closely as possible, Imax
was calculated as a function of the average laser power PLaser used in experiments, while tS was
calculated from the measured FWHM time of the pulse tFWHM = 7 ps [12]. In simulations the
intensity of the laser pulse is assumed to be laterally homogeneous. Its maximum value is calculated
from experimental data as the average intensity of a pulse with a Gaussian shape. For this, the
standard deviation is calculated from the experimentally measured FWHM DFWHM = 460 µm.
As discussed in section 2.2.3, the width of the laser spot is several orders of magnitude larger than
the grain size in CIGSe. Therefore this approximation does not introduce any significant error.

I(t) = Imax exp
(
−
(
t− t0
tS

)2
)

(3.8)

tS = tFWHM

2
√

ln(2)
(3.9)

The average laser power is a simple function of pulse energy EPulse and pulse rate, while the
energy of a single pulse can be defined as the product of an area, in this case A = π(DFWHM/2)2

and an average energy density UPulse. At the same time the pulse energy density must be the
integral of the intensity over time:

PLaser = EPulsefLaser (3.10)

EPulse = UPulseA (3.11)

UPulse = Imax

ˆ (
exp

(
−
(
t− t0
tS

)2
))

dt (3.12)

By combining Eqs. (3.10), (3.11) and (3.12), the maximum intensity can be calculated from the
experimental conditions:

Imax = PLaser

2π
√

2πtSfLaser(DFWHM/2)2 (3.13)
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Charge carrier dynamics

To calculate the Fermi energy levels (Eqs. (2.14) and (2.15)) of each charge carrier type the
electric potential ϕ is needed. For this, the Poisson equation must be solved.

ε∇2ϕ = −q (p− n+ND −NA)−Nt (3.14)

Here ND is the ionized donor concentration, NA is the ionized acceptor concentration and Nt

is the density of charged trap states. The charge carrier concentrations n and p are calculated
according to the Fermi statistics presented in section 2.1.4. Since the band edge energies EV and
EC can be given as simple functions of the electric potential (Eqs. (2.16) and (2.17)), ϕ becomes
the only variable in the Poisson equation, which then can be solved numerically and its result can
be used to solve all other surrounding equations.

The current densities are calculated from Eqs. (2.22) and (2.23), following the drift/diffusion
model. Simultaneously, charge carrier concentrations follow their respective continuity equations
for their time evolution (Eqs. (2.20) and (2.21)). In these equations the total recombination rate
is the sum of the rates of all recombination mechanisms taken into account (see section 2.1.4).
At the CdS/CIGSe interface thermionic emission is considered (Eq. (2.59)) as well as interface
recombination (Eq. (2.38)). In the bulk material radiative and SRH recombination are considered
(Eqs. (2.27) and (2.37)).

Defect densities Nt are defined as a distribution over defect energies with a Gaussian shape, with
N0 as the maximum value, ET as the central energy and ES as the standard deviation:

Nt(E) = N0 exp
(
−(E − ET )2

2E2
S

)
(3.15)

For defects acting as traps, the rates of capture Rc and emission Re are dependent on the fraction
of occupied traps ft, which ranges between 0 and 1.

Rc = σnvthnNt(1− ft) (3.16)

Re = σnvthNtftNC exp
(
−EC − ET

kT

)
(3.17)

3.3.3 Material parameters

Table 3.3.1 contains an overview of the most relevant material parameters for each layer.
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4 Results

In this chapter the simulation model detailed in previous chapters is applied to three different
topics of investigation. The steps taken and results obtained are presented in three sections, with
each section focusing on one single topic of investigation. All three topics are closely related to
the evaluation of material quality and solar cell efficiency via time-resolved photoluminescence
measurements.

The first topic (Section 4.1) is the influence on TRPL measurements of changes in single material
parameters affected by metastability. The second topic (Section 4.2) is the correlation between
photoluminescence lifetime and open circuit voltage. The third topic (Section 4.3) is the influence
of p-n junction on TRPL measurements.

4.1 Parameter study and metastability

The metastable changes in CIGSe thin film solar cells caused by heat and illumination treatment
have an influence on their efficiency as well as on their PL decay. Therefore it is relevant to
understand which of the parameters changed by such conditioning has the strongest influence on
efficiency and PL lifetime. This analysis is key if the results of time-resolved photoluminescence
measurements are to be used to evaluate device efficiency.

A basic one dimensional SCAPS-1D simulation model was previously developed within the re-
search group by Heise et al. [11] and Keller [80]. Especially Ref. [11] focuses on the exact same
samples as the ones investigated in this work. For these devices the TRPL behavior was measured
and they were electrically characterized to extract their parameters for simulation. The metastable
changes were observed to have an influence on the electrical behavior, i.e. IV characteristic and
IQE spectrum, as well as on TRPL decay curves. It was found that samples annealed in the dark
for 15 hours at 90 °C have a lower doping density than samples which were first dark annealed
and then additionally light soaked under an AM1.5 spectrum for 9 hours at 90 °C. Moreover, light
soaking increases the defect density of the samples and shifts the energy of the defects.

The simulation focuses on reproducing these effects of metastable changes of material parameters.
The SCAPS-1D simulation model was set to contain only three main changes after light soaking,
namely increased doping concentration, increased defect density and change in defect energy. It was
verified that the change in these three material characteristics is sufficient to explain the observed
changes in internal quantum efficiency and current-voltage characteristic. Furthermore, it was

43



4 Results

demonstrated via electron beam-induced current measurements that the diffusion length of electrons
was reduced after light soaking. This was interpreted as proof of a reduced photoluminescence
lifetime in the light soaked samples, which fits well with the observed behavior measured in TRPL
and with the measured increase in doping concentration and defect density. Nevertheless, TRPL
measurements of these samples have only been characterized by analytical fitting so far. In this
work, the existing simulation model is expanded to include time-resolved simulations.

The goal of this section is to recognize via simulation which of the material parameters affected
by metastability has the strongest influence on TRPL measurements. To analyze this topic, a
parameter variation was carried out. The starting point is presented as a simulation model capable
of accurately reproducing the TRPL measurement results of the investigated samples. From this
simulation model as a basis, the effect of changing the values of single material parameters is
recorded. The results in this section have also been summarized in Ref. [9].

4.1.1 Research steps

The simulation model used for this section is the one described previously in section 3.3. The
material parameters are directly taken from table 3.3.1.

TRPL measurements and simulations are based on research done by Heise et al. [11] on the
investigated samples. Some of the experimental values are also taken from Ref. [11]. Additional
experimental data was used in order to include a variation of experimental conditions. As discussed
in section 2.2, simulating data from experiments with different conditions makes it possible to
determine the parameter values for the simulation model with higher confidence.

Measurements were performed on samples that were chemically etched to remove the ZnO:Al and
i-ZnO n-type window layers. The etching was done with 5% acetic acid for 3 minutes. Thus, the
samples consist only of CdS buffer layer and CIGSe absorber. Two sets of samples were investigated.
All samples were dark annealed for 15 hours at 90 °C. The first set of samples, here labeled “DA”
was left in this state. A second set of samples, labeled “LS”, was additionally light soaked under
AM 1.5 spectrum for 9 hours and at 90 °C.

A number of material parameters were detected to change between the DA and LS states [11].
Table 3.3.1 contains the values of these parameters for each of the states. Specifically the doping
concentration, the density of defect states and their distance from the conduction band were ex-
perimentally found to change with metastable conditioning. Two distinct defect states near the
conduction band were found, also detailed in Table 3.3.1. The capture cross sections of these traps
were adjusted as one of the free fitting parameters to accurately simulate the TRPL behavior of
the samples. The reason why the capture cross sections are an adequate fitting parameter is that
they cannot be experimentally determined. Therefore they constitute one of the degrees of freedom
for tuning of the simulation model. To obtain good results it was necessary to assume a doping
concentration lower than that measured for both states. Nevertheless, the ratio between measured
and simulated doping concentration was equal for both states NA,meas/NA,sim = 1.63. The discre-
pancy between measurement and model can be a result of the contribution of defect states to the
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measurement of the capacitance of the space charge region. This effect can lead to experimental
values of NA that are too high [29,87].

The variation of experimental conditions was done by changing the power of the excitation laser.
This was done to increment the level of confidence on the parameter set used for the model and
to gain deeper physical insight into the processes happening in TRPL measurements, as discussed
in sections 2.2 and 3.3. Using neutral density filters the laser power was varied and measurements
were carried out for values PLaser = 0.5, 1, 2 and 7 mW. The initial density of excited carriers ∆n0

is given here as a multiple of the doping density NA, which is dependent on the state of the sample.
For DA samples the values of ∆n0 range from 6 · NA to 85 · NA, meaning that the samples are
always under high injection conditions. For LS samples ∆n0 ranges from 0.5 ·NA to 7 ·NA. This
corresponds to low injection for the first value and high injection for the last one, with a transition
between both regimes for the intermediate laser powers.

After simulating the variation of experimental conditions, a further series of simulations was
performed. In each set of simulations a single material parameter of the CIGSe absorber was
varied. The focus of this parameter variation was on the parameters detected to change between
DA and LS states, i.e. doping concentration, defect density and defect energy. Further parameters
were also varied, which could have a strong effect on the PL decay behavior, in this case the
radiative recombination constant and interface recombination velocity. The range for variation of
each parameter are indicated in Fig. 4.2 and Fig. 4.3.

Simulations of the TRPL experiments were carried out with Sentaurus TCAD version J-2014.09-
SP1 [78]. A total time of 200 ns after arrival of the laser pulse was simulated. The detected defect
states were taken mainly as traps, i.e. the recombination rate over these defects is very low. Using
strongly asymmetric capture cross sections (see table 3.3.1) the recombination is greatly reduced.
This makes the defect states have their main effect by trapping and emitting electrons from and to
the conduction band. Simulations and experiments were performed at a temperature of 300 K.

4.1.2 Results

This first implementation of the simulation model was successful in simulating the experimen-
tal results of time-resolved photoluminescence of CdS/CIGSe layer junctions. Figure 4.1 shows
the experimental data next to the corresponding simulations for DA and LS samples at different
injection levels, i.e. quotient between initially generated charge carrier densities ∆n0 and doping
concentration NA. From the analytical model (Eq. 2.29), the time evolution of PL emission is
expected to be a function of the injection level. In the experimental data it can be recognized that
the PL decay of LS samples is significantly faster than that of DA samples under similar injection
levels. This can be seen when comparing the case with ∆n0 = 6 · NA for DA and ∆n0 = 7 · NA

for LS samples. This difference in PL decay time can be theorized to be a result of the increased
doping concentration or defect density in the LS state. The variation of single parameters is aimed
to help recognize which of these parameters has the dominant influence, if any.
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Figure 4.1: From [9]: Simulated curves (solid lines) and experimental data (scattered) of TRPL
decay for dark annealed (DA) and light soaked (LS) conditions of CdS/CIGSe juncti-
ons. A variation of the excitation laser power was carried out. The injection level is
given in multiples of the doping concentration NA.

For the DA state, the agreement between experiment and simulation is good throughout all
simulated injection levels. In the case of LS samples, the agreement is better at intermediate
injection levels. In low injection, a very fast PL decay is simulated which is not observed in
experiments. At high injection, the simulated PL decay for the LS sample is faster than that
observed in experiments.

The results of varying the doping density of the CIGSe absorber are shown in Fig. 4.2. Here the
values for the defect states of the DA samples were taken, while exclusively the doping concentration
was changed. The blue curve in Fig. 4.2 corresponds to the NA value of the DA state, while the
red curve corresponds to that of the LS state. As observed previously in the variation of excitation
power, with higher doping density a very fast decay during the first few nanoseconds (t < 20
ns) appears. The doping concentration can influence the PL decay lifetime in two distinct ways.
Firstly, it reduces the overall radiative lifetime of the charge carriers (Eq. (2.30)). However this
would not lead to a marked transition between a fast and a slow decay. Secondly, a higher doping
concentration creates a stronger bending of the energy bands at the space charge region. This
leads to a stronger charge separation (see section 2.2.3) and to a short, fast decay in the first
few nanoseconds after excitation. This has also been observed for other samples from the same
producer [88] and for samples with a p-n junction containing ZnO and CdS as the n-partners [43].
This effect will be studied in more detail in a later section.

Two further parameters observed to change between LS and DA state were investigated (Fig. 4.3
“a” and “b”). In the case of the defect density Nt, the difference in value between the two states
creates an effect, which is significantly weaker than that of the change in doping concentration.
Since the defects are assumed to act almost exclusively as traps, i.e. having very low recombination,
the density would have to be increased by more than one order of magnitude to observe a significant
change in TRPL decay. This would be a change much larger than the one measured. Regarding
the influence of shifting the defect energy on PL decay, in this case the difference observed between
LS and DA states is negligible.
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Figure 4.2: From [9]: Simulated curves of TRPL decay under variation of the doping concentration
of the CIGSe absorber and constant excitation power. The blue curve corresponds to
the doping concentration of the dark annealed state, while the red curve corresponds
to the doping density of light soaked samples.

Figure 4.3: From [9]: Simulated curves of TRPL decay under variation of multiple material para-
meters: a) defect density, b) distance of defect states from the conduction band edge,
c) radiative recombination constant and d) interface recombination velocity. Blue cur-
ves have parameter values corresponding to the dark annealed state, while red curves
correspond to the values used for light soaked samples.
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From the parameter variations discussed so far it can be concluded that the change in TRPL
behavior between dark annealed and light soaked samples is dominated by their difference in doping
concentration. Other treatment methods that increase efficiency of CIGSe solar cells by increasing
the doping concentration of the absorber can be expected to have similar results on the TRPL
behavior, namely faster decay at constant excitation power.

The last two parameters varied were independent on the state of the sample (Fig. 4.3 “c” and
“d”). The radiative recombination constant is characteristic to the material quality of the CIGSe
absorber and the interface recombination velocity depends on the interface partner and the quality
of the production of the layer stack. For these cases the base values of the DA state were used.
While these parameters can also be observed as free fitting parameters, to achieve a significant
difference in TRPL decay they have to be varied by one or more orders of magnitude, which
greatly reduces their role as fitting parameters, as the values are kept in the order of magnitude
found in literature.

4.1.3 Summary

A reasonable agreement between TRPL simulations and experiments was achieved. This result
was obtained with the same simulation model applied previously [11] to accurately simulate IV
and EQE measurements performed on the same samples, which was then expanded in this work
to perform time-resolved simulations. Two types of samples, dark annealed and light soaked, were
investigated. Between these two conditioning states some differences were experimentally found.
Namely the doping concentration of the CIGSe absorber, its density of defect states and the distance
of these states from the conduction band were detected to change. These parameter changes were
implemented in the model to simulate the two different CIGSe conditioning states. The capture
cross sections of defect states in the absorber were used as free fitting parameter, as they are one
of the material parameters not experimentally available. Additionally, the doping concentration
assumed for the CIGSe absorber also had to be adjusted in simulations to achieve good results.
This adjustment is estimated to be within the uncertainty in the measured values. Additionally, the
factor by which the doping concentration was measured to shift between the two conditioning states
of the absorber was kept in the simulations. The difference between measured and simulated doping
density can be attributed to the influence of defect states on the capacitance voltage measurements
carried out to determine the doping concentration.

As a variation of experimental conditions, the laser power for excitation was changed both in
experiments and simulations. This allowed to find the correct parameter values for the simulation
model (capture cross sections and doping density) with a higher level of confidence. Several para-
meter variations were done inside the simulation with the aim of recognizing which of the material
parameters affected by metastability plays the most important role in the changes observed in
TRPL decay between DA and LS states. Of the parameters investigated, the doping concentration
was found to have the strongest influence on TRPL decay curves.

A deviation between simulations and experiments at low injection conditions and high doping
concentration of the absorber was observed. In such cases the model calculates a very fast and
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short decay in the first nanoseconds after excitation, which was not observed in experiments. It
is estimated that this is an effect of charge carrier separation at the p-n junction. To better
understand the source of this deviation, the influence of the p-n junction on TRPL measurements
will be investigated in later sections.
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4.2 Correlation between photoluminescence lifetime and open circuit voltage

Before TRPL is applied to determine the quality of CIGSe material during production, a clear
correlation between the results of TRPL measurements, e.g. photoluminescence lifetime τPL or
minority carrier lifetime τn, and device performance must be demonstrated. Currently, however,
this is still a topic of study and discussion in the scientific community. In this section the most recent
findings in the topic are presented. After this introduction, the research steps taken and results
obtained in the investigation of this topic will be summarized. The results in this section have been
previously published in Ref. [10]. In order to simulate the solar cell performance parameters, such
as open circuit voltage, simulations of IV characteristics and EQE spectra, in addition to those of
TRPL, are introduced. All three experimental methods are simulated with the same model. After
demonstrating the validity of the simulation model, a parameter variation is carried out. The goal
of this variation is to investigate the influence of single material parameters on TRPL lifetime and
open circuit voltage. This way the correlation between both quantities can be analyzed.

4.2.1 Theory

From the formula for the open circuit voltage (Eq. (4.1)) it is expected that VOC depends directly
on the carrier lifetime, as the saturation current density J0 also shows this dependency [89].

VOC = kT

q
ln
[
JSC
J0

+ 1
]

(4.1)

Some studies report a correlation between PL lifetime and open circuit voltage as an indirect
measure of cell efficiency [61, 62]. Meanwhile, other studies show only a weak correlation [90,
91] or are not able to establish any clear correlation [60, 92]. This discrepancy in the results is
partly attributed to the fact that while CIGSe solar cell efficiency becomes higher over the years,
parameters that did not play a dominant role before, such as defect density, become more and more
relevant [92].

Previous studies about the correlation between photoluminescence lifetime and open circuit
voltage take experimental results and give an analytical approximation for the observed corre-
lation.

Repins et al. [91] describe the relation between VOC and τPL with the empirical constants C1

and C2, with I0 as the initial intensity of the TRPL decay curve.

VOC = C1 ln
(
τPL

√
I0
)

+ C2 (4.2)

For TRPL measurements performed with a 670 nm laser they obtain a coefficient of determination
of R2 = 0.68 for the correlation between VOC and τPL. When measured with a 905 nm laser they
obtain a better correlation with R2 = 0.83.
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Maiberg et al. [92] have identified an entire family of curves for VOC(τPL). For this description
they start from the dependence of VOC on the short circuit current density JSC and saturation
current density J0 and parametrize both current densities as functions of the PL decay lifetime
τPL, the density of electrons in trap states nt and the density of trap states Nt. They have found
that this family of curves can describe the spread of different values of VOC for the same PL lifetime,
which arises from a fluctuation in the density of traps. This is a first model to explain the observed
lack of correlation between VOC and τPL.

VOC = kT

q
ln

JSC
(
nt
Nt
τPL

)
J0
(
nt
Nt
τPL

)
 (4.3)

4.2.2 Research steps

The base for the simulation model and experiments are the same as in previous sections. IV and
EQE simulations and experiments were performed on layer stacks of ZnO:Al/i-ZnO/CdS/CIGSe,
while TRPL measurements and simulations are done on a layer stack of CdS/CIGSe. In this
section two different types of TRPL simulations are carried out. The first type serves to verify the
simulation model. Therefore it must match the conditions and results of experiments as closely as
possible. The second type of simulation is applied to investigate the role of individual absorber
material parameters. Such simulations consider only the bare absorber layer.

The 1-D simulations at 300K for this section were carried out with Sentaurus TCAD version
L-2016.3 [79]. For TRPL simulations, open circuit conditions were applied. In EQE simulations
the system was set to short circuit conditions, while for IV simulations, the voltage between the
two contact surfaces is set to a range of values corresponding to the experiment. The spectrum of
illumination is changed between the experiments, with monochromatic, pulsed excitation for TRPL,
constant monochromatic excitation with varying wavelength for EQE and constant excitation with
solar spectrum for IV.

An important difference to the simulation model from previous sections are the capture cross
sections of the defect states in the CIGSe absorber. So far the capture cross sections were assumed
to be highly asymmetric with σn = 10−14 cm2 and σp = 10−18 cm2 and therefore the defect
states were treated as pure traps with negligible recombination. To tune results obtained with a
single simulation model to those of IV, EQE and TRPL measurements simultaneously, the capture
cross sections had to be adjusted as free fitting parameters. In this section the values are set
to σn = 10−14 cm2 and σp = 10−15 cm2. While these values are still significantly asymmetric,
recombination over the defect states cannot be longer neglected. Additionally, recombination at
the back contact surface was also added to the model.

In a first step, the simulation model is used to reproduce the experimental results of IV, EQE and
TRPL measurements. This is done to demonstrate the suitability of the simulation model for the
later steps. The TRPL simulations in this case are done for two injection levels with ∆n0 = 0.7 ·NA
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Simulation parameter Step Range of values

Doping concentration NA (cm−3) logarithmic n:(0.1-2)·1016

Hole mobility µp (cm2/Vs) logarithmic 0.01-5

Total defect density Nt (cm−3) linear (0-1.4)·1016

Central energy of defect distribution EC − ET (eV) linear 0.094-0.5

(Ga)/(Ga+In)-ratio back side GGIBack linear 0.22-0.5

Table 4.2.1: Parameters of the CIGSe material varied during the study of the correlation between
open circuit voltage and photoluminescence lifetime. The range of variation and the
type of step is given. Step size is kept constant in both the linear and the logarithmic
case.

for low injection and ∆n0 = 3 ·NA for high injection. The parameter values of light soaked samples
are used for this step.

In a second step, a series of parameter variations is carried out to investigate the correlation
between Voc and τPL. In this case TRPL simulations were performed for pure CIGSe layers. This
method was chosen to again avoid changes to the results coming from the dynamics of excitation at
a p-n junction and to focus on the behavior of the absorber. A variation of individual parameters
was carried out to help extract further information from simulations. The range of parameter
values used is shown in Table 4.2.1.

To obtain data for this analysis, the PL decay lifetime has to be extracted from the simulated
curves. This is done by plotting the instantaneous lifetime τinst from Eq. (3.1) and extracting
the asymptotic value τ∞ defined in Eq. (3.2). The motivation for this type of analysis is to find
a value for the PL lifetime that is descriptive of the simulated decay curve but is mostly tied to
the actual charge carrier lifetime of the material and not to time-dependent processes coming from
pulsed excitation (see section 3.2).

Fig. 4.4 shows examples of the influence of single material parameters on the shape of TRPL
decay curves and on their corresponding τinst(t) for ideal samples with no defect recombination.
Here, increasing the excitation power of the laser changes the dynamics and therefore also the TRPL
decay. However it can also be recognized in the plot of τinst that the decays converge towards a
common lifetime. This long lifetime is more closely related to the recombination lifetime of the
carriers in the absorber. The differences in the early part of the decay are caused by the changes
to the concentration gradient of the excited electrons and to the bending of the bands. In contrast,
when the doping concentration is increased, the asymptotic lifetime τ∞ changes significantly. This
is because of the faster radiative recombination.

The CIGSe parameters chosen for the variation are well known to have an influence on the
efficiency of thin film solar cells. These were the doping concentration NA, the gallium content
at the back contact GGIback, the density of defects Nt, the distance of defect states from the
conduction band EC − Et and the mobility of holes µp.
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Figure 4.4: From [10]: Simulated TRPL decays (left side) of isolated CIGSe absorbers and their
corresponding graphs for the instantaneous lifetime τinst (right side). Here an ideal
model with no defect recombination is used. The influence of different model and
simulation parameters on the extracted asymptotic lifetime τ∞ is shown.

Two distinct batches of parameter variations were carried out. In both batches single parameter
values are changed, while all other parameter values are left at the values corresponding to a base
parameter set. The two batches differ in the parameter set chosen as a base. The first batch of
simulations (Fig. 4.6 “a”) starts from a simplified model, in which the CIGSe absorber has no
composition gradient, no defect states inside the band gap and no surface recombination at either
front or back contact. This simplified base point for the parameter variation is labeled “Simplified
Model”. This first batch of simulations is done with the goal to better isolate the effect of each
single parameter. An exception to the rule was done when varying the energy of defects. In this
case the simplified model was adjusted to include defect states with the density listed in Table 3.3.1
for the LS state, since otherwise the result of changing the defect energy would be meaningless.
The second batch of simulations (Fig. 4.6 “b”) starts from the parameter set used to simulate
the experimental data and is labeled “Match Exp.”. Here recombination over defects, composition
gradient and surface recombination are taken into account. This step was taken to test the validity
of the results from the first batch in a setting in which the effects of the parameters are combined.
The plots for VOC against the extracted PL lifetime τ∞ resulting from these variations can be seen
in Fig. 4.6 “a” and “b”.
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Figure 4.5: From [10]: Results of simulations compared to experiments. On the upper left are
the TRPL experiments for LS samples in low and high injection conditions. The cor-
responding simulations are show at the upper right. IV simulation and experimental
data are show on the lower left, while EQE is on the lower right.

4.2.3 Results

Verification of the model

With the modifications mentioned above, the established simulation model is used to reproduce
the results of TRPL, IV and EQE experiments. The comparison between simulation and experiment
can be seen in Fig. 4.5. The results of the TRPL simulations are for CdS/CIGSe layer stacks, to
match the experimental conditions. For IV and EQE ZnO:Al/i-ZnO/CdS/CIGSe layer stacks were
used. The agreement achieved between experiments and simulation is high in the case of EQE and
IV. At high injection the TRPL simulation reproduces the experimental results accurately. In low
injection however, the simulation predicts a decay slower than observed. This again is due to the
model overestimating the influence of charge carrier separation at the space charge region in LS
samples, as seen in section 4.1.2. With these results as a base, it is then reasonable to use the
simulation to estimate the change in open circuit voltage and photoluminescence lifetime created
by the variation of single parameters.
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Parameter variation

The results of the parameter variation are compacted into Fig. 4.6. The TRPL simulations for
this study were done on CIGSe absorbers without CdS buffer layer. The graphs show plots of VOC
against τ∞. The axis for the asymptotic lifetime is scaled logarithmically. First the results for the
simplified model (graph “a”) will be discussed. It can be quickly recognized that many different
relations between VOC and τ∞ arise. The type of correlation observed is strongly dependent on
the parameter being varied. In some cases, a positive correlation was found, for example, when
increasing the distance of the defect states from the conduction band ET . In other cases, there
is a negative correlation, like when the doping concentration NA is changed. A last type of case
presents an independent behavior of VOC and τ∞, e.g. when the gradient of the gallium content is
increased.

Figure 4.6: From [10]: Results of parameter variation for the study of the correlation between
open circuit voltage VOC and asymptotic lifetime τ∞. The lifetime axis is scaled
logarithmically. Two sets of parameter variations were carried out: a) starting the
variation from a simplified simulation model with no defect recombination, no gallium
gradient and no front surface recombination, b) starting from the parameter set used
to match experiments in Fig. 4.5. The parameters varied are the gallium content at
the back contact GGIBack, the doping concentration NA, the density of defects NT ,
the mobility of holes µh and the distance of defects from the conduction band ET .
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The results obtained for each parameter variation will now be discussed individually. In general
it is useful to think of the open circuit voltage as a function of the splitting of the quasi Fermi
levels in the absorber. The goal of this discussion is to recognize if the results of the simulation are
physically reasonable and can be interpreted as valid, at least in a general, qualitative sense. It is
also useful to develop an intuitive understanding of the behavior observed.

Energy of defects

When the distance of defects from the conduction band is increased, the rate of emission of
electrons back to the conduction band is reduced drastically (Eq. (3.17)), making it more probable
for the electrons to recombine with holes. This increased recombination naturally decreases the
lifetime of charge carriers and therefore the asymptotic lifetime. At the same time the density of
carriers in both bands is reduced by the stronger recombination, reducing the splitting of quasi Fermi
levels and accordingly, the VOC . This type of behavior is the one expected for ideal semiconductors,
i.e. a positive correlation between PL lifetime and open circuit voltage. This variation series is the
only one in which this type of behavior is observed. In general it can be expected that any material
parameter which directly and primarily affects the non-radiative recombination rate will have this
type of effect.

Defect concentration

The defect concentration has a direct influence on the recombination lifetime. Therefore an
increased density of defects is expected to decrease both VOC and PL lifetime simultaneously. This
behavior can change however, if the defects are shallow and trapping and emission start playing
a role. This is what can be seen in Fig. 4.6. Here the relation between VOC and τ∞ changes as
the density of the defects increases. At first, the expected positive correlation is seen, but as the
density increases further, the trapped electrons do not have enough recombination partners due to
the smaller capture cross section assumed for holes. This increases the PL lifetime, but since the
non-radiative recombination rate is still increasing, VOC is further reduced, creating a shift into a
negative correlation. A correct assessment of material quality via TRPL is therefore only possible
if additional information is available. In this case the defect landscape should be known and the
possible influence of trapping and emission over flat defects shall be considered.

Doping concentration

An increase in doping concentration was here observed to increase the open circuit voltage, while
decreasing the PL lifetime, creating an effect opposite to the one seen when the non-radiative
recombination is increased. Since the first set of simulations is done for a simplified model with no
recombination over defects, the radiative recombination dominates the PL decay. As seen in Eq.
2.30, the radiative lifetime becomes shorter with increasing doping concentration. Moreover, with
increased doping in the absorber, the quasi Fermi level of holes moves closer to the valence band,

56



4.2 Correlation between photoluminescence lifetime and open circuit voltage

increasing the splitting of the Fermi levels and therefore the VOC . Additionally, the space charge
region in the p-type absorber becomes smaller and its band bending becomes stronger with higher
doping. This has an effect on both, PL decay due to the effect of charge carrier separation, and
on current collection, since the size of the space charge region is reduced. This is an example of
a counter-intuitive result in which the efficiency of the solar cell is increased while the PL lifetime
is decreased, e.g. due to the metastable changes of the sample. Therefore it becomes important
to be aware of the history of a sample before trying to make assessments about its quality for PV
applications via TRPL measurements.

Hole mobility

The mobility of charge carriers directly influences how carriers are redistributed after excitation.
As the mobility becomes small, the charge diffusion is reduced and radiative recombination domi-
nates. This changes the initial PL decay, but not the asymptotic lifetime τ∞. In the presence of a
p-n junction, this effect is even more marked, as charge carrier separation is also reduced. In both
cases, a lower mobility results in a strongly reduced density of holes towards the back contact, which
diminishes the splitting of quasi Fermi levels and therefore the VOC . This is an example in which
the simulation predicts an almost complete lack of correlation between VOC and τ∞. Any material
parameter having primarily an influence on the redistribution of charge carriers after excitation
but not on the recombination lifetime would be expected to have this type of effect.

Gallium gradient

As the content of gallium towards the back side of the absorber becomes higher, so does its band
gap. This increases the splitting of the quasi Fermi levels and the VOC . With the assumption used
here of a linear gradient in gallium concentration over the depth of the absorber, varying GGIBack
leaves the asymptotic lifetime τ∞ unchanged. This is again, because the recombination lifetime is
unaffected and only the redistribution of charge carriers after excitation is changed. The increase
in the band gap towards the back side, which primarily affects the conduction band edge, creates
a gradient in the electric potential for electrons. This potential gradient hinders the diffusion of
electrons towards the back side, therefore influencing the early part of the TRPL decay. A change
in the gradient of a linear gallium grading therefore significantly affects the VOC but does not
influence the PL lifetime. As the composition gradient is an important aspect of production, it is
therefore necessary to check that the gradient is adequate before analyzing the quality of CIGSe
absorber material via TRPL inspection.

Changing the shape of the gallium gradient, e.g. to a so called v-gradient, can significantly
change these results. Simulations were carried out to test this constellation. In the case of a
v-shaped gradient, the passivation of the front surface plays an important role. If front surface
recombination is high, then an increase of gallium towards the front surface of CIGSe helps increase
the charge carrier lifetime. If surface recombination is low or neglected, however, the asymptotic
lifetime is again unaffected by the gallium gradient.
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Combined effects

The results of the parameter variation for the case in which trap recombination, surface recom-
bination and composition gradient are considered simultaneously (Fig. 4.6 “b”) are discussed here.
While most of the results already presented still apply in this case, some differences can be observed.
The influence of changing the hole mobility on the open circuit voltage is negligible when recom-
bination over defects is taken into consideration. This is because for the experimental conditions
chosen here the influence of non-radiative recombination and trapping over defects dominate over
the effect of diffusion on the TRPL decay when both are considered simulataneously. Additionally,
the rate of change of VOC with increasing doping concentration is changed when recombination over
defects is taken into account. The density of defects is kept constant during the NA variation and
this changes the ratio of defects to doping, which makes the role of recombination stronger with
decreasing doping concentration. In real samples the doping and defect concentration are changed
simultaneously due to metastability of the samples. This however does not change the negative
correlation between VOC and τ∞ stemming from metastable changes.

4.2.4 Summary

The model used previously to calculate TRPL decays and successfully reproduce experimental
results was adjusted to be able to additionally reproduce IV and EQE experiments with the exact
same parameter set. A very good agreement between experiment and simulation was achieved for
IV and EQE. TRPL simulations were able to reproduce experiments to a reasonable degree, with
deviation from the experiments growing with decreasing injection level. After verifying the simula-
tion model, an investigation of the correlation between open circuit voltage and photoluminescence
lifetime was carried out by using parameter variations in the simulation model. IV simulations of
entire cell stacks were used to calculate the open circuit voltage while TRPL simulations of pure
CIGSe absorbers were used to obtain the photoluminescence lifetime. For this end the calcula-
ted TRPL curves were analyzed with help of the definition of an instantaneous lifetime and an
asymptotic lifetime.

The influence of each individual material parameter was studied first. In this step a simplified
simulation model without defect recombination, gallium gradient or surface recombination was
used as the base case for the parameter variation to better isolate the effect of each parameter. No
CdS buffer layer was included in TRPL simulations during the parameter variation to avoid the
influence of the p-n junction on the results.

A second set of parameter variations was performed to confirm the results from the first series. In
this second series the base case used contains the parameter values from simulations that reproduce
experimental results accurately. From the parameter variation several different relations between
open circuit voltage and photoluminescence lifetime were found. In the case of increased non-
radiative recombination, the correlation was positive, as observed when the distance of defects to
the conduction band was increased. In the case of increased Fermi level splitting but decreased
radiative lifetime, a negative correlation was observed. This was the case with the variation of the
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doping density. Increasing the density of defects can have two different effects. If the defects are
deep inside the band gap and trapping of electrons plays no important role, then the open circuit
voltage and the asymptotic lifetime are reduced simultaneously by increasing defect density and
the correlation is positive. If on the other hand the defects are shallow and trapping is dominant,
increasing the defect concentration raises the decay lifetime while still decreasing the open circuit
voltage, thus a negative correlation emerges.

Two cases of non-correlation between VOC and τ∞were observed. This was seen for the variation
of hole mobility and gallium content gradient. These two parameters do not affect the charge carrier
recombination lifetime directly, but rather influence the TRPL decay by changing the dynamics of
redistribution of the excited charge carriers during the first nanoseconds after excitation. When
recombination over defects is considered, however, the influence of the mobility on the open circuit
voltage was reduced to a negligible level. If recombination at the front surface is strong, an increased
gallium gradient toward the front of the absorber can also have an influence on charge carrier
lifetime.

The results are in agreement with literature, especially with the research done by Maiberg et
al. [92], who have presented a first explanation for the observed lack of correlation between open
circuit voltage and PL decay lifetime. In Ref. [92]this was calculated to be an effect of fluctuating
defect densities between samples. To this explanation a further one is added here. It is also a
possibility that fluctuations in the gradient of gallium content grading between samples also leads
to a non-correlation between open circuit voltage and photoluminescence lifetime.

From the obtained results it is evident that TRPL measurements can only be used to asses
material quality of CIGSe absorbers for photovoltaic applications if detailed knowledge about the
energy of defects and composition gradient of the material are previously known. It is therefore
recommended to make TRPL measurements more reliable by considering the spectral distribution
of the time-resolved photoluminescence signal, while also observing the change in response by
varying the wavelength of excitation. These methods, previously used by Kuciauskas et al. [41,44],
permit to analyze the charge carrier lifetime and the composition grading of the samples with
non-destructive and contactless methods, while yielding relevant information for the assessment of
material quality. This relates directly to the motivation presented for this work.
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4.3 Influence of p-n junction

In cases of high doping and low injection the TRPL decays for CdS/CIGSe layer stacks calculated
with the simulation model here show a significant difference with the experimental data from
literature. This difference manifested in previous sections in the form of a strong and fast decay
during the first few nanoseconds of the calculated curves. The source of this effect suggested until
now has been the influence of the p-n junction in the form of charge separation. Two predictions
are made based on the results given by the simulation model. First, the presence of a CdS/CIGSe
junction brings about a very fast PL decay in the first nanoseconds, coming from charge separation
Second, the presence or absence of such behavior is found to be dependent on the injection level. In
this chapter the physical arguments to expect a fast decay for a p-n junction under low injection are
presented. Additionally, this predicted fast decay is demonstrated in experiments. With this step,
the simulation model is further validated by formulating a prediction that is also experimentally
verified. The validity of the prediction is tested for varying doping concentrations of the samples.
TRPL measurements with and without CdS buffer layers and under different injection levels provide
further support for the claimed prediction.

4.3.1 Theory

As the charge carriers are generated in a strong electric potential gradient inside the space charge
region, holes and electrons flow in opposite directions and the radiative recombination, dependent
on the local value of the product n · p, decreases rapidly. This gives rise to the fast decay observed
during the first few nanoseconds of simulated curves under low injection. This effect is dependent
on the injection level due to the screening effect that the generated charge carriers in the space
charge region can have on the electric field present in the depletion zone. In Fig. 4.7 the energy
bands of the CdS/CIGSe junction right after excitation (t = 1 ns) are presented for the high
injection case (∆n0/NA = 12.3). Due to the high concentration of charge carriers generated toward
the CdS/CIGSe interface, the band bending is reduced and the influence of charge separation is
reduced. This screening effect is smaller with decreasing injection level.

The effect of p-n junction on TRPL measurements has been previously observed [76,88]. Metzger
et al. [76] have measured and simulated a similar behavior for entire solar cells with ZnO/CdS/CIGSe
layer stacks. However, they report that the effect vanishes for layer stacks composed only of
CdS/CIGSe. They back up their results with one-dimensional, time-resolved simulations. This is
a fundamentally different result from the one obtained from calculations in this work. The reasons
for this deviation will also be discussed.

4.3.2 Research steps

Following the prediction that the effect of charge carrier separation is dependent on the injection
level, a series of experiments at largely different injection levels were carried out. Making use of the
metastable effects present in CIGSe absorbers, two sample sets with different doping concentrations
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Figure 4.7: Band diagram of the CdS/CIGSe junction in equilibrium (solid lines) and 1 nanose-
cond after excitation with a laser pulse (dashed lines). The data is extracted from
simulations under high injection conditions (∆n0/NA = 12.3) and correspond to a
dark annealed sample.

were prepared. By measuring each set of samples under the appropriate excitation power, the same
injection level can be achieved for both samples. For this section new samples were prepared from
material previously manufactured by the industry partner. Like in previous chapters, dark annealed
samples were treated for 15 hours at 90°C in the dark, while light soaked samples were additionally
treated for 15 hours at 90 °C under AM 1.5 illumination spectrum at 1000 W/m2.

The doping concentration of the two sets of samples was measured by capacitance-voltage charac-
terization. For the dark annealed sample a value of NA,DA = (4.6± 0.5) · 1015 cm−3 was measured,
while for the light soaked sample, a value of NA,LS = (3.2± 0.5) · 1016 cm−3 was obtained.

Additionally, the photoconversion efficiency of the samples was tested via current-voltage charac-
teristics under AM1.5 illumination spectrum at 25 °C. Due to the small active area of the samples
of ADA = (0.31±0.01) cm2 and ALS = (0.25±0.01) cm2, no metallic grid was applied on top of the
ZnO layer for electrical characterizations. The values of the short circuit current were determined
by quantum efficiency measurements and were taken as a calibration point for the light intensity
of current-voltage measurements.

From the measured doping concentrations, the injection level at each excitation power was cal-
culated. The data from this calculation can be extracted from Table 4.3.1. The following equation
was used to calculate the injection level, i.e. the density of charge carriers initially generated at
the absorber depth x = 0 in relation to the doping concentration:

∆n0
NA

=
(
dNPhotons,Pulse

dx

1
ALaser

)∣∣∣∣
x=0

1
NA

(4.4)
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PLaser (mW) 0.16 0.45 0.73 1.2 2.0 3.15

Injection level DA sample (multiples of NA) 1 2.8 4.5 - 12.3 -

Injection level LS sample (multiples of NA) 0.1 0.4 0.6 1 1.8 2.8

Table 4.3.1: Injection levels for dark annealed and light soaked samples under different excitation
powers, as calculated with Eq. (4.4)

dNPhotons,Pulse

dx
= α(λ)NPhotons,Pulse (4.5)

NPhotons,Pulse = EPhoton

ĒPulse
= hc

λ

1(
P̄Laser/fLaser

) (4.6)

Here NPhotons,Pulse is the total number of photons in a single pulse, ALaser is the effective area
of excitation and x is the depth inside the absorber. The total number of photons in a pulse
can be calculated from the wavelength used for excitation λ, the pulse rate of the laser fLaser
and the average laser power P̄Laser with the Planck constant h and the speed of light c. The
derivative of NPhotons,Pulse over depth at x = 0 can be calculated from the absorption coefficient
α(λ) corresponding to the wavelength λ. Here Beer-Lambert absorption is assumed. EPhoton stands
for the energy of a single photon.

The simulation model was adjusted to include the measured doping concentrations of the samples.
The density of traps was assumed to be the same as in previous samples. This includes the
variation caused by dark annealing and light soaking, which is also taken from the simulation models
presented in previous chapters. Though this step introduces an uncertainty, it was demonstrated in
previous chapters that the difference in TRPL decay between the light soaked and dark annealed
samples stems mainly from the change in doping concentration and that the difference in defect
concentration has only a negligible effect. The values of the capture cross sections of defects are
kept the same as in section 4.2. The parameters used for fitting of the curves in this section are
the doping, thickness and electron affinity of the CdS buffer layer. The values for these three
parameters, however, are kept equal for LS and DA samples.

To test the prediction that the observed effect of charge separation is caused by the p-n junction,
TRPL measurements on samples with and without CdS buffer layer were carried out. The ZnO
layer was etched from all samples by submerging them into an aqueous solution of 5% mass acetic
acid for 3 minutes followed by a submersion in water for 1 minute to remove the etching agent. To
etch the CdS layer the samples were submerged in an aqueous 5% mass hydrochloric acid solution
for 3 minutes, again followed by 1 minute submersion in water. These methods of etching have
been previously tested for samples from the same fabrication process [12,52] and have been shown
to yield the desired result, which is to selectively etch away only one layer respectively.
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The TRPL measurements of CdS/CIGSe junctions and of bare CIGSe absorbers were done for
multiple injection levels. All the experiments are compared to simulations to evaluate the validity
of the predictions. Due to limitations of the experimental setup, no case of true low injection
(∆n0 � NA) could be measured for the dark annealed samples. This was due to the relatively
low doping concentration obtained after dark annealing, which would mean that a very low density
of photons would be necessary to achieve low injection. This very weak excitation brings also a
very weak photoluminescence emission, which is not detectable with the photomultiplier used and
is completely overshadowed by the background noise.

4.3.3 Results

Electrical Characterization

The efficiency of the samples measured via current-voltage measurements was of ηDA = (18.7±
0.6) % and ηLS = (16.8 ± 0.7) % respectively. The open circuit voltage values extracted are
VOC,DA = (670 ± 2) mV and VOC,LS = (710 ± 2) mV. For the short circuit current the values
JSC,DA = 33.1 mA/cm2 and JSC,LS = 30.1 mA/cm2 have been used as the reference point for
adjustment of the illumination power during IV measurements.

The observed difference in open circuit voltage follows the trend expected when considering the
measured change in doping concentration. However, the efficiency of the LS sample is lower than
that of the DA sample, which is contrary to the previously observed behavior. This is interpreted
as an increased recombination in the LS sample due to small shunts that mainly reduce the value
of the short circuit current. Despite the material quality of the LS sample being lower, i.e. non
radiative recombination being higher, the overall photoconversion efficiency of both samples is high
enough for the samples to be deemed suitable for further TRPL investigations. Therefore it must be
kept in mind that the overall TRPL decay of LS samples will probably present shortened lifetimes
due to recombination over shunts. Nonetheless, the focus of this section is on the effect of charge
carrier separation at the p-n junction and its dependence on doping concentration. Considering
this, the results of TRPL measurements can still be adequately interpreted due to the fact that LS
and DA samples have significantly different values of NA, while showing only small differences in
material quality. Lock-in thermography analysis was applied to the investigated samples previous
to the electrical characterization. This was done to rule out the presence of large shunts that would
greatly reduce the efficiency of the samples. Smaller shunts, however, like the ones assumed to be
present here, are not detectable by this method.

TRPL

The results for experiments and simulations at two injection levels ∆n0 = NA and ∆n0 = 2.8 ·NA

are shown in Fig. 4.8. A level of agreement similar to that observed in previous sections was
achieved by tuning the doping concentration, thickness and electron affinity of the CdS buffer layer
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Figure 4.8: Results of simulation (solid lines) and experiments (scattered) of TRPL at two distinct
injection levels with initial excited carrier densities ∆n0 = NA and ∆n0 = 2.8 · NA.
On the left side the results for a dark annealed sample are presented, while the right
side contains the data for a light soaked sample.

in the simulation. These values were kept equal for all simulated curves of both sample sets. The
results shown here are for the values ND,CdS = 1017 cm−3, dCdS = 200 nm and ζn,0,CdS = 4.0 eV.

For the light soaked sample, the deviation between experiment and simulation observed in pre-
vious chapters is still present. For the dark annealed samples, the lower injection level ∆n0 = NA

is the first time the fast decay during the first few nanoseconds is experimentally observed for the
investigated samples in this work. This is in accordance to the predictions of strong charge separa-
tion effects at the p-n junction at low injection. This assumption was further tested by measuring
TRPL after etching the CdS layer, which will be discussed later in this section. Although both
samples were measured under the same injection levels, the effect of charge separation was not ob-
served for the LS sample at ∆n0 = NA. This result lies in contradiction to the prediction of charge
separation being exclusively a function of injection level. This can be explained by considering the
effect of field screening caused by the injected charge carriers, which is dependent on the width of
the space charge region. This point will be further analyzed later in this chapter.

CdS/CIGSe junctions

In Fig. 4.9 the results of TRPL measurements and simulations of CdS/CIGSe p-n junctions at
four different excitation powers (PLaser = 0.16, 0.45, 0.73, 2.0 mW) are presented. For injection
levels ∆n0 < NA the LS sample presents a marked transition between a fast and a slow decay regime.
This, although not observed at the same injection levels as in the DA sample, is still in accordance
to the prediction of charge separation at the p-n junction. Especially at very low excitation and
injection (PLaser = 0.16 mW, ∆n0 = 0.1 · NA) this effect is very strong both in experiments and
simulations for the LS sample. The effect has thus been predicted and observed for samples with
different doping concentrations. Additionally it has been shown to be dependent on the injection
level, due to screening effects at high injection. However the dependence on injection level appears
to not be the same for the different samples. Both simulations and experiments show that the
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Figure 4.9: Results of experiments (left hand side, scattered) and simulation (right hand side, solid
lines) of TRPL of CdS/CIGSe junctions at four different excitation powers (PLaser =
0.16, 0.45, 0.73 and 2.0 mW). On the upper row the results for a dark annealed sample
are presented, while the lower row contains the data for a light soaked sample.

effect of charge separation starts playing a role below a certaub treshold of the injection level, with
this threshold being dependent on the doping concentration of the sample. Further analysis of
simulated physical quantities, especially of the spatial distribution of excited charge carrier, has
been analyzed to understand this deviation between prediction and results. Again, the main point
to consider here is the effect of field screening arising from the accumulation of injected charge
carriers in the space charge region. For a more detailed explanation, see below.

CIGSe absorbers

To test whether the effect indeed comes from the presence of a p-n junction, TRPL measurements
with bare CIGSe absorbers were carried out. The same excitation powers as for measurements
of CdS/CIGSe junctions were used. The results of these measurements and the corresponding
simulations are presented in Fig. 4.10. The calculated decay curves for both bare CIGSe absorbers
deviate significantly from experiments. The reason for this could be that in the simulations no
surface recombination was taken into account. This is a very strong assumption, since the role of the
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Figure 4.10: Results of experiments (left side, scattered) and simulation (right side, solid lines)
of TRPL of bare CIGSe absorbers at four different excitation powers (PLaser = 0.16,
0.45, 0.73 and 2.0 mW). On the upper row the results for a dark annealed sample
are presented, while the lower row contains the data for a light soaked sample.

CdS layer is to passivate the surface of the CIGSe absorber. To arrive at a better agreement between
experiments and simulation, the surface recombination velocity had to be adjusted individually for
the different samples to the values S0,DA = 10 cm s−1 and S0,LS = 104 cm s−1. This is also a very
large deviation between both samples, for which no clear explanation was found yet. Moreover, the
LS sample shows an unexpectedly short decay lifetime in experiments of only a few nanoseconds.
This could be due to recombination over shunts in the CIGSe absorber which were hinted at by
the results of IV characterization.

Despite these problems, however, some results can still be obtained from the measurements and
simulations of the bare DA absorbers. The first important result is that even at low injections,
both simulations and experiments show no transition from fast to slow decay over the measuring
time. Moreover, in experiments the decay goes from a mostly monoexponential to a bimolecular
decay with increasing injection level, with no crossover between curves at low and high injection.
This is in agreement with the simulated curves and corresponds to the predicted results. Thus,
despite some strong deviations between experiments and simulations, a qualitative verification of
the prediction has been achieved.
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Field screening

It was previously observed that in contrast to predictions, the charge separation effects become
dominant at different injection levels, depending on the doping densities of he samples. Metzger et
al. have already mentioned this [76] but given no mathematical framework for this effect. Fafard
et al. [93], Kuokstis et al. [94] and Cingolani et al. [95] have investigated in detail the screening of
the electric field at the p-n junction of diodes caused by injection of charge carriers. They have
reported that the strength of the screening field is directly proportional to the injected charge
carrier density accumulated in the space charge region. Moreover, they have reported that the
injection level necessary to counteract the intrinsic field is proportional to the width of the space
charge region in the absorber. These characteristics are summarized in Eq. 4.7, which relates the
total electric field in the space charge region F to the intrinsic field F0 and the injected field caused
by excited carriers Fi.

F = F0 − Fi = F0 −
ρiqLn

ε0 (εnLp + εpLn) (4.7)

As stated in Ref. [94], the intrinsic field F0 is a constant that depends only on the charge carrier
concentration of the absorber and of the buffer layer. On the other hand, the injected field Fi is
dependent on the density of injected carriers ρi, the widths of the depletion regions in the charge
carrier well, here corresponding to the absorber Lp, and in the barrier, here corresponding to the
buffer layer Ln, and the respective relative permittivities of the layers εp, εn.

The density of photons absorbed after excitation is independent of the conditioning of the CIGSe
samples, but the width of the space charge region is proportional to the square root of the doping
concentration. Therefore the injection level necessary to generate a screening field strong enough
to break teh effect of charge carrier separation at the p-n junction changes depending on the doping
concentration. Thus, the effect observed can be understood when thinking of the density of excited
charge carrier in relation to the width of the space charge region. This means that, since the
space charge region in the LS samples is narrower than in DA samples, a lower injection level is
necessary to counteract the influence of charge carrier separation, which confirms the results seen
in simulations and experiments.

To further illustrate the theoretical arguments presented here, Fig. 4.11 shows the spatial dis-
tribution of charge carriers a short time after excitation (t1 = 10 ps and t2 = 1 ns) at injection
levels ∆n0 = NA and ∆n0 = 2.8 ·NA. The charge carrier density at equilibrium is also plotted to
help visualize the width of the space charge region. At high injection levels the density of excited
electrons ∆n0 directly after excitation (t1 = 10 ps) is larger than or in the same order of magnitude
as the doping concentration, which has the same value as the hole density in equilibrium and far
away from the space charge region. If additionally, ∆n0 is larger than the doping concentration
over the entire width of the space charge region, the influence of charge carrier separation is sup-
pressed (compare to Fig. 4.8). This is the case for the light soaked sample at high and intermediate
injection levels as well as for DA samples at high injection.
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Figure 4.11: Spatial distribution of charge carrier densities after excitation. Electrons are shown
in red, while holes in blue. Dashed colored lines show the densities 10 picoseconds
after excitation, while solid colored lines correspond to 1 nanosecond after excitation.
Electron densities in equilibrium conditions are presented as dashed black lines and
hole densities in equilibrium conditions as solid black lines. Upper row: data for dark
annealed samples at two different injection levels. On the left side is ∆n0 = NA and
on the right side is ∆n0 = 2.8 · NA. Middle row: data for light soaked samples
under the same injection levels. Lowest row: plot for the light soaked sample at low
injection level ∆n0 = 0.1 ·NA.
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When the intrinsic field is thus screened by the injected charge carriers, the change in spatial
distribution of n is also diminished, as seen in the graphs for n at t2 = 1 ns. For the DA sample at
injection level ∆n0 = NA the excited charge carriers are not enough to screen the intrinsic field and
thus charge carrier separation occurs fast. Therefore in this case the distribution of electrons and
holes changes significantly during the first nanosecond after excitation, as can be seen in Fig 4.11.
For the light soaked sample a much lower injection level is necessary for the screening to be able to
suppress charge carrier separation. As an example, a very low injection level (∆n0 = 0.1 · NA) is
shown in Fig. 4.11. There it can be seen that in such a case the excited carrier density is also too
low to screen the intrinsic field and charge carrier separation happens very rapidly. However, this
is not the case for the LS sample at higher injection levels (∆n0 = NA and ∆n0 = 2.8 ·NA). There,
the screening of the field makes charge carrier separation much slower. Thus, the observed effects
in simulations and experiments are explained by theory and the explanation provided is backed up
by simulation.

One further point of discussion is the deviation between the results of Metzger et al. [76] and
the ones presented in this work in regards to the influence of the CdS buffer layer as an effective
partner for a p-n junction. In Ref. [76] the CdS/CIGSe junction is reported to have an electric
field too weak to create any visible effects of charge carrier separation. However, in this work, the
opposite has been observed in both simulations and experiments. The reasons for this are several.
First, one of the main differences between both works is the doping density of the CdS layer, which
was set to 1016 cm−3 by Metzger et al. [76], but is in the order of magnitude of 1017 cm−3 in this
work. Moreover, the doping density of the p-type absorber was also set to a high value by Metzger
et al. [76] (2 · 1016 cm−3), which has been shown here to contain a very narrow space charge region
and therefore need only a relative low injection level to screen the influence of charge separation.

From Fig. 4.12 it is also possible to recognize the reason for the difference between measurements
of bare CIGSe absorbers and CdS/CIGSe junctions at high injection. Even though the field of the
p-n junction is screened at sufficiently high injection, this does not mean that the material then
behaves like the bare absorber. First, because of type inversion and band bending at the space
charge region, the initial distribution of charge carriers after excitation in the CdS/CIGSe junction
is still significantly different from what would be generated in a bare absorber. This difference
in charge carrier densities over depth translates to their local product n · p, which defines the
rate of radiative recombination and thus the time development of PL emission. Additionally, the
depth-dependent values of the quasi Fermi levels are also different between both cases. In the bare
absorber there is no electric potential driving electrons towards the surface and counteracting their
chemical potential. In the p-n junction however, as the charge carriers recombine over time, the
intrinsic field of the junction is eventually left without screening and the effect of charge separation
again plays a role, even if it is diminished. For all these reasons the measurement of bare absorbers
and of CdS/CIGSe junctions at high injection are not directly comparable.
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Figure 4.12: Spatial distribution of charge carrier densities in the absorber material after excita-
tion (electrons red, holes blue) at high injection (∆n0 = 2.8 ·NA) and for short times
after excitation (dashed lines 10 ps, solid lines 1 ns). The results are shown for a
CdS/CIGSe junction (left) and a bare CIGSe absorber (right). The hole density in
equilibrium is plotted as a solid black line. The data corresponds to the LS state.

Extraction of minority carrier lifetime

Despite the possibility of screening the intrinsic field at the CdS/CIGSe junction when measuring
under high injection conditions, the question of correlation between PL decay lifetime measured
and actual minority carrier lifetime remains open. In Ref. [88] the influence of the p-n junction
and charge separation on TRPL measurements has been investigated for samples from the same
producer as the ones investigated in this work. There it has been shown that the PL decay lifetimes
at high injection still differ between measurements with or without CdS. Specifically, the PL decay
has been measured to be faster in the pure absorber under high injection than in the CdS/CIGSe
junction under the same injection conditions.

The reason for this behavior can be understood when thinking of the distribution of charge
carriers in the region of the absorber close to its surface. In Fig. 4.12 the charge carrier densities
up to a depth of 500 nm inside the absorber are plotted for two times shortly after excitation
(t1 = 10 ps and t2 = 1 ns) at high injection (∆n0 = 2.8 ·NA) and for absorbers with and without
CdS buffer layer. This plot shall help visualize the following discussion.

At a p-n junction, the area close to the interface is depleted. If the depletion of the space charge
region is strong, i.e. if the doping of the n-region is high in relation to the doping of the p-region,
then the hole density is significantly lower than the electron density, even after excitation. In the
pure absorber the excited concentrations remain at values very close to each other, at least in the
same order of magnitude. Meanwhile in a p-n junction the concentrations at the interface can differ
by at least an order of magnitude, depending on the injection level. This means that in a strongly
depleted space charge region, like the one presented in the samples investigated in this work and in
Ref. [88], electrons at the surface of the absorber have fewer recombination partners at high injection
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than electrons under the same conditions in a bare absorber. Therefore the radiative recombination
rate at high injection in the p-n junction is reduced compared to the one in a bare absorber, since
Rrad is dependent on the local product of the carrier concentrations n · p. For applications this
means that the true charge carrier lifetime of the bare absorber can only be approximated by the
PL lifetime at high injection of CdS/CIGSe junctions if the depletion of the absorber in the space
charge region is low, i.e. for low doping concentrations of the buffer layer.

Extraction of buffer layer doping

From the theoretical calculations presented in this section it is expected that a variation of
injection level in TRPL measurements could be used to analytically obtain a value for the doping
concentration of CdS layers. This is a parameter classically regarded as not experimentally available
due to the very low thickness of the CdS layers used in CIGSe solar cells ( < 100 nm). It is possible
to achieve this thanks to the analytic expression for the field F inside the space charge region of
CdS/CIGSe junctions under light-induced excitation (Eq. 4.7). This field is formulated as the sum
of the intrinsic electric field F0 and of the screening field induced by injected charge carriers Fi.
Additionally, it shall be considered that the widths of the space charge region in each layer are
related to one another by the quotient of their doping concentrations NC,CdS and NA,CIGS .

Lp = ND,CdS

NA,CIGSe
Ln (4.8)

By inserting Eq. 4.8 into Eq. 4.7 the strength of the screening field can also be related to the
doping concentrations of the layers. The doping concentration of the CIGSe layer can be measured,
while all the other information necessary to calculate the strength of the field can be extracted from
the experimental conditions, except for the CdS doping. If an injection level variation is carried
out until the point at which the effect of charge carrier separation disappears, it would then be
possible to solve Eq. 4.7 for the doping concentration of the buffer layer . This corresponds to the
point where F0 and Fi cancel each other out. Such an analysis would permit to extract the doping
density of the buffer layer from TRPL measurements. This method has been so far only theorized
and must be experimentally tested on CdS/CIGSe heterojunctions. It must be kept in mind that
the calculations presented here include strong assumptions and simplifications of the system. At
this point the suitability of this method is proposed as the subject of future investigations.

4.3.4 Summary

A prediction was done based on the simulation model presented in previous sections. The si-
mulation model predicted a strong influence of charge carrier separation on the TRPL curves of
CdS/CIGSe layer stacks at low injection levels. TRPL measurements on such junctions were carried
out to test this prediction. The expected behavior was found in samples with two distinct doping
concentrations. Different from what was expected, the influence of charge carrier separation was
not purely a function of injection level. As shown by Refs. [93–95], the effect comes from screening
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of the intrinsic field at the p-n junction by injected charge carriers. These sources also show that
the injection level necessary to screen the intrinsic field is dependent on the width of the space
charge region. While the width of the space charge region of samples investigated in this work is
dependent on their doping concentration, the density of absorbed photons is not. Therefore the
same effect as stated in literature is observed here. Namely, the injection level necessary to suppress
the effect of charge carrier separation is dependent on and decreases with doping concentration.
Further verification of the effects predicted by the simulation model was achieved by measuring the
TRPL decay of bare CIGSe absorbers.

The observation of carrier separation effects at CdS/CIGSe junctions contrasts with previous
sources investigating the same effects for ZnO/CdS/CIGSe layer stacks [76], which claim that the
field at the CdS/CIGSe junction is not sufficient to create visible charge carrier separation effects.
This deviation from literature probably stems from the fact that here also relatively low injection
levels and low doping concentrations of the CIGSe absorber were investigated and that the assumed
doping concentration of the CdS buffer layers here is higher than in literature.

These results have several implications for the use of TRPL as a method to assess the material
quality of CIGSe absorbers during production. While for bare absorbers the analytical interpre-
tation of TRPL data is more reliable in low injection conditions, the opposite is true for the
CdS/CIGSe junctions. However, with high injection further effects like bimolecular recombination
start playing a role.

When TRPL measurements are carried out after production, the CdS buffer layer is often kept
as a method to protect the CIGSe absorber from degradation and to passivate its surface. In this
case additional information is necessary in order to interpret TRPL measurements correctly. Our
simulations have shown that for CdS layers with high doping concentration or for CIGSe absorbers
with low doping concentration, charge carrier separation effects can play a role even at intermediate
injection levels, thus disturbing the results of TRPL analysis. This is because if the later and slower
part of the PL decay is analyzed in this cases, the extracted lifetime is made artificially longer by
the local separation of hole and electron concentrations along the depth of the absorber. Therefore
the measured lifetime is not correctly correlated to the minority carrier recombination lifetime. For
samples with high doping of the CIGSe material, e.g. light soaked samples, other problems may
arise if low injection is measured. If the CdS buffer layer is present and highly doped, the effect of
charge carrier separation is then very strong. Thus, it is recommended to measure on bare CIGSe
absorbers whenever possible and if the use of CdS layers is necessary, then the effect of the p-n
junction dependent on the injection level and doping concentration of the CdS and CIGSe layers
must be take into consideration.

Additionally it was found that the charge carrier lifetime of the bare absorber can be approx-
imated by the PL decay lifetime of CdS/CIGSe junctions under high injection conditions only if
the doping concentrations of the buffer layer is low, i.e. in the same order of magnitude as the
absorber layer doping. For a much higher doping of the buffer layer, the depletion of the space
charge region in the absorber leads to a strong difference in the density of holes and electrons at
the interface. This has as a consequence a reduced rate of radiative recombination when compared
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to that of the bare absorber under the same excitation conditions, since the local product n · p is
strongly reduced in the space charge region.

A method of extraction for the doping concentration of thin CdS buffer layers has been proposed
from simple theoretical considerations. This material parameter has so far been generally regarded
as not experimentally available due to limitations by the thickness of the buffer layer. The method
involves a variation of injection level in TRPL measurements of CdS/CIGSe junctions to find the
point at which the intrinsic field of the junction and the field created by the excited charge carriers
cancel out due to screening effects. Such a method is still to be tested and was derived from a
strongly simplified model of the p-n junction.
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4.4 General Discussion

In this section, further points of general discussion about the validity of the methods and results
will be presented. These are aspects that affect all previous sections and have not been discussed
in detail so far.

Lifetime extraction

As a method to extract lifetime values from simulated TRPL curves, the definitions of an in-
stantaneous lifetime τinst according to Eq. (3.1) and of an asymptotic lifetime τ∞ from Eq. (3.2)
were used. This method of analysis requires the data to be smooth, since the derivative of the PL
intensity over time is calculated to extract τinst. However, this method has an important limitation
regarding the analysis of experimental data, which inherently presents a noisy component which is
more dominant towards the lower values of PL emission. Since the late part of the decay is the one
of interest for the extraction of τ∞, it becomes hard to extract reliable values for the asymptotic
lifetime from experimental data directly. This is because the noise creates large fluctuations and
spikes in the derivatives, from which τinst is calculated.

While this method is not easily applicable to experimental data, the theoretical considerations
behind it point to the fact that τ∞ would in theory be the most suitable value to assign as PL
lifetime if the goal is to obtain a value correlated to the minority carrier lifetime. This is because
the evaluation of τ∞ foregoes effects that are only present in transient measurements, such as redis-
tribution of the charge carriers after excitation, and focuses on the regime of PL decay that is not
dominated by diffusion or drift but rather by trapping, emission and recombination. Therefore the
instantaneous and asymptotic lifetime are still interesting quantities to consider and are definitely
suitable to describe simulated TRPL decay curves of systems that are too complex to analytically
approximate with a monoexponential, biexponential or bimolecular model. Especially for complex
systems with multiple channels of non-radiative recombination, an analytical solution to the diffe-
rential equation for the evolution of the charge carrier density over space and time is usually not
know if the assumption of low injection level is discarded.

Some possibilities exist that would allow to test the analysis of experimental data via instanta-
neous lifetime. For this it would be necessary to smooth the data. Methods such as approximation
of the data via a spline, i.e. a piecewise polynomial function that is also differentiable at all points,
would help reduce noise and possibly yield reliable results. Another option would be to smooth
the experimental data itself and cut out the noise by first applying a low pass frequency filter to
it. This point is therefore of great interest and shall be further explored in future studies.

Molybdenum back contact

Some strong simplifications at the back contact of the absorber were made for simulations.
Namely a perfectly conducting metallic contact was assumed, while also neglecting the possibility
of formation of Schottky contacts between metal and semiconductor. This, of course, changes the
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dynamics of charge carriers near the back contact. With the formation of a Schottky contact the
bands of the semiconductor would bend near the back interface and this would either create a well
or a barrier for electrons, while having the opposite effect for holes respectively. The direction of
the band bending and the height of the Schottky barrier depend on the relation of the electron
affinity of the semiconductor, the Fermi level of the metal and the distance of the Fermi level of
the semiconductor to its conduction band [15].

From theory it would be expected that the presence of a back contact should have no significant
effect on TRPL measurements. This is because of the exponential decay of the excitation profile
over depth. This means that most charge carriers are generated and recombine at the front interface
and only a very small fraction of the electrons ever reach the back contact. This is specially the
case if the absorber is set to have a band gap grading like the one of the investigated samples. In
such a sample, the influence of the bending at the back contact truly becomes negligible. This is
the reason why the simplification of the system at the back interface for simulations was justified
for TRPL simulations. IV and EQE simulations, however, might still be affected by band bending
near the back surface even in absorbers with band gap grading.

Simulations of absorbers without a band gap grading and with a Schottky barrier at the back
interface were carried out with the simulation model presented in this work and show that in such
cases, the flow of electrons towards the metallic back contact has a strong influence on the simulated
time-resolved PL decay. This is a sign that not all aspects of this subject have been understood
and these simulation results should be compared to TRPL measurements of real absorbers without
band gap grading. This shall also be the subject of future studies.

Lastly, a further simplification was made at the back surface of the absorber by neglecting the
possibility of interface recombination. This plays only a negligible role in absorbers with band
gap grading, as long as the recombination is calculated over a fixed velocity without the presence
of charged defects. As soon as charged defects at the back interface are taken into account, the
bending of the semiconductor bands changes and this could have a strong influence on simulated
and measured TRPL curves. This, again, is an important subject for future investigations.

Dimensionality

All simulations presented in this work are done in a one-dimensional model. This by itself is
a strong simplification of reality. Real CIGSe absorbers present lateral inhomogeneities in com-
position, defect density, band gap and electric potential, among others, which have a significant
effect on PL yield and PL decay lifetime [53, 92, 96–100]. These fluctuations make two and even
three dimensional simulations necessary to accurately describe the microscopic photoluminescence
behavior of these thin-film solar cells. However, as discussed in previous chapters, the lateral in-
homogeneities play a negligible role when the area of excitation in TRPL measurements is several
orders of magnitude larger than the grain diameter of CIGSe, as is the case in the experimental
setup used for this work. Similarly, the role of diffusion of charge carriers outwards from the center
of excitation becomes negligible with increasing laser spot size. Nonetheless, future studies shall
take the consequences of the one-dimensional simplification into account. Furthermore, it is an
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interesting question how the PL decay lifetime measured with large spots relates to the PL lifetime
of single grains, i.e. whether the macroscopic PL lifetime is constructed as an average of the PL
lifetimes of single grains, or whether it is rather dominated by the shortest or longest lifetimes
available among material grains. The theoretical calculations on this matter have been already
presented by Maiberg et al. [53], while experimental evidence is still sparse. This would be a sug-
gestion for a future topic of investigation and one that can only be supported by simulations in
higher dimensions.

Free fitting parameters

Some material parameters used in this study are not experimentally available and their values
had to be assumed to a similar order of magnitude as found in literature. These unmeasured
parameters are most often taken as the free fitting parameters that must be adjusted to accurately
reproduce the experimental results. Nonetheless, the values of fitting parameters were not chosen
arbitrarily. Firstly, for any given simulation series, the values of the fitting parameters are kept
constant for all experimental conditions and all samples measured or simulated. This is a significant
difference of entirely free fitting parameters, which could be used to adjust every single curve
separately. This adjustment of values for individual simulation runs is generally not done in this
work, since the fitting parameters are not expected to be dependent on the sample conditioning
or on the experimental conditions. The clearest examples of fitting parameters in this work are
the doping concentration of the buffer layer and the capture cross sections of defects. Although
the freedom to fit with three independent parameters could point to a lack of meaningful results
from simulations, it must also be taken into account that a large number of different experiments
have been simulated to increase the level of confidence on the obtained parameter set. The data
reproduced present a variation of experimental methods, experimental conditions and of CIGSe
material characteristics. With these variations, the space of possible parameter sets that accurately
reproduce all experimental curves is greatly reduced. Moreover, the accuracy of the model was
further tested by presenting a prediction, which was then confirmed by experiments. This means
that even though the values of all parameters could not be determined with absolute accuracy, the
correctness of the physical models in the simulation and the interpretations extracted from it have
been sufficiently certified at multiples points.
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5 Summary

In this work the first simulation model capable of accurately reproducing results of time-resolved
photoluminescence measurements, as well as quantum efficiency spectra and current-voltage cha-
racteristics of thin film CIGSe solar cells is presented. This simulation model is used as a base to
investigate the suitability of TRPL measurments to assess the material quality of CIGSe absorbers
during production. The simulation model was additionally used to develop a deeper understanding
of the physical processes playing a role in TRPL measurements.

A one dimensional simulation model of CIGSe absorbers was used. This model of the absorber
includes a linear band gap grading, shallow defects near the conduction band and asymmetric
capture cross sections at the defect states. The presence of front interface recombination but no
back contact recombination and an idealized metallic back contact without a Schottky barrier are
further characteristics of the model. Thermionic emission at the CdS/CIGSe interface, however,
was taken into account. Absorption coefficients for the absorber were partly calculated based on
measured band gap and composition gradient, and partly extracted from literature. The defect
energy and concentration, doping density, as well as band gap, composition gradient and total depth
of the absorber were taken from experimental data. Other parameters such as doping concentration
and electron affinity of the CdS buffer layer were used as free fitting parameters, together with the
capture cross sections of defects in the absorber.

From simple theoretical principles it was recognized that TRPL measurements can be interpreted
in a significant manner only if a variation of the sample characteristics or the experimental conditi-
ons is carried out. Moreover, given the existence of free fitting parameters in the simulation model,
simulations of experiments with varying condition and of samples with varying characteristics must
be carried out. This is done with the goal to achieve a reasonable confidence on the values of the
parameter set used.

The simulation model was first validated by reproducing the results of experiments of CdS/CIGSe
junctions in two distinct states, namely dark annealed and light soaked, and under multiple expe-
rimental conditions. From literature it is known that these states differentiate themselves in their
doping concentration and defect density and that these changes are reversible. It was found that
the metastable changes in PL decay behavior seen in CIGSe absorber layers after treatment with
heat and solar spectrum illumination stem mainly from the increased doping concentration. Furt-
hermore, the observed change in defect density and energy have only a negligible effect on TRPL
measurements.
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5 Summary

The accuracy of model was further confirmed by reproducing TRPL measurements, IV characte-
ristics and EQE spectra, all with the same parameter set. The model was then used to investigate
the influence of individual material parameters on the open circuit voltage of complete cells and
on the PL lifetime of bare CIGSe absorbers. The results show that open circuit voltage and PL
lifetime positively correlate only when specific material parameters are changed, such as those
directly influencing the rate of non-radiative SRH recombination. For the variation of other pa-
rameters such as the doping concentration, a negative correlation between VOC and PL lifetime
was observed. No correlation between these two quantities was found when parameters that only
influence the initial redistribution of charge carriers after excitation were changed. This is because
such parameters have no influence on the recombination lifetime of charge carriers. Examples of
such parameters are the slope of the composition gradient and hole mobility. These results were
compared to literature regarding the existence of a correlation between open circuit voltage and PL
lifetime. It was recognized that besides the sources of lacking correlation recognized in literature,
i.e. fluctuating defect densities, a fluctuation in band gap gradient during production could also
lead to a lack of correlation. In conclusion to this topic, it was found that TRPL is suitable as
a method of evaluation of solar cell efficiency only if the composition gradient is determined. For
this reason, it is recommended that spectral analysis of TRPL results is added to the evaluation
procedures to obtain the necessary information about composition gradient.

Predictions were made using the simulation model regarding the influence of p-n junctions on
TRPL measurements. The prediction of accelerated PL decay at low injections was verified by
experiments and was found to exist also in CdS/CIGSe junctions and not only in entire cell stacks.
This stays in contrast to previous literature findings. This discrepancy may lie on the higher
doping concentration of CdS layers investigated here when compared to those from similar works
in literature. It was also found that charge carrier separation is not a direct function of injection
level. Rather it was established that the necessary injection level to screen the intrinsic field at
the p-n junction is dependent on the doping concentration. This is in accordance to literature
regarding other types of p-n junctions such as diodes. From very simple theoretical considerations,
a method to experimentally extracting the doping concentration of CdS buffer layers was proposed.
The calculations for this method contain strong simplifications which are still to be tested regarding
their validity for real CdS/CIGSe junctions.

In conclusion, it was found that the prediction of device efficiency from TRPL measurements
requires additional information about the composition gradient of the absorber. This is because a
difference in gradient significantly changes the open circuit voltage while leaving the PL lifetime
unaffected. This is however only the case if no front contact gradient is used or, if it is present, if
front interface recombination is negligible. Such information can be also obtained from TRPL me-
asurements via variation of the detection and excitation wavelength [41]. Another finding was that
in contrast to the investigation of bare absorbers, low injection conditions in TRPL measurements
of CdS/CIGSe junctions can be detrimental to the extraction of minority charge carrier lifetime.
With this, the main goals of a deeper understanding of the physical processes behind TRPL de-
cays and of formulating an experimental method of charge carrier lifetime extraction capable of
predicting device efficiency, were met.
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Further topics of investigation are still open, which can use the simulation model established
here as a basis. The influence of parameters fluctuations over the area of the absorber would be
an interesting application for two dimensional simulations of the model. The effect of Schottky
contacts at the back interface of the absorber with the metallic molybdenum back contact would
also be a topic of interest. An evaluation of the suitability of the method proposed to extract the
doping concentration of CdS buffer layers from TRPL measurements via variation of the injection
level could have a deeper impact on the research community for this material.
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Appendices

Appendix A - Optical Constants

The wavelength dependent complex refractive index of each material is divided into real part n
and imaginary part k.

Figure 5.1: Optical constants ZnO

Figure 5.2: Optical constants i-ZnO
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5 Summary

Figure 5.3: Optical constants CdS

Figure 5.4: Optical constants CIGSe
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Simulationen

• der Firma Manz AG für die Bereitstellung von Probenmaterial
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