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Abstract

Cochlear implants (CIs) have achieved remarkable success in rehabilitating severe-
to-profound hearing loss and bilateral implantation, that is the implantation of one
device in each ear, is becoming increasingly common. To date, the two devices are
not connected and function entirely independently of one another. In establishing a
binaural link between the two devices, therefore providing synchronized stimulation
across both ears and aiming at replacing or supporting lost binaural auditory function,
lies great potential for the improvement of future CI systems.

In the first part of this thesis, the potential of extracorporal binaural pre-processing
in improving speech intelligibility in noisy listening environments was investigated.
The transfer of information from both ears to a central speech processor provides the
possibility of extracting interaural dissimilarities from the acoustic input signal to be
used in binaural signal processing for acoustic noise reduction. Eight selected, mainly
binaural, noise reduction algorithms were comprehensively assessed. Four distinct
reverberant scenarios were created to reflect everyday listening situations: a stationary
speech-shaped noise, a multitalker babble noise, a single interfering talker and a
realistic cafeteria noise. Three instrumental measures were employed to determine
predicted speech intelligibility and predicted sound quality: the intelligibility-weighted
signal-to-noise ratio (iISNR), the short-time objective intelligibility (STOI) measure
and the perceptual evaluation of speech quality (PESQ). In three of the noise scenarios,
speech reception threshold (SRTyp) were measured in eight users of bilateral Cls.
The results revealed that binaural noise reduction algorithms outperform monaural
noise reduction algorithms, as indicated by both instrumental and subjective listening
evaluations. Additionally, a comparison of CI SRTxy results to SRT5y obtained in
normal-hearing (NH) and hearing-impaired listeners showed a greater benefit in
speech intelligibility in noise for the the CI listeners.

In the second part of this thesis, the potential of using the remaining binaural
processing capabilities, i.e. the intracorporal binaural signal processing, of bilateral CI
users was assessed. In NH listeners, interaural time difference (ITD) information in the
signal fine-structure is the most important localization cue, but these fine-structure
I'TD cues are currently not available to bilateral CI listeners using commercial devices
without a binaural link. Using research processors, ITD cues were presented to
CI listeners and the extent of lateralization percepts elicited by these stimuli were
recorded in six users of bilateral cochlear implants. The majority of CI users was able
to successfully process ITDs to perceive lateralized sound image percepts without
extensive training or prior experience with ITD cues in electric hearing. The range

of lateralization percepts covered by I'TDs within the natural I'TD range, however,



was limited. To reach the maximum extent of lateralization, I'TDs as large as twice
the natural limit were required. These results suggest that I'TD-enhancement might
be a viable option for improving spatial perception with future binaural CI systems.

Taken together, the results presented in this thesis indicate that binaurally linking
two CI devices and enabling a binaural stimulation strategy operating on both inputs
holds tremendous potential in improving bilateral CI performance. Even without
the explicit preservation of binaural cues and without an appropriate presentation of
these cues to the CI listener, the possibility of improved noise reduction operating
on binaural input signals promises better speech intelligibility in noisy listening
environments. The explicit (and potentially enhanced) presentation of binaural cues
to the CI listener is expected to improve spatial perception and localization abilities
in bilateral CI users. Speech intelligibility especially in spatial listening environments
can also be expected to improve with better binaural cue presentation. Based on the
results of this thesis, with an appropriate “true” binaural CI stimulation strategy,
bilateral CI recipients are expected to at least partially regain advantages inherent

in binaural hearing.
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Zusammenfassung

Die Versorgung mit Cochleaimplantaten (CIs) erzielt beachtliche Erfolge in der
Rehabilitation von hochgradigem Hoérverlust. Die Versorgung eines beidseitigen
Horverlustes mit zwei Geraten, die sogenannte bilaterale Versorgung, wird immer
gebréuchlicher. Noch funktionieren jedoch die Gerate an beiden Ohren vollstandig
unabhéngig voneinander. In der Entwicklung einer binauralen Verbindung beider
Gerate und damit der synchronisierten Stimulation beider Ohren sowie dem Ziel, die
verloren gegangene binaurale Funktionalitdt des auditorischen Systems wiederherzu-
stellen beziehungsweise zu unterstiitzen, liegt grofles Potential fiir die Verbesserung
zukinftiger CI-Systeme.

Im ersten Teil der vorliegenden Arbeit wurde die mogliche Verbesserung der Sprach-
verstandlichkeit in gerdauschvollen Umgebungen durch extrakorporale binaurale Si-
gnalvorverarbeitung untersucht. Der Transfer von Informationen von beiden Ohren zu
einem zentralen Sprachprozessor bietet die Moglichkeit, interaurale Unterschiede aus
dem akustischen Eingangssignal zu extrahieren und fiir binaurale Signalverarbeitung
zur Unterdriickung von Storgerduschen zu nutzen. Acht ausgewéhlte, meist binaurale,
Storgerduschunterdriickungsalgorithmen wurden umfassend bewertet. Um alltagliche
Horsituationen widerzuspiegeln, wurden vier Storgerduschszenarien in einer verhallten
Umgebung entwickelt: stationédres sprachsimulierendes Rauschen, Multitalker Babble
Rauschen, ein einzelner Storsprecher sowie ein realistisches Cafeteria-Storgerdusch.
Drei instrumentelle Mafle wurden herangezogen, um die Sprachverstandlichkeit so-
wie die Klangqualitit vorherzusagen: der entsprechend der Sprachverstandlichkeit
gewichtete Signal-zu-Rausch-Abstand (intelligibility-weighted signal-to-noise ratio,
iSNR), das objektive Kurzzeit-Sprachverstandlichkeitsmaf (short-time objective in-
telligibility, STOI) sowie die perzeptive Evaluation der Sprachqualitét (perceptual
evaluation of speech quality, PESQ). In drei der vier Stérgerduschszenarien wurden
bei acht bilateral implantierten CI-Tragern Sprachversténdlichkeitsschwellen (SRT5)
gemessen. Die binauralen Storgerduschunterdriickungsalgorithmen iibertrafen die
monauralen Storgerduschunterdriickungsalgorithmen sowohl bei den Ergebnissen
der instrumentellen Evaluation als auch bei den Ergebnissen der subjektiven Hor-
tests. Zusatzlich zeigte ein Vergleich der SRT5y Ergebnisse einen hoheren Gewinn
an Sprachverstandlichkeit im Storgerdusch bei den bilateral versorgten CI-Tragern
gegeniiber Normalhérenden (NH) und Schwerhorenden.

Im zweiten Teil der vorliegenden Arbeit wurde die Moglichkeit untersucht, die
verbliebenen binauralen Verarbeitungsfihigkeiten, d.h. die intrakorporale binaurale
Signalverarbeitung, bilateral versorgter CI Trager zu nutzen. Fiir Normalhorende

sind interaurale Zeitunterschiede (interaural time differences; I'TDs) in der zeitli-
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chen Feinstruktur eines akustischen Signals mafigeblich fiir die Lokalisation von
Schallquellen. Diese Feinstruktur-ITD-Informationen sind fiir bilateral implantierte
CI-Trager mit kommerziell erhéltlichen Gerdten ohne binaurale Verbindung jedoch
zur Zeit nicht verfiigbar. Mit Hilfe von Forschungsprozessoren wurden sechs bilateral
versorgten CI-Triagern Stimuli mit ITD-Informationen présentiert. Das Ausmaf} der
von diesen Stimuli hervorgerufenen Lateralisations-Wahrnehmungen wurde gemessen.
Ohne umfassendes Training oder vorherige Erfahrung mit I'TD-Informationen im
elektrischen Horen konnte die Mehrzahl der CI-Trager die ITD-Information erfolg-
reich verarbeiten und nahm ein lateralisiertes Schallbild wahr. Die Reichweite der
Lateralisationswahrnehmung, hervorgerufen durch natiirlich vorkommende I'TDs, war
jedoch eingeschrankt. Fiir eine maximal lateralisierte Wahrnehmung des Schallbildes
waren [TDs nétig, die die natiirliche Obergrenze bis um das Doppelte iiberschritten.
Diese Ergebnisse legen nahe, dass eine kiinstliche Vergroflerung der I'TD-Information
eine praktikable Moglichkeit bietet die rdumliche Wahrnehmung in zukiinftigen
binauralen CI-Systemen zu verbessern.

Zusammengenommen deuten die in der vorliegenden Arbeit vorgestellten Ergeb-
nisse darauf hin, dass eine binaurale Verbindung zweier CI-Gerate und die daraus
entstehende Option, eine binaurale, auf beiden Eingangssignalen arbeitende Stimu-
lationsstrategie zu nutzen, die Moglichkeit bietet, die Leistung bilateral versorgter
CI-Trager entscheidend zu verbessern. Ohne explizit binaurale Informationen zu
erhalten und fiir den CI-Triger angemessen darzubieten, bietet die binaurale Verbin-
dung die Moglichkeit, verbesserte Storgerduschunterdriickungsalgorithmen zu nutzen,
die auf binauralen Eingangssignalen arbeiten und damit ein besseres Sprachverstehen
in gerduschvollen Umgebungen zu erzielen. Von der expliziten (und méoglicherweise
verstarkten) Darbietung binauraler Information fiir den CI-Tréger ist eine Verbes-
serung der rdumlichen Wahrnehmung sowie der Schall-Lokalisationsfdhigkeit zu
erwarten. Auch eine Verbesserung der Sprachverstiandlichkeit, besonders bei rdum-
lich getrennten Ziel- und Storschallquellen, darf von der optimierten Darbietung
binauraler Informationen erwartet werden. Basierend auf den Ergebnissen dieser
Arbeit kann, unter der Voraussetzung einer angemessenen “echt” binauralen CI
Stimulationsstrategie, erwartet werden, dass bilateral versorgte CI-Triger zumindest

teilweise die dem binauralen Horen innewohnenden Vorziige wiedererlangen kénnen.
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1 General Introduction

The first reference to electric stimulation of the ear resulting in a sound percept
can be found in the 1800s (Volta, 1800). The first implantation of an electrode into
a human cochlear was reported by French scientists Djourno and Eyries (1957) in
the 1950s. Since then, cochlear implants (CIs) have been developed and refined
into highly functional biomedical devices able to provide a sense of hearing to the

profoundly deaf.

Cochlear Implants

In the healthy human auditory system, sounds arriving at the eardrum are transmitted
to the inner ear (cochlea) via the middle ear ossicles. In the cochlea, a displacement
of the basilar membrane is translated into an electric signal by the inner and outer
hair cells and transmitted to the auditory nerve (AN). An abnormal function of
or damage to these hair cells results in impaired hearing and is the most common
cause of sensorineural hearing loss (SNHL). For mild to moderate SNHL, acoustic
amplification of arriving sounds by hearing aids (HAs) can sufficiently increase the
level above the impaired hearing threshold and restore audibility. For severe-to-
profound SNHL, however, amplification of arriving sounds to a level high enough
to elicit a sufficiently large electric signal at the AN is often not possible. In these
cases, cochlear implants (CIs) can (partially) restore a sense of hearing by bypassing
the dysfunctional hair cells and directly stimulating the AN.

ClIs generally consist of two separate components: one external component and
one internal (implanted) component, as illustrated in Figure 1.1. The internal CI
component consists of a receiver connected to an electrode array. The array of
12 to 22 equidistantly spaced electrodes is inserted into one of the scalae of the
cochlea. Taking advantage of the tonotopical organization of the cochlea, each
electrode stimulates a different region of the AN, resulting in a variation of sensation
which most often is related to pitch perception. The receiver is subcutaneously fixed
to the implantees scull and drives the electrode stimulation based on stimulation
parameters received from the external CI component. The external component,

referred to as sound processor, captures sounds via one or more microphones. Based
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on the captured sound, a pulsatile stimulation pattern is generated and sent to the

internal CI receiver.
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Figure 1.1: Schematic illustration of a CI system. The external part captures sounds
via one or more microphones. A pulsatile stimulation pattern is derived by the speech
processor. The stimulation parameters are transferred to the internal component via
a radio-frequency link. The auditory nerve is stimulated directly by the implanted
electrode array.

To derive this stimulation pattern, currently a number of different strategies are
implemented in clinical devices. As an example, the Continuous Interleaved Sampling
(CIS; Wilson et al., 1991) strategy will be introduced here. Figure 1.2 provides
a schematic representation of the CIS signal processing. The microphone signal is
pre-emphasized and then filtered into several frequency bands (corresponding to
the number of electrodes in the CI system). The signal envelope is extracted in
each frequency channel by fullwave rectification and lowpass-filtering, discarding
any temporal fine-structure information. The output is then compressed to fit the
dynamic range of each specific electrode and subsequently modulates a constant-rate
biphasic pulse train. These pulse trains are applied to the CI electrode array such
that the electrodes are stimulated sequentially.

All current, clinically implemented CI speech coding strategies resemble CIS in

several key aspects:

e The audio signal captured by the processor microphones is bandpass filtered
into frequency bands.

e Within each frequency band, the envelope is extracted. The signal fine structure
is largely disregarded.

e The signal envelope is sampled with a constant sampling rate.

With these speech coding strategies, CI users today show remarkable speech
understanding, reaching speech intelligibility scores of up to 100% (Zeng, 2004;
Wilson and Dorman, 2007; Lenarz et al., 2012), especially in quiet listening situations.

More and more, bilaterally deafened patients are implanted with two ClIs. This
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Figure 1.2: Schematic illustration of the CIS speech coding strategy. a) Signal
processing scheme of the speech coding strategy. After bandpass filtering and envelope
extraction, pulse trains are modulated with the lowpass filtered envelope of the acoustic
signal. For details please refer to the text. b) Electrodes are sequentially stimulated
by biphasic electric pulses.

bilateral CI supply provides access to sound cues at both ears and aims at restoring

binaural hearing.

Binaural Hearing

Binaural hearing, that is hearing with two ears and intracorporally exploiting the
acoustic differences across both ears, enables human listeners to localize sound sources
with high accuracy and provides a speech intelligibility advantage in noisy listening
environments.

Sound source localization in the frontal azimuthal half-plane is mainly achieved
through two cues: interaural level differences (ILDs) and interaural time differences
(ITDs) (Strutt, 1907). ILDs arise as a result of the so-called head-shadow effect where
a sound arriving from azimuthal directions different from 0° reaches the ipsilateral
ear undisturbed while the contralateral ear receives sound attenuated by the head.
ILDs are mainly available at high frequencies (e.g., Middlebrooks and Green, 1991).
ITDs are the result of the sound wave traveling a shorter distance to reach the
ipsilateral than the contralateral ear. Up to a frequency of approximately 1500 Hz,
ITDs in the temporal fine structure of a sound can be processed by the auditory
system. At higher frequencies, I'TDs in the temporal envelope are available (e.g.,
Middlebrooks and Green, 1991). A schematic representation of the origin of ITDs
and ILDs is depicted in Figure 1.3. Both interaural cues vary with the azimuthal
location of a sound source. Fine-structure ITD in the low-frequency region, however,

has been shown to be the most prominent cue for human sound localization (Blauert,
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1974; Wightman and Kistler, 1992; Macpherson and Middlebrooks, 2002; Brughera
et al., 2013). Together with monaural spectral cues, the interaural time and level

cues enable a spatial sound percept.
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Figure 1.3: Schematic illustration of the origin of interaural time and level dif-
ferences (ITDs and ILDs). a) Sounds originating from azimuthal angles different
from (° or 18(° arrive at the ipsilateral ear before arriving at the contralateral ear
resulting in an ITD. At the same time, the sound arriving at the contralateral ear
1s attenuated with respect to the ispilateral ear by the head-shadow, resulting in an
ILD. b) ILDs are most prominent at high frequencies. ¢) At low frequencies (below
approzimately 1500 Hz), ITDs in the temporal fine structure of the signal dominate.
d) ILDs and ITDs are apparent from the temporal waveform of a signal, illustrated
here for a sine tone.

Besides enabling sound source localization, the interaural cues improve speech
intelligibility in noise, especially in listening conditions where target and interferer
are spatially separated (e.g., Plomp and Mimpen, 1981). This improvement in
speech intelligibility is called Intelligibility Level Difference (ILDg;; Vom Hovel,
1984; Peissig and Kollmeier, 1997), generated by an effect known as spatial release
from masking (SRM; e.g., Litovsky, 2012). The two main contributions to SRM,
and therefore the I LDgy, are better-ear-listening and the binaural squelch effect.

Better-ear-listening is caused by the head-shadow effect. Different ILD cues in
the target and interferer portions of a signal result in signal-to-noise-ratio (SNR)

differences between the two ears. The listener can therefore rely predominantly on
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the ear with a more favorable SNR. Although resulting from interaural differences in
the signal, better-ear-listening is a monaural effect that can be accessed by listeners
without intracorporal binaural processing.

The binaural squelch effect can be attributed to at least two components (e.g.,
Laback et al., 2015). First, different binaural cues in the target and masker portions
of the signal can be processed intracorporally by NH listeners and result in binaural
unmasking (e.g., Bronkhorst and Plomp, 1988), i.e. improved target detection in
signals with spectro-temporal overlap. For simple stimuli such as tones, the underlying
effect has been termed binaural masking level difference (BMLD; e.g., Durlach and
Colburn, 1978). For speech stimuli, the decrease of the speech recognition threshold
by adding information from the second ear (which in most cases receives a worse
SNR) has been termed Binaural Intelligibility Level Difference (BILD; Vom Hével,
1984; Peissig and Kollmeier, 1997). Second, successful intracorporal processing of the
binaural cues and the resulting ability to localize separate sound sources enables NH
listeners to focus their attention to the desired source. In complex spatial multitalker
situations with ambiguity of speech cues, this helps to assign the correct cues to the
appropriate talker and results in attention-driven spatial release from masking (Kidd
et al., 2008).

While better-ear-listening relies exclusively on ILD cues, for attention-driven
spatial release from masking (Kidd et al., 2010; Bremen and Middlebrooks, 2013)
as well as binaural unmasking (e.g., Heijden and Joris, 2009), ITDs in the signal
fine structure have been suggested to provide the predominant contribution. The
BILD is presumably caused by a combination of ILD and ITD cues (Bronkhorst and
Plomp, 1988).

Challenges in Bilateral Cochlear Implants

Despite major technological advances in transitioning from single-channel implants
to modern multi-channel systems, the frequency resolution of current CI systems
remains far inferior to the frequency resolution of the healthy human auditory
system. With the increase in bilateral implantation, new technological challenges
arise. Current CI devices, when implanted bilaterally, are not linked and therefore
function independently of one another. While a binaural link between the left and
right devices and subsequent binaural processing to enable better noise, reverberation
and acoustic feedback reduction is already available in hearing aids, the corresponding
technical solution in Cls is still lacking. Independent processor clocks and continuous
sampling render the pulse timing meaningless, therefore no fine-structure I'TDs
and ILDs, only envelope I'TDS and ILDs are available to the CI user. ILD cues
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are distorted by independently acting compression (e.g., Van Hoesel et al., 2002),
independent adaptive dynamic range optimization (e.g., Dorman et al., 2014), and

bilaterally uncoordinated stimulation channel selection (Kelvasa and Dietz, 2015).

Resulting Challenges for Cochlear Implant Users

The limited information transfer capability in terms of independent channels across
the cochlea and amount of information per channel and unit of time transferred
from the CI to the brain, although allowing for excellent speech intelligibility in
quiet (see above), is not sufficient when speech is corrupted by interfering noise.
In noisy listening environments, CI listeners experience more difficulty in speech
intelligibility than HA users (Kaandorp et al., 2015) and NH listeners (Friesen et al.,
2001; Stickney et al., 2004).

Bilateral implantation has been shown to provide a benefit compared to monaural
CI usage (e.g., Schleich et al., 2004; Muller et al., 2002; Litovsky et al., 2006). While
bilateral implantation primarily ensures the supply of the better hearing ear with
sound input, the speech intelligibility benefit of adding the second device has been
shown to surpass the performance of the better ear alone (e.g., Ricketts et al., 2006).
However, NH or even HA speech intelligibility in noise is not matched.

Additionally, the sound localization ability of CI listeners is rather poor. Monolat-
erally implanted CI users exhibit virtually no sound localization awareness (Litovsky
et al., 2009). Even more intuitively than in speech intelligibility, bilateral implan-
tation also provides a benefit in sound localization abilities and some bilateral CI
listeners have been shown to localize sound sources with accuracies close to NH
performance in quiet listening conditions (Litovsky et al., 2012). As with speech in-
telligibility, a gap in performance when compared to NH as well as hearing-impaired
(HI) listeners nevertheless remains in noisy environments. Lorenzi et al. (1999)
reported root-mean-square (RMS) errors about two to three times larger for HI
listeners than for NH listeners when tested on the same lateralization in noise task
while Litovsky et al. (2012) reported RMS localization errors in noise for CI listeners
that were slightly larger than three times those obtained in NH listeners.

As discussed above, the two implants currently do not work synchronously, resulting
in distorted ILD cues and the absence of fine-structure ITD cues. A binaural link
between the two Cls would enable the possibility for true’ binaural pre-processing
(*Cocktail party processing’) based on the binaural acoustic input signal. This
binaural noise reduction, which can operate without relying on better interaural
cue preservation in the CI stimulation, has been shown to further improve speech

intelligibility in noise in HA (e.g., Kollmeier et al., 1993a,b; Van den Bogaert et al.,
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2009; Cornelis et al., 2012) as well as CI (e.g., Kokkinakis and Loizou, 2010) users
when compared to monaural noise reduction algorithms.

The synchronization of stimulation parameters across both sides as permitted by
a binaural link offers the possibility of better presenting fine-structure I'TD cues
to the CI listeners. CI listeners have previously been shown to be able to detect
and discriminate I'TD cues when presented with controlled I'TD stimuli in research
settings (for a comprehensive review of recent studies see Laback et al., 2015).
Additionally, a binaural link provides the possibility of enhancing any remaining
binaural signal processing capabilities of the implantee’s brain (potentially degraded
due to lack of acoustic input during the period of severe-to-profound hearing loss

prior to the implantation).

Structure of this Thesis

In the thesis at hand, the potential of utilizing binaural information transfer for
extracorporal noise reduction to improve CI speech intelligibility in noise as well as
the potential of supporting the remaining intracorporal binaural processing abilities
of CI implantees to improve sound localization were investigated. Chapters 2 and
3 are concerned with speech intelligibility in noise while chapter 4 investigates the
interaural timing sensitivity of bilateral CI users and discusses implications for sound

localization.

In chapter 2 eight selected, mainly binaural, noise reduction algorithms were
assessed using instrumental measures, with a focus on the instrumental evaluation
of speech intelligibility. Four distinct, reverberant scenarios were created to reflect
everyday listening situations: a stationary speech-shaped noise, a multitalker babble
noise, a single interfering talker and a realistic cafeteria noise. Three instrumental
measures were employed to assess predicted speech intelligibility and predicted
sound quality: the intelligibility-weighted signal-to-noise ratio (iISNR), the short-time
objective intelligibility (STOI) measure and the perceptual evaluation of speech
quality (PESQ).

The same noise reduction algorithms were subsequently evaluated with respect
to their potential to improve speech intelligibility in noise for users of bilateral CIs.
50% speech reception thresholds (SRT5q) were assessed using an adaptive procedure
in three of the four previsouly described, realistic noise scenarios. Eight bilaterally
implanted CI users, wearing devices from three manufacturers, participated in the
study. Results are presented in chapter 3.

Although clinical speech processors do not currently transmit meaningful inter-
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aural timing information to bilateral CI users, research processors do provide this
possibility. As a prerequisite for supporting the remaining binaural capabilities i.e.,
intracorporal binaural signal processing, in CI patients, chapter 4 investigates extent
of lateralization percepts in bilateral CI listeners when presented with pulse trains
carrying controlled ITD cues. The results are compared against NH listeners listening
to broadband stimuli as well as simulations of electric hearing.

Finally, chapter 5 provides a comprehensive summary of the presented research
and discusses the implications for bilateral CI listening as well as emerging research

and development challenges.



2 Comparing binaural pre-processing
strategies |: Instrumental

evaluation.

Abstract

In a collaborative research project, several monaural and binaural noise reduction
algorithms have been comprehensively evaluated. In this article, eight selected
noise reduction algorithms were assessed using instrumental measures, with a focus
on the instrumental evaluation of speech intelligibility. Four distinct, reverberant
scenarios were created to reflect everyday listening situations: a stationary speech-
shaped noise, a multitalker babble noise, a single interfering talker and a realistic
cafeteria noise. Three instrumental measures were employed to assess predicted
speech intelligibility and predicted sound quality: the intelligibility-weighted signal-
to-noise ratio (iISNR), the short-time objective intelligibility (STOI) measure and
the perceptual evaluation of speech quality (PESQ). The results show substantial
improvements in predicted speech intelligibility as well as sound quality for the
proposed algorithms. The evaluated coherence-based noise reduction algorithm
was able to provide improvements in predicted audio signal quality. For the tested
single-channel noise reduction algorithm, improvements in iSNR were observed in all
but the non-stationary cafeteria ambient noise scenario. Binaural minimum variance
distortionless response (MVDR) beamforming algorithms performed particularly well

in all noise scenarios.

This chapter is a reformatted reprint of "Comparing binaural pre-processing strategies I: In-
strumental evaluation.", R. M. Baumgéartel, M. Krawczyk-Becker, D. Marquardt, C. Vélker,
H. Hu, T. Herzke, G. Coleman, K. Adiloglu, S. M. A. Ernst, T. Gerkmann, S. Do-
clo, B. Kollmeier, V. Hohmann, and M. Dietz, Trends in Hearing, VOL.19, pp.1-16, doi:
10.1177/2331216515617916.

The original article can be found at http://tia.sagepub.com/content/19/2331216515617916.
Copyright 2015 by SAGE Publications.



2 Instrumental Algorithm Evaluation

2.1 Introduction

Many conversations today take place in rather noisy environments. For normal-
hearing (NH) listeners this degraded speech does not pose a major challenge and
is typically intelligible. Hearing aid (HA) or cochlear implant (CI) users on the
other hand, are much more impacted in their speech intelligibility by interfering
noise sources (Festen and Plomp, 1990; Peters et al., 1998; Qin and Oxenham, 2003;
Stickney et al., 2004).

Considerable effort has been made to develop and investigate single- as well as multi-
channel noise reduction algorithms for HAs and Cls (for comprehensive reviews, see
e.g., Levitt, 2001; Bentler, 2005; Doclo et al., 2015; Wouters et al., 2013; Doclo et al.,
2010; Hamacher et al., 2008). Spatial filtering (typically referred to as beamforming)
has become a standard in modern hearing devices. By enhancing signals originating
from one direction (usually the front) and suppressing signals originating from other
locations, these algorithms are able to achieve large improvements in signal-to-noise
ratio (SNR). A wireless link between hearing devices on the left and right side
is already available in commercial hearing aids. These binaural hearing aids also
feature binaural noise reduction algorithms. With the prevalence of bilateral cochlear
implantation increasing, the possibility of providing such algorithms to bilateral CI
users is emerging. These multi-channel, binaural algorithms use the microphone
signals from both hearing devices and result in larger SNR improvements compared
to monaural beamforming algorithms (Van den Bogaert et al., 2009; Cornelis et al.,
2012), providing improved speech intelligibility in noise. Noise reduction algorithms
operating on a single input channel on the other hand do not usually result in speech
intelligibility improvements, but have been shown offer improved signal quality and
listening comfort (e.g., Luts et al., 2010).

The objective of signal enhancement strategies is to enhance two fundamental
perceptual aspects of noisy speech signals: speech intelligibility and sound quality.
However, these two objectives cannot always be achieved simultaneously. When
assessing the merit of signal enhancement algorithms, both aspects should be taken
into consideration, although improved speech intelligibility typically is considered
to be more important. In general, there is a trade-off between noise reduction and
speech distortion. An increase in speech intelligibility can for example be achieved
at the cost of lower signal quality (e.g., due to distortions). Especially for noise
reduction algorithms operating on a single input channel, an improved signal quality
does not necessarily entail improved speech intelligibility at the same time (Hu and
Loizou, 2007a,b). Multi-channel noise reduction algorithms are often able to achieve

both, increased speech intelligibility as well as increased signal quality.
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2 Instrumental Algorithm Evaluation

Instrumental measures are commonly used to evaluate an algorithm’s capabilities
in speech intelligibility enhancement and/or quality improvement (e.g., Hendriks
and Gerkmann, 2012). Perceptual speech intelligibility measurements in normal-
hearing listeners (Yousefian and Loizou, 2012; Healy et al., 2013; Fink et al., 2012;
Kim et al., 2009) have also been used regularly to evaluate and characterize signal
enhancement algorithms, often in combination with other measures. Yousefian and
Loizou (2012), for example, supplemented their speech intelligibility evaluation with
an instrumental evaluation of signal quality, while Healy et al. (2013) and Fink et al.
(2012) additionally reported speech intelligibility improvements in hearing-impaired
subjects. Large-scale evaluation studies in hearing-impaired listeners (e.g., Luts
et al., 2010; Cornelis et al., 2012) or CI users (e.g., Brockmeyer and Potts, 2011) have
been geared towards comparing the value of different signal enhancement algorithms
for the respective listener groups.

Although a large number of studies have evaluated signal enhancement schemes
perceptually as well as with the help of instrumental measures, most studies focus
on the evaluation of only a small number of signal processing schemes. Differences
between studies in measurement design, speech and noise material, as well as subject
groups in the case of perceptual evaluations, or choice of measures in the case of
instrumental evaluations, limit the comparability across studies.

This article is the first in a series of three articles in this issue originating from
a collaborative project of several research groups within the Cluster of Excellence
"Hearing4 All’ in Oldenburg. The goal of this collaborative research project was
to comprehensively evaluate state-of-the-art signal enhancement algorithms, with
emphasis on binaural algorithms. We tested (1) different listening situations, (2)
different instrumental measures, (3) subjects with a very different hearing status,
and (4) a variety of different algorithms. These four aspects taken together provide
an overview of the benefits obtainable by monaural and binaural signal enhancement
algorithms. A coherent study design was maintained across all evaluations to ensure
high comparability of the results. Several state-of the art noise reduction algorithms
were selected, with a focus on binaural algorithms but also including two monaural
algorithms as references. The selected algorithms consisted of established algorithmic
building blocks, such as (fixed and adaptive) minimum variance distortionless response
(MVDR) beamforming and spectral post-filtering, which were combined in innovative
ways. All algorithms were implemented in real-time on a common signal processing
platform, namely the Master Hearing Aid (MHA; Grimm et al., 2006), making the
setup ideal for perceptual listening evaluations.

Four different, synthetic but highly realistic scenarios were designed to reflect real-
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2 Instrumental Algorithm Evaluation

world listening situations. All scenarios included a significant amount of reverberation
(Tho ~ 1.25s), further challenging the algorithms. The noise scenarios were created
in a three-dimensional listening environment using head-related impulse responses
(HRIRs; Kayser et al., 2009).

Starting from these common algorithms and test scenarios, which are described in
detail in the following methods section, we have branched out into specific studies
reported in the three articles. The current article presents the common framework and
the instrumental evaluation of speech intelligibility and quality. Three measures were
employed: the speech intelligibility-weighted signal-to-noise ratio (iSNR; Greenberg
et al., 1993), the short-time objective intelligibility (STOI; Taal et al., 2011) measure,
and the perceptual evaluation of speech quality (PESQ; ITU-T, 2001). The second
article aims at evaluating the same signal enhancement strategies through perceptual
evaluations in bilateral cochlear implant users (Baumgértel et al., 2015a). In a
third article, perceptual evaluations in normal-hearing listeners and hearing-impaired
subjects, as well as an evaluation using a binaural speech intelligibility model, are
presented (Volker et al., 2015).

2.2 Methods

2.2.1 Noise Reduction Algorithms

The signal enhancement strategies evaluated in this study were implemented on a

common processing platform. All output files had a sampling rate of 16 kHz.

2.2.1.1 Adaptive differential microphone (ADM).

The adaptive differential microphone (ADM) algorithm was implemented according
to the description in Elko (1995). The two omnidirectional microphones present in
each hearing device were combined adaptively so that the sound energy from the
rear hemisphere is minimized in the output of the algorithm. This is achieved by
steering a spatial zero to suppress sound originating from the loudest source in the
rear hemisphere. The ADM algorithm first computed front-facing and back-facing
differential microphones with a spatial zero pointing to 180° and 0°, respectively.
These signals were then weighted and combined, with the weight parameter deter-
mining the direction of the spatial zero. The weight parameter was adapted using a
gradient-descent procedure to ensure the above energy criterion. The combination
of two closely spaced omnidirectional microphones resulted in a comb-filter effect

present in the output signal of the ADM. Therefore, a low-pass filter was used to
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counter the effect of the first minimum of the comb filter. The ADMs worked on
the left and right side independently and were included here as a second reference

condition alongside the unprocessed signals .

2.2.1.2 Coherence filter (COH)

The coherence-based noise reduction algorithm (Grimm et al., 2009; Luts et al., 2010)
computes a spectral gain based on the concept of coherence to separate the desired
speech signal from undesired noisy components. Coherent signal components were
assumed to belong to the desired target signal, e.g., a single speaker talking to the
listener. Incoherent signal components are assumed to belong to the undesired noisy
part.

The processing algorithm works in the short-time Fourier Transform (STFT) do-
main, where STFT bins were grouped into 15 non-overlapping third-octave frequency
bands with center frequencies ranging from 250 Hz to 8 kHz. The interaural phase
difference (IPD) was used as an estimate for the coherence. The coherence C'(k,[) in
each frequency band k£ and time segment [ is estimated from the vector strength of
the complex IPD ¢;pp(k, 1), as defined in Grimm et al. (2009):

C k1) = |{cwn (k. 1)) |- (2.1)

The coherence value was estimated using a running average (). with time
constant 7(k). Since for short time constants the estimate C'(k, 1) may be larger
than the actual coherence, a linear mapping of the coherence was introduced. The
coherence interval [C, Cy] was mapped linearly to the interval [0, 1]:

) CROE Oy < Ck,1) < Cy
Ck,)=¢ 0 C(k,1) < Cy (2.2)
1 C(k,1) > Cy

An identical mapping interval was used for all frequency bands. The gain in each

frequency band was then computed by applying an efficiency exponent «(k), i.e.:

Gk, 1) = C(k,1)*®. (2.3)

By applying the same gain to both channels, the binaural cues were preserved.

Fixed differential microphones (FDMs) working on the left and right side independently are
another possible choice of reference algorithm condition. FDMs implemented analogously to
the ADMs presented here have been tested using the iSNR measure. Performance differed by
less than .1 dB, except for one condition (right side channels, SCT noise), where the ADMs
outperformed the FDMs by 2.9 dB. We therefore decided to include the technically more refined
ADMs as reference algorithms in this study rather than FDMs.
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The two main parameters for the algorithm are the time constant 7(k) and the
efficiency exponent a(k). Both frequency-dependent parameters were optimized
manually. The efficiency exponent «(k) roughly followed the band importance
function for the calculation of the speech intelligibility index (SII; ANSI, 1997). The
values for the time constant 7(k) were approximated by fik -100, where f; denotes the
center frequency of the k' frequency band Hz. In this study, the coherence-based
noise reduction algorithm was used in serial processing after the adaptive differential
microphone (ADM) algorithm, i.e., the ADM supplied a binaural input signal for

the coherence-based noise reduction algorithm (see Figure 2.1).

Vi1

YR1

Figure 2.1: Block diagram illustrating the coherence filter setup.

2.2.1.3 Single-channel noise reduction (SCNR).

In this processing scheme, the frontal microphone signals of the left and the right
hearing device were enhanced separately using an STFT-based single-channel noise
reduction setup as outlined in Figure 2.2. For the STFT we used a segment length of
32 ms with 50% overlap, and a square-root Hanning window for analysis and overlap-
add synthesis. In the STFT domain the noise power spectral density Py(k,l) was
estimated from the noisy input STFT Y (k, (), using the speech presence probability
based estimator (Gerkmann and Hendriks, 2012). An estimate of the speech power
Ps(k, 1) was obtained by temporal cepstrum smoothing as proposed in Gerkmann
et al. (2008). In the next step, the speech power Ps(k,[) and the noise power Py (k,1)
were used to estimate the clean speech spectral amplitude |S(k, )| according to
Breithaupt et al. (2008), which is parameterized with a compression parameter § and
a form parameter p. As in Breithaupt et al. (2008), here we used p = 5 = 0.5, i.e.: the
so called super-Gaussian amplitude root (SuGAR) estimator. While x4 = 0.5 modeled
the clean speech STFT coefficients as being complex super-Gaussian distributed,
B = 0.5 corresponded to minimzing the mean square error between the square roots of
the true and the estimated amplitudes. This choice has been reported to yield a good

noise reduction performance with only little audible speech distortions (Breithaupt
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et al., 2008). The clean speech spectral amplitude is estimated by multiplying the
input STFT amplitude with a real valued gain function, i.e. |S(k,1)| = G(k,)|Y (k,1)|.
To minimize speech distortions, we applied a lower limit of -9 dB to the gain function
G(k,l). Finally, the estimated spectral amplitude was combined with the noisy
spectral phase of the input signal, i.e. S(k,1) = |S(k,1)|exp (i£Y (k,1)) and the
enhanced time domain signal $(n), with time index n, was synthesized via overlap-
add, which is denoted as iSTFT in Figure 2.2. The employed monaural enhancement
scheme is used due to its generality. With more knowledge about the specific acoustic
scenario, like the noise type, alternative methods, e.g., based on supervised-learning
techniques (Kim et al., 2009), might lead to further improvements at the cost of a

loss in generality.

y(m) Y(k, D[ Noise Power |Pv(k D) Speech Sk, D sm)
. STET Estimation Enhancement ISTFT

Ps(k, 1)
Speech Power
Estimation

Figure 2.2: Block diagram illustrating the single-channel noise reduction setup.

2.2.1.4 Fixed minimum variance distortionless response (MVDR)
beamformer.

The binaural minimum variance distortionless response (MVDR) beamformer aimed
at minimizing the overall noise output power, subject to the constraint of preserving
the desired speech component in the frontal microphone signals of the left and the
right hearing device. The frequency-domain binaural MVDR filters for the left and
the right hearing devices W (k) and Wg(k) were equal to Van Veen and Buckley
(1988):

Wilb) = ey g A ) (2.4)
Walk) = o ARy ) (25)

where I'(k) denotes the spatial coherence matrix of the noise field (assumed to be
diffuse), A(k) denotes the anechoic head-related transfer function (HRTF) vector
between the speech source and the microphones of the left and the right hearing
device and A (k) and Ag(k) denote the anechoic HRTFs of the frontal microphones
in the left and the right hearing device, respectively. A detailed description of the
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beamforming scheme employed here can be found in Doclo et al. (2015). Assuming
the speech source to be fixed in front of the listener, the filters W (k) and Wg(k) can
be precalculated. The output signal at the left hearing device zy(n) was obtained by
filtering and summing all microphone signals using the time-domain representation of
the filter W (k). The output signal at the right hearing device zg(n) was obtained

similarly.

2.2.1.5 Adaptive MVDR beamformer.

Since in practice the noise field is generally not known and changes over time, fixed
beamformers such as the described binaural MVDR are only able to achieve a
limited amount of noise reduction. To adapt to changing noise environments, the
noise coherence matrix (I'(k)) needs to be updated, or alternatively, the generalized
sidelobe canceler (GSC; Griffiths and Jim, 1982; Gannot et al., 2001) structure has
been proposed, consisting of a fixed beamformer, a blocking matrix and an adaptive
filtering stage, as depicted in Figure 2.3. The fixed beamformer generated a speech
reference signal, the blocking matrix generated so-called noise reference signals by
steering spatial zeros in the direction of the speech source, and the adaptive filtering
stage used a multi-channel adaptive filter aiming to remove the remaining correlation
between the residual noise component in the speech reference signal and the noise
reference. For the fixed beamformer, the binaural MVDR beamformer was used.
The spatial zero towards the speech source (assumed to be in front of the listener) in
the blocking matrix was realized by subtracting the microphone signals of the right
hearing device from the microphone signals of the left hearing device, such that two
noise reference signals, one for each side, are available at the input of the adaptive
filter. The adaptive filtering stage was realized using a frequency-domain normalized

least mean squares algorithm (NLMS) according to Shynk (1992).

2.2.1.6 Combination of beamformer and postfiltering (PF).

Both the fixed and the adaptive beamformers only consider spatial characteristics
of the microphone signals. To additionally exploit spectro-temporal characteristics,
we also considered the combination of the beamformers described above with a
postfiltering based on single-channel speech enhancement, as presented above. The
basic block diagram, encompassing all combinations considered in this article, is
illustrated in Figure 2.4. First, a binaural MVDR beamformer was applied as
presented in the preceding paragraphs. The binaural output signals of the beamformer
were then transformed into the STFT domain, followed by the same single-channel

noise reduction that has been outlined above. Based on the signals at the output of
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yLl(n)D— ( A | + z,(n)
N
n i
Yi2(n) O_ fixed speech
MVDR reference
Yr2(1) O‘ ] 0 A
(e n
Yr1() O"' . "
Blocking Adaptive
Matrix Filter
noise
references — Adapti
aptive
Filter

Figure 2.3: Block diagram illustrating the adaptive binaural MVDR beamformer

setup.

the SCNR processing, gain functions for the left and for the right ear were computed,

i.e. Gr(k,l) and Ggr(k,!), and applied to the left and right frontal microphone signals.

Finally, the enhanced signals were synthesized via overlap-add. For more details on

spectral post-processing for binaural speech enhancement, see e.g. Lotter (2004),
Rohdenburg (2008), Simmer et al. (2001), and Gannot and Cohen (2007). The three

combinations under investigation differed only in the choice of the beamformer and

the postfiltering scheme, either using a common postfiltering, i.e. Gp(k,1) = Gr(k,!)
or an individual postfiltering, i.e. GL(k,[) # Gr(k,).

Y11

fixed/adapt.
Beamformer

Individual PF/
Common PF

Figure 2.4: Block diagram illustrating the combination of a binaural MVDR beam-
former with single-channel postfiltering. The indices n, k, and | were omitted for the

sake of clarity.
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Common postfilter based on fixed binaural MVDR beamformer (com PF
(fixed MVDR)).

In this setup, the fixed MVDR beamformer was combined with a common postfilter,
defined as:

|Zu(k, DI? + | Zn (K, D)

Vi (b, D2+ [Yau(k, D2 (2.6)

Gr(k,l) = Gr(k,1) = \l

By using the same real-valued gain on both signals, the interaural level differences
(ILDs) and interaural time differences (ITDs) of both the speech and noise components
were maintained, as the signals at both ears were scaled by the same factor. This was
not necessarily the case for the output of the binaural MVDR beamformer without

postfilter.

Common postfilter based on adaptive MVDR beamformer (com PF (adapt
MVDR)).

In this setup, the adaptive MVDR beamformer was combined with the same common

post filter as introduced above.

Individual postfilter based on adaptive MVDR beamformer (ind PF (adapt
MVDR)).

In this setup, the adaptive binaural MVDR beamformer is combined with a different
post filter, which works individually on the left and the right hearing device. The

gain functions were defined as:

_ |4k
Gl 1) = (A (2.8)

On the one hand, since the single-channel noise reduction scheme itself is minimum
mean-square error (MMSE) optimal (Breithaupt et al., 2008), using individual
postfilters potentially achieved an increased SNR improvement compared to using
the common postfilter described above. On the other hand, the input ILDs were not

maintained anymore.
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2.2.1.7 Real-Time Implementation on the Master Hearing Aid (MHA)

Platform.

The MHA (Grimm et al., 2006) is a real-time signal processing platform designed
for implementation and evaluation of hearing device algorithms. It runs on multiple
operating systems and processor architectures. The MHA framework as well as
the existing algorithms were implemented in C++4-. Using the MHA configuration
language, the implemented algorithms could be easily configured by setting their
parameters and could be combined with each other. Once a configuration had been
loaded, all corresponding algorithms were loaded with their current settings as plug-
ins at runtime into the MHA. The MHA supports re-configuration of algorithms at
runtime. For this, a network connection can be established using network tools (e.g.
telnet) as well as using Matlab tools, which are part of the MHA distribution. All
algorithms presented here (see Table 2.1 for overview) were implemented on the MHA
platform. Although the save-to-file function was used for the instrumental evaluations
of algorithm performance, all algorithms ran in real-time, making the system an
ideal platform for subjective listening tests. Such tests have been conducted with
bilaterally implanted cochlear implant users, hearing-impaired and normal-hearing
listeners. The results from these evaluations are presented in the two accompanying
studies (Baumgartel et al., 2015a; Volker et al., 2015).

Table 2.1: List of signal enhancement strategies. Two algorithms marked with
asterisks are established monaural strategies, which were included as reference (ADM)
and because they have been used as processing blocks in some of the binaural algorithms

(ADM and SCNR).

7#  Abbreviation Algorithm

1 NoPre no pre-processing

2 ADM * adaptive differential microphones

3 ADM + coh adaptive differential microphones in combination with coherence filter
4 SCNR * single-channel noise reduction

5 fixed MVDR fixed binaural MVDR beamformer

6 adapt MVDR adaptive binaural MVDR beamformer

7 com PF (fixed MVDR) common postfilter based on fixed binaural MVDR beamformer

8 com PF (adapt MVDR)  common postfilter based on adaptive binaural MVDR beamformer

9 ind PF (adapt MVDR) individual postfilter based on adaptive binaural MVDR beamformer

2.2.2 Speech and Noise Material

All scenarios were created in a highly reverberant, cafeteria-style room, (see Figure
2.5 and Kayser et al., 2009). The reverberation time of this cafeteria of Ty ~ 1.25s
is larger than one would expect in typical conversation environments (Tgo < 1s), yet

listeners will at times be faced with environments exhibiting such long reverberation.
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The scenarios created here can, in terms of reverberation time, be understood as
worst-case scenarios. With the exception of the cafeteria ambient noise (CAN;
see below for details), all scenarios were created by convolving target speech and
background noise signals with HRIRs recorded using behind-the-ear (BTE) HA shells
on a dummy head in a reverberant cafeteria (Kayser et al., 2009). In the work
described here, only front and rear BTE microphone channels were used, mimicking
two-microphone HA or CI devices. The distance between the two microphones on

each side was approximately 1.6 cm.

[]
L]
L]

Figure 2.5: Layout of the cafeteria-type room used to create the target speech and
noise signals. Position and head orientation 1 was chosen for the listener. Target
speech originated from position A, interfering talkers were located at either position
D or positions B, C, D, E and F. The inset (marked by red box) shows the detailed
position and orientation of speakers located at position D (a), position E (b) and
position I (c).

2.2.2.1 Speech Material

The Oldenburg sentence test (OLSA) (Wagener et al., 1999b) was used as speech
material. The OLSA speech material shows a phoneme distribution that is equivalent
to the mean phoneme distribution of the German language and is spoken at medium
speed. Dry recordings of the OLSA sentences were convolved with HRIRs as described
above in order to create the four-channel target input signals. The target speech
source was located at 0° (front) at a distance of 102 cm in all test conditions (position

A in Figure 2.5). 120 sentences were used in this instrumental evaluation.
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2.2.2.2 Noise Material

Technical evaluations of all algorithms were performed in four distinct acoustic
scenarios described in detail below. To create interfering speech signals, speech
material from the German few-talker corpus of the EUROMI1 speech corpus (Chan
et al., 1995) was used, where we chose only the five male talkers. In order to create
the speech signals, 35 randomly selected passages by one talker were concatenated
and the resulting signal was then cropped to ten minutes length. The four scenarios

were:

1) olnoise (OLN) To create a stationary yet spatial noise scenario, the speech-
shaped noise file provided with the OLSA sentence material (olnoise) was
used. A ten-minute long version of the noise file was created. Five different
(uncorrelated) sections of this noise were chosen by delaying the starting point
of the signal by 0, 2, 4, 6 and 8 seconds. Fach noise signal was then assigned
to one of five locations (positions B, C, D, E and F, see Figure 2.5) in the

cafeteria environment to create incoherent stationary background noise.

2) 20-talker babble (20T) A multitalker babble noise was created by placing 20
talkers at five different locations (four talkers at each location) around the
listener. Speech signals were created using the speech material taken from the
EUROMI corpus. Each of the five talkers was used four times (at four different
locations). Therefore, for each of the five talkers, four different 10-minute
signals were created as described above. The talkers were located to the left
and right of the listener, as well as front left and back right (positions B, C, D,
E and F, see Figure 2.5).

3) Single competing talker (SCT) A single, male interfering talker was placed at
+90° (right hand side, position D in Figure 2.5) of the subject at a distance of
162 cm and an elevation of 40 cm above ear level (tilted to be pointed directly
at the ear). The speech material was taken from the EUROMI1 speech corpus

as described above.

4) Cafeteria ambient noise (CAN) As the most realistic scenario, the cafeteria
ambient noise signal was recorded alongside the HRIRs in the same cafeteria-
type room (Kayser et al., 2009) during lunch-hour. The noise signal includes
periods of two-person conversations being carried out next to the recording
dummy, periods of more diffuse talking in the background as well as typical
cafeteria sounds such as dishes and cutlery being used and chairs being pushed

across the floor.
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2.2.2.3 Signal generation

Clean speech and noise signals were mixed at a broadband, long-term SNRs between
-10 dB and +10 dB. The SNR was determined from the reverberant speech and
noise signals, averaged across left and right ears, front and back microphones. Three
seconds of noise-only in the beginning of each signal were provided to allow enough
time for all algorithms to converge before target speech onset. For each test scenario,
each of the 120 OLSA sentences used in this evaluation was mixed with one noise
segment randomly cut from the longer, original noise files. The same noise segment
was used for all SNRs. Signals were then processed by the signal pre-processing
strategies using the MHA platform. The processed speech and noise signals were
computed following the protocol introduced by Hagerman and Olofsson (2004). In
short, two different signals were produced and processed by the algorithms: Speech
mixed with the original noise signal (S + N) and speech mixed with a phase-inverted
version of the noise signal (S — N). Under the assumption that both signals are
processed equally by the algorithms, the processed speech and noise signals were
calculated as follows:

Sproc =5 ((S + N)Proc + (S - N)proc)a (29)

DN | —

and .
Nproc = 3 ((S+ N)proc — (S = N)proc)- (2.10)

Subsequently, all signals were time-aligned to compensate for different processing
delays introduced by the algorithms. In this step, the three seconds of noise added

at the beginning of each signal were also eliminated.

2.2.2.4 Reference signals

To compute the STOI and PESQ measures (see below for measure descriptions),
a clean speech reference signal is required. All algorithms aim at estimating the
anechoic speech component at the BTE microphones, therefore clean speech convolved
with anechoic HRIRs (Kayser et al., 2009) rather than dry clean speech was used as

a reference.

2.2.3 Instrumental Measures

Instrumental evaluations of the considered algorithms were performed using instru-
mental measures of speech intelligibility as well as speech quality. Here the short-time

objective intelligibility index (STOI) measure as well as intelligibility-weighted SNR
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(iISNR) were used as the instrumental speech intelligibility measures, while the

perceptual evaluation of speech quality (PESQ) was used to evaluate speech quality.

2.2.3.1 Intelligibility-weighted SNR (iSNR).

The intelligibility-weighted SNR (iSNR; compare Greenberg et al., 1993) calculates
the longterm SNR in 18 frequency bands and weighs the obtained SNRs with the
band-importance function according to the SII standard (ANSI, 1997) to obtain an
overall iSNR measure. Since this measure does not require a reference signal, it was
computed based on the processed speech (S,.c) and noise (Ny.) signals obtained

from equations (9) and (10).

2.2.3.2 Short-time objective intelligibility (STOI) measure.

The STOI measure (Taal et al., 2011) determines the correlation between time-
frequency segments of a clean speech reference signal and a (noisy) processed speech
test signal. Both signals are divided into 25.6-ms, Hanning-windowed segments
with 50% overlap. After decomposition into 15 third-octave bands with center
frequencies ranging from 150 Hz to 4.3 kHz, the correlation between the clean
speech reference signal and the processed signal is determined for temporal envelope
segments of 384 ms length. Before calculation of the correlation coefficient, the
processed signal is normalized to compensate for global level differences. Additionally,
the signal is clipped, resulting in an upper bound for the sensitivity of the measure
towards severely degraded time-frequency units (Taal et al., 2011). The obtained
intermediate intelligibility measures are averaged across all time frames and all
frequency bands to obtain one value, the STOI score. STOI scores are mapped to an
absolute intelligibility prediction (Taal et al., 2011) where a score of 1 corresponds to
100% speech intelligibility. For normal-hearing listeners, the measure shows a high
correlation with subjective speech intelligibility in different noise-types for speech
processed with different noise reduction schemes. In Hu et al. (2012) it has also been

shown that STOI was able to predict speech intelligibility for noise-vocoded speech.

2.2.3.3 Perceptual Evaluation of Speech Quality (PESQ).

The perceptual evaluation of speech quality (PESQ) measure is more complex than
the other two measures used. It was developed and introduced by Rix et al. (2001)
and is recommended by ITU-T for speech quality assessment of telephone networks
ITU-T (2001). PESQ compares a clean speech reference signal with a processed

speech signal by means of a perceptual model. PESQ was found to be in good
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agreement with subjective quality measures for NH listeners (Hu and Loizou, 2008).
In short, the test and reference signals are time- and level-aligned and filtered to
model a standard telephone handset. Subsequently, both the reference and the test
signal are passed through an auditory transform. Two parameters are calculated
from differences between the two transformed signals and are aggregated in time
and frequency. These differences are then mapped to a mean opinion score (MOS),
covering a range from 0.5 (highly degraded test signal) to 4.5 (no difference between
reference and test signal). PESQ results will be reported here in terms of MOS. For
reference, a decrease in SNR from 0 dB to -5 dB in the unprocessed signal results
in a reduction in MOS of 0.3. The choice of an anechoic, clean-speech reference
file resulted in the evaluation of dereverberation and SNR improvements as quality

improvements.

2.3 Results and Discussion

In this section, we compare the performance of the considered noise reduction
schemes by means of 3 different instrumental measures. The same algorithms have
been evaluated in the same noise conditions with bilaterally implanted CI subjects
by Baumgértel et al. (2015a) and in NH and HI subjects by Volker et al. (2015).
Absolute values obtained from the instrumental evaluation at an input SNR of 0 dB
are presented in Figure 2.6.

Additionally, for each measure the improvements provided by each algorithm in

each scenario were determined as
A = max(Scoreago 1, Score s r) — max(Scorepey,r, SCOr€rer k), (2.11)

where either the unprocessed condition (NoPre) or the signals processed with ADMs
were chosen as the reference condition. We refer to these improvements as better-
channel-improvements, and they are plotted for an input SNR of 0 dB in Figure 2.7,
panel a) with respect to the unprocessed signal and panel b) with respect to the
ADM processed signals.

In Figure 2.8, better-channel-improvements with respect to the unprocessed refer-
ence condition are depicted for each algorithm as a function of the input SNR.

All results presented here are averaged across 120 sentences and, consequently,
across 120 different noise segments for each test scenario. The error bars in Figures
2.6, 2.7 and 2.8 (standard deviation) therefore provide an estimate of the variation
in algorithmic performance for each algorithm in each test scenario. In the scenarios

tested here, the fluctuations are rather small, suggesting all algorithms work robustly
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Figure 2.6: Instrumental evaluation results at 0 dB input SNR. Top panels show the
results for the iSNR measure, middle panels show the results for the STOI measure
and bottom panels show the results for the PES(Q) measure. Columns from left to
right show results for OLN (Navy), 20T (Turquoise), CAN (Red) and SCT (Yellow)
noise scenarios. Left channel results are indicated by bar graphs with solid filling,
right channel results by bar graphs with hashed filling. Error bars denote the standard
deviation.

in each of the tested scenarios. The fluctuations in the highly non-stationary CAN
and SCT scenarios are larger than fluctuations in the more stationary OLN and
20T babble scenarios as can be expected. For PESQ, the variation decreases with
increasing input SNR. The same is true for STOI, albeit to a lesser extent. The
variation seems to be caused almost exclusively by the noise characteristics; the
standard deviations for all algorithms within one noise scenario are very similar.
The results from the three instrumental measures differed slightly, as each measure
sheds light on certain signal characteristics (see Instrumental Measures section for
details). It should be noted that the absolute mean opinion scores obtained from the

PESQ evaluation are comparatively low. The full scale of the PESQ scores ranges
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Figure 2.7: Better-channel-improvements obtained for each instrumental measure
score at an input SNR of 0 dB. Panel a): The better channel for each algorithm
condition is compared to the better channel in the corresponding no pre-processing
condition. Panel b): The better channel for each algorithm condition is compared to
the better channel in the corresponding ADM processed condition. Color codes are
used for the test scenario, error bars denote the standard deviation.

from 0.5 to 4.5, whereas the results here only covered a range up to 2.3. The PESQ
measure was originally developed to evaluate telephone transmission by comparing a
clean speech signal to a transmitted (and presumably degraded in quality), yet still
clean signal. Here, however, we have used PESQ as an instrumental quality measure
by comparing a noisy speech signal (output of the signal enhancement algorithms)
with a clean reference speech signal (compare section Reference signals). Residual
noise, not accounted for in the original model, was therefore treated as a quality
impairment.

For the unprocessed reference condition (NoPre) in the SCT scenario, a large
difference between the left and right channels was found (Figure 2.6, right-most
column), with the left channel showing better values in all measures. This finding
was expected considering the highly asymmetric setup of this noise scenario: one

competing talker was located to the right of the listener, while no noise sources are
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Figure 2.8: Better channel improvements for all tested algorithms are plotted at
varying input SNRs between -10 dB and +10 dB. Top panels show results for iSNR,
middle panels STOI and bottom panels PESQ results. Error bars denote the standard
deviation. Color codes are used for the different test scenarios.

present to the listener’s left. In the other three conditions, only small differences were
observed between the left and right channels, with the right channel being evaluated
as slightly better than the left. This difference could again be attributed to a slight
asymmetry in the measurement scenario setup (see Figure 2.5 for geometric layout of
the measurement environment). In the OLN and 20T scenarios, noise sources were
located at positions B - F. The left side sources were located closer to the hearing
devices and therefore produced higher noise power than the sources located at the
right side. Additionally, the listener was seated in close proximity to a wall on the
left side resulting in left-biased reflections, while the listener’s right side faced an
open room.

Signal processing with the ADM algorithm enhanced the differences between left
and right channels, especially in the 20T condition. This is due to the ADM acting
on the right microphone channels being able to steer a spatial zero towards two
interfering noise sources located towards the back (positions E and F; see Figure
2.5), resulting in high noise suppression, while the ADM acting on the left signal
channels were more influenced by the interfering noise source at a rather frontal
position (B), which cannot sufficiently be suppressed due to the close proximity to
the target direction (A). Better-channel-improvements obtained by processing with
ADMs were seen with all measures in all scenarios. Considering that the target and
interfering sound source are spatially separated in the SCT scenario, the ADMs were
expected to yield the largest improvements in this scenario. None of the measures,
however, matched this expectation. As a function of the input SNR, the iSNR

measure shows a minimal decrease in better-channel-improvement with increasing
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input SNR. The reason for this behavior is that at low input SNRs the noise sources
are more prominent than the target source which allows for an efficient adaptation
of the algorithm to the interfering sound. Both the STOI and PESQ measures
predict the best performance at input SNRs of -5 dB or 0 dB. While the decrease
in performance at higher input SNRs can be attributed to the loss in algorithm
efficiency as discussed above, the decrease at lower input SNRs is likely influenced by
distortions introduced by the processing algorithm which are evaluated negatively
by the STOI and PESQ measures, but not by the iSNR measure.

The combination of ADMs with coherence-based postfiltering (ADM + coh)
resulted in further increases in better-channel-improvements for all measures in all
conditions (see Figure 2.7b), with the only exception being STOI which showed a
slight decrease in performance due to the addition of the coherence-based postfilter
in the stationary OLN scenario. In both, the iSNR and STOI results the same trend
is apparent: ADM + coh provides larger benefits with increasing non-stationarity of
the interfering noise. We speculate that this is due to the temporal variation of the
interaural coherence decreasing with increasing stationarity of the interfering noise.
Since the coherence-based postfilter derives the gain from the interaural coherence, it
provides less benefit with decreasing temporal variation of the interaural coherence.
Unlike the iSNR measure, the STOI measure takes into account signal distortions to
a certain extent. In all test scenarios but OLN, the improved SNR (as apparent from
the iSNR scores) outweighs the negative impact of the distortions. In the stationary
OLN however, the reduced STOI score for ADM + coh with respect to the ADM
reference is likely due to distortions introduced by the processing that could not be
offset by SNR improvements. As a function of input SNR, each measure will be
discussed individually. For the iSNR measure and non-stationary noises (SCT and
CAN) a similar behavior as ADM alone was found, but with overall larger benefits.
In the stationary noises (OLN and 20T), an increase in benefit with increasing input
SNR can be seen. The STOI measure shows similar behavior to the ADM algorithm
alone except for two findings: in the OLN scenario, overall benefits are smaller and,
in the SCT scenario, the benefits at low input SNRs are larger. Overall larger benefits
than ADM alone were seen in the PESQ measure, especially in the SCT scenario at
low input SNRs.

The single-channel noise reduction (SCNR) algorithm yielded the smallest im-
provements (sometimes degradations) in all scenarios, using all measures. Since
all other algorithms evaluated in this study are multi-channel processing schemes,
this finding was expected. Multi-channel algorithms are well known to provide

larger benefits in both speech intelligibility and signal quality than single-channel
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algorithms. For all measures, the best performance of the SCNR algorithm was
observed, as expected, in the stationary OLN condition. The worst performance was
seen in either the 20T or SCT scenarios. The SCNR scheme employed here relied
on speech and noise power estimates based on the speech presence probability. For
the stationary OLN, these estimates and therefore the separation of a noisy signal
into speech and noise components worked quite well, giving rise to the observed
improvement in all measures. For non-stationary noise scenarios, where the noise
contains more speech-like signal parts (SCT being the extreme case), estimation
errors occur and consequently, no improvements were found. It is notable however
that even in the extreme case of speech-on-speech masking (SCT scenario), where
the SCNR scheme was expected to fail in its ability to correctly estimate speech
and noise powers, only rather small degradations were observed. With respect to
the iSNR and PESQ measures, the algorithm performance increased with the input
signal’s SNR for all interfering noise conditions. This behavior was anticipated as
lower interfering noise power reduces errors in the speech probability estimates. The
STOI measure, however, predicts no change in performance with input SNR or even
a small decrease.

Two versions of the binaural MVDR beamformer were tested here, a fixed MVDR
and an adaptive MVDR beamformer. In the OLN, 20T and CAN scenarios both
beamformers performed similarly, whereas in SCT scenario, the performance of the
adaptive MVDR beamformer algorithms was substantially better than the fixed
MVDR beamformer. While both beamformers were designed to enhance signals
originating from directly in front of the listener, the adaptive beamforming algorithm
had the additional ability to selectively suppress an interfering noise source originating
from a different direction. This additional noise suppression did not yield much
advantage in environments containing many noise sources located at a number of
locations, in the SCT environment however, the suppression of the single noise source
in combination with the enhancement of the target speech source resulted in a much
more favorable SNR than the target source enhancement alone (fixed MVDR).

For the fixed binaural MVDR, the best performance determined by each of the
measures was seen in one of the diffuse-like noise scenarios (iSNR: 20T, STOI:
20T, PESQ: OLN). For the iSNR and the STOI measure, the lowest performance
of the fixed MVDR was seen in the highly directional SCT scenario. Since this
binaural beamforming algorithm utilizes the assumption of a diffuse noise field in the
calculation of the filters W (k) and Wg(k), this trend was anticipated. Compared
to the ADM-baseline, the fixed binaural MVDR showed the largest improvements in
the stationary OLN scenario. The iSNR and STOI measure revealed smaller, yet
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noticeable improvements also for the CAN, 20T and SCT scenarios. The PESQ
measure shows further improvements only for the CAN condition and no difference
to ADM for the remaining two (20T and SCT). The similarities and differences
between ADM and fixed MVDR are also apparent when comparing the algorithms’
performance across input SNRs for the iSNR and PESQ measures. The STOI
measure, however, while showing similar trends for three of the noise scenarios (20T,
CAN and SCT), shows a larger improvement for the fixed binaural MVDR at negative
input SNRs. For the fixed binaural MVDR beamformer, the addition of a common
postfilter resulted in improved PESQ and iSNR scores in all scenarios. The STOI
measure, however, showed decreased performance in all scenarios, except for the SCT
scenario. As a function of input SNR, the behavior of the common postfilter based
on the fixed MVDR beamformer is similar to the sum of the fixed binaural MVDR
alone and the SCNR algorithm.

The adaptive binaural MVDR beamformer yielded the largest improvements
overall for all measures in the SCT scenario. Since this scenario consists of spatially
separated target and interfering sources, it is an ideal match for the adaptive MVDR
algorithm. For the adaptive MVDR without postfilters, all measures revealed the
largest better-channel-improvements in the SCT scenario. When regarding the iSNR
and STOI measures, the adaptive MVDR in the SCT scenario also yielded the largest
improvements across all algorithms and noise scenarios. For iSNR, both combinations
of the adaptive MVDR with postfilters yielded the second- and third-largest overall
better-channel-improvements. For STOI however, these two algorithms achieved
better results in the 20T condition. PESQ showed the highest improvements for
each of the adaptive MVDR algorithms in the SCT scenario. For this measure,
the overall (across all scenarios and all algorithms) best performance was achieved
by the adaptive MVDR in combination with the individual postfilter in the SCT
scenario. Compared to the ADM, the adaptive binaural MVDR showed the largest
improvements in the stationary OLN scenario and the non-stationary SCT scenario.
For the 20T and CAN scenarios, iSNR and STOI predict an improvement while
the PESQ measure shows no difference to ADMs. These improvements are caused
by the enhanced directivity of the adaptive MVDR beamformer compared to the
ADMs. The same trend held true when comparing the common and individual
postfilters based on the adaptive MVDR beamformer (with respect to the ADM
baseline): the best performance was seen in the OLN and SCT scenarios. The
amount of improvement provided by each of the postfilters, however, differs from
measure to measure. STOI showed a decrease in all algorithm benefits cause by the

addition of postfilters. The iSNR measure on the other hand showed increases in
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performance in all but the SCT scenario and PESQ revealed increases for both types
of postfilters in all test scenarios. It can be assumed that the decrease in STOI score
caused by the addition of postfiltering is due to the introduction of distortions, while
the improvements in iSNR and PESQ are caused by an increase in SNR achieved
by improved noise reduction. The decrease in iSNR in the SCT scenario can be
attributed to errors in the speech-presence probability estimation of the postfilter,
when confronted with two single speech sources. As a function of the input SNR,
three general trends can be identified when comparing the adaptive binaural MVDR
to the previously discussed ADMs: in the 20T and CAN scenarios, all measures
show very a similar behavior between the ADMs and adaptive MVDR, with slightly
larger improvements by the adaptive MVDR. In the OLN scneario, all measures
show notably larger benefits for the adaptive MVDR than the ADM, yet the input
SNR-dependence is similar. In the SCT scenario we see drastically larger benefits
across all measures provided by the adaptive MVDR that also shows a very different
SNR-dependence. The benefits provided by the adaptive MVDR algorithm decrease
with increasing SNR. This behavior can again be explained by the nature of the
noise scenario and the algorithm itself: at low input SNRs, the speech power of the
interfering talker dominates the acoustic scene and the algorithm can efficiently adapt
to this interfering sound source. The direction of enhancement is set and therefore
not impacted by the low speech power of the target speaker source at low SNRs. As
with the common postfilter based on the fixed binaural MVDR, both postfiltering
schemes based on the adaptive binaural MVDR reveal SNR-dependencies that can
be understood as the sum of the SCNR algorithm and the adaptive binaural MVDR
alone.

It can be observed that the individual postfilter (ind PF) performs slightly better
than the common postfilter (com PF) for most scenarios and most measures. Ex-
ceptions to this finding were the iSNR in the SCT scenario, which showed a slight
decrease in performance for the individual postfilter compared to the common post-
filter and PESQ, which revealed the exact opposite: a slight increase in performance
for the individual postfilter only for the SCT scenario and slight decreases for the
three other scenarios.

The common postfilter was motivated to cause no distortions to the binaural cues
(most importantly ILD) by applying the same (real-valued) gains to the left and the
right channels. In contrast, for the individual postfilter, the gains were calculated for
the left and right channels individually. While this approach produced distortions in
the interaural level difference, the SNR improvement for each channel was maximized.

Normal-hearing listeners can benefit from a spatial separation between a target
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speech source and a noise source by exploiting the interaural cues resulting from
this separation (Plomp and Mimpen, 1981). Consequently, it has previously been
shown that they can benefit from a signal processing scheme preserving binaural
cues (Van den Bogaert et al., 2009). In the instrumental evaluation presented here,
however, no binaural instrumental measures were used. The left and the right
channels were always regarded separately and such a binaural interaction benefit
could not be assessed. Accordingly, the individual postfilter scheme yielded, with
few exceptions, the expected better performance compared to the common postfilter

scheme.

2.4 General Discussion

The single-channel noise reduction scheme included here for reference performed
similarly to what had previously been reported for subjective speech intelligibility
measurements in noise, using (single-channel) noise reduced signals. Luts et al.
(2010), in a large, multi-center study of signal enhancement algorithms, included two
single-channel noise reduction algorithms: noise supression based on perceptually
optimized spectral subtraction as well as Wiener-filter based noise suppression. Both
of those algorithms showed no change in speech reception threshold compared to
unprocessed signals, neither improving speech intelligibility in noise, nor impairing
it.

The coherence-based noise reduction scheme investigated here had also previously
been investigated in the afforementioned study by Luts et al. (2010). The algorithm
was evaluated using speech intelligibility tests with a total of 109 subjects (normal-
hearing and hearing-impaired) across four countries. In all test sites, the algorithm
showed no improvement in speech intelligibility, contrary to what our instrumental
evaluation predicted. In a subjective preference test, however, Luts’ subjects preferred
the coherence-filtered signals over the unprocessed signals, rating them as ’slightly
better’. These findings are in line with the PESQ results presented here.

The instrumental evaluation performed here revealed differences between the
common and the individual postfilter scheme, that despite being rather small (less
than 1 dB iSNR and less than 3% predicted speech intelligibility (STOI)), were
highly consistent across measures. The current instrumental evaluation suggested a
benefit in speech intelligibility from using individual postfilters, providing maximal
noise reduction for each channel.

Overall, all three instrumental measures considered here predicted good perfor-

mance of the noise reduction algorithms with respect to speech intelligibility as well
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as speech quality. The optimal working point for most algorithms is around 0 dB
input SNR, according to the STOI measure. Algorithms including SCNR can benefit
from higher SNRs and provide more benefit in these more favorable conditions.
Algorithms including the adaptive binaural MVDR yield the best performance in
OLN and the SCT scenario at negative SNRs. The best results were obtained with
the binaural MVDR beamforming algorithms (fixed and adaptive MVDR with and
without postfilter). It should be noted, however, that these beamformers assume
the direction of the target speaker to be known and would hence be unable to cope
with non-frontal talker locations or moving speech targets. For fixed sources located
around 0°, however, these algorithms were able to provide improvements in all three

instrumental measures.

2.5 Summary

In this article, an extensive instrumental evaluation of six binaural and two monaural
signal enhancement schemes was presented. Evaluations were performed in four
distinct reverberant scenarios that were designed to reflect real-world listening
situations. All algorithms were implemented on a common real-time signal processing
platform, making the setup ideal for perceptual evaluations.

The following findings emerged:

1. The adaptive differential microphones (ADMs) showed good results in the
predicted speech quality (PESQ) evaluation.

2. The predicted speech quality was even more improved when using a coherence-
based postfilter (COH) in combination with the ADMs.

3. The single-channel noise reduction (SCNR) algorithm tested here showed iSNR

improvements in the stationary speech-shaped noise.

4. The adaptive binaural MVDR beamformers showed larger improvements in
predicted speech intelligibility and predicted speech quality than the fixed
binaural MVDR beamformer.

5. Processing with the binaural adaptive MVDR beamformer resulted in larger
improvements than the monaural adaptive differential microphones (ADM) in

all measures.

6. Postfiltering schemes deriving gains for the left and right channels individually

resulted in larger improvements than postfiltering schemes deriving a common
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gain for the left and the right channels when employed based on the adaptive
MVDR beamformer.

7. The best overall performance was seen with the adaptive binaural MVDR
beamformer in the single competing talker scenario, resulting in a better-ear
iSNR improvement of 10.8 dB.

These results are encouraging for perceptual listening tests to assess speech intel-
ligibility and signal quality in normal-hearing listeners, hearing-impaired listeners,
and cochlear-implant users. These tests have been performed and are reported in

two subsequent studies in this issue (Baumgartel et al., 2015a; Volker et al., 2015).
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3 Comparing binaural pre-processing
strategies |l: Speech Intelligibility
of Bilateral Cochlear Implant

Users.

Abstract

Several binaural audio signal enhancement algorithms were evaluated with respect to
their potential to improve speech intelligibility in noise for users of bilateral cochlear
implants (CIs). 50% speech reception thresholds (SRT5) were assessed using an
adaptive procedure in three distinct, realistic noise scenarios. All scenarios were
highly non-stationary, complex and included a significant amount of reverberation.
Other aspects, such as the perfectly frontal target position, were idealized laboratory
settings, allowing the algorithms to perform better than in corresponding real-
world conditions. Eight bilaterally implanted CI users, wearing devices from three
manufacturers, participated in the study. In all noise conditions a substantial
improvement in S RT50 compared to the unprocessed signal was observed for most of
the algorithms tested, with the largest improvements generally provided by binaural
minimum variance distortionless response (MVDR) beamforming algorithms. The
largest overall improvement in speech intelligibility was achieved by an adaptive
binaural MVDR in a spatially separated, single competing talker noise scenario. A
no-pre-processing condition and adaptive differential microphones (ADMs) without
a binaural link served as the two baseline conditions. SRT5, improvements provided

by the binaural MVDR beamformers surpassed the performance of the ADMs in

This chapter is a reformatted reprint of "Comparing binaural pre-processing strategies II: Speech
Intelligibility of Bilateral Cochlear Implant Users.", R. M. Baumgértel, H. Hu, M. Krawczyk-
Becker, D. Marquardt, T. Herzke, G. Coleman, K. Adiloglu, K. Bomke, K. Plotz, T. Gerkmann,
S. Doclo, B. Kollmeier, V. Hohmann, and M. Dietz, Trends in Hearing, VOL.19, pp. 1-18,
doi:10.1177/2331216515617917.

The original article can be found at http://tia.sagepub.com/content/19/2331216515617917.
Copyright 2015 by SAGE Publications.
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most cases. Speech intelligibility improvements predicted by instrumental measures
were shown to predict some but not all aspects of the perceptually obtained SRT5q

improvements measured in bilaterally implanted CI users.

3.1 Introduction

For nearly five decades, cochlear implants (CIs) have been developed and refined
into highly functional biomedical devices able to provide a sense of hearing to
the profoundly deaf. In quiet listening situations in particular, CI users today
show remarkable speech understanding, reaching speech intelligibility scores of up
to 100% (Lenarz et al., 2012; Wilson and Dorman, 2007; Zeng, 2004). In more
adverse listening conditions, however, such as reverberant or noisy environments,
the ability of CI users to understand speech degrades much more rapidly than
for normal-hearing listeners (Friesen et al., 2001; Stickney et al., 2004). Bilateral
implantation, that is the implantation of a CI device in both ears, is increasingly
common and many studies report a benefit in speech understanding when both
Cls are used (Chadha et al., 2011; Gifford et al., 2014; Van Deun et al., 2010; van
Hoesel and Tyler, 2003; Wanna et al., 2012), particularly a substantial increase in
word recognition (Laszig et al., 2004; Litovsky et al., 2006; Loizou et al., 2009).
This increase in performance arises from gaining access to sounds arriving at the
other ear, and without recourse to noise reduction strategies, which were developed
primarily for use in hearing aids (Allen et al., 1977). Recent efforts at improving
CI performance have been devoted to developing and adapting noise reduction
strategies specifically for CIs (Hamacher et al., 1997; Hu et al., 2013, 2012; Loizou
et al., 2005; Nie et al., 2005; Wouters and Vanden Berghe, 2001), including noise
reduction performed on single input channels (Hu and Loizou, 2010; Mauger et al.,
2012; Yang and Fu, 2005). Consistent with the development of algorithms for use in
hearing aids, however, the majority of signal enhancement research for CI users has
employed spatial filtering techniques such as beamforming. This technique offers great
potential for signal enhancement and shows a clear benefit for speech intelligibility in
unilateral CI users (e.g., van Hoesel and Clark, 1995; Spriet et al., 2007; Hersbach
et al., 2013). By combining spatial filtering with single-channel noise reduction
techniques, Hersbach et al. (2012) confirmed the benefit to speech intelligibility of
beamforming algorithms that pre-process noisy speech signals. In speech-weighted
noise, they demonstrated a small, but significant additional advantage derived from
using single-channel noise reduction in combination with spatial filters. With the

technical solutions of a commercial CI system allowing for binaural pre-processing

36



3 Subjective Algorithm Evaluation

still pending, Buechner et al. (2014) evaluated a binaural beamforming strategy by
combining the signal pre-processing of a commercial binaural hearing-aid with a CI
processor. While the benefit in speech intelligibility was evaluated in unilateral CI
users, the setup employed two behind-the-ear (BTE) hearing aid processors which
performed binaural beamforming on audio input from both ears, generating enhanced
beamformer directionality. Although significant improvements in speech intelligibility
were observed, unlike Hersbach et al. (2012), the addition of single-channel noise
reduction did not generate further improvements in speech intelligibility. Additionaly,
binaural beamforming algorithms have been shown to provide larger improvements
compared to monaurally independent beamforming algorithms. Kokkinakis and
Loizou (2010) for example, reported a significant benefit in speech intelligibility
using a four-microphone algorithm to enhance binaural signals, compared to two
interaurally independent, two-microphone beamformers. In general, data from speech-
intelligibility tests indicate that substantial improvements in speech intelligibility
in noise can be achieved for CI users (unilateral as well as bilateral) by employing
acoustic filtering such as binaural beamformers. Most tests of speech intelligibility,
however, have been performed in artificial listening environments (often anechoic
rooms) using stationary noise and partially co-located target speech and noise sources
(Fink et al., 2012; Hehrmann et al., 2012; Hersbach et al., 2012; Kokkinakis and
Loizou, 2010; Yang and Fu, 2005). Moreover, while numerous studies each assess a
small number of algorithms; comparing the benefits for speech intelligibility across
these studies is difficult because of differences in measurement procedures, stimulus
characteristics (of the speech and noise) and differences between the groups of
subjects assessed. Here, we compiled an extensive collection of signal-enhancement
algorithms and assessed their capacity to improve speech intelligibility in noise.
Three realistic noise scenarios in a highly reverberant virtual environment were
created. Eight bilaterally implanted CI subjects participated in adaptive speech
intelligibility measurements for all algorithms in each noise condition. The goal
of the study design was to achieve high comparability across algorithms and noise
conditions, independent of the specific device (i.e. manufacturer) used by the CI
listeners. The algorithms have been described and instrumentally evaluated in depth
in an accompanying study (Baumgértel et al., 2015b). In a second accompanying
article (Volker et al., 2015), the same algorithms were tested in the same noise

scenarios with acoustically stimulated hearing-impaired and normal-hearing listeners.
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3.2 Materials and Methods

The eight signal enhancement algorithms evaluated in this study are briefly described
in the following section, along with the speech material and test scenarios employed
in the evaluation. These methods were described in more detail in Baumgartel
et al. (2015b). In the central part of this section the stimulus presentation details
are described, the subject group is introduced, and the speech reception threshold

measurement procedure is described.

3.2.1 Noise reduction algorithms

Eight signal pre-processing strategies were selected to be evaluated in this study and
implemented to run in real-time on a common research platform (Master Hearing Aid
(MHA), Grimm et al., 2006). This platform offers the possibility to test algorithms
in real-time without constraints of actual hearing-aid (HA) or CI processors, such
as limited computational complexity or power consumption. The algorithms have
previously been described in detail and evaluated in depth using instrumental
measures in Baumgértel et al. (2015b). A list can be found in Table 3.1 and a brief

summary is provided below.

3.2.1.1 Adaptive differential microphones (ADM)

To implement the ADM processing algorithm (Elko, 1995), two omnidirectional
microphones in each of the BTE processors were combined adaptively to steer
a spatial zero towards the most prominent sound source originating in the rear
hemisphere. Such independently operating ADMs are already available in most

current CI sound processor models.

3.2.1.2 Coherence-based postfilter (COH)

This noise reduction technique relied on the assumption that the desired target
speech is a coherent sound source while the interfering background noise is assumed
to be incoherent (Grimm et al., 2009). Consequently, the coherence-based postfilter
(COH) assessed the coherence between the signals at the left and right ears to
separate the signal into coherent (desired speech) and incoherent (undesired noise)
components, enhancing the former while suppressing the latter. Here, the COH

processing technique was applied in combination with the ADMs.
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3.2.1.3 Single-channel noise reduction (SCNR)

The SCNR algorithm obtained short-time Fourier transform (STFT)-domain esti-
mates of the noise power spectral density and the speech power through a speech
presence probability estimator (Gerkmann and Hendriks, 2012) and temporal cep-
strum smoothing (Breithaupt et al., 2008), respectively. The clean spectral amplitude
was subsequently estimated from the speech power and the noise power estimates.
The time-domain signal was resynthesized using overlap-add. Single-channel type

noise reduction is already available in commercial CI processors.

3.2.1.4 Fixed minimum variance distortionless response (MVDR) beamformer
(fixed MVDR)

The fixed MVDR beamformer is a spatial filtering technique, aimed at minimizing
the noise power output while simultaneously preserving the desired target speech
components. Filters for the left and right hearing devices, Wi and Wpg, were
predesigned under the assumption that the target speech source is located in front
of the listener. The noise field was assumed to be diffuse. The left and right output
signals were calculated by filtering and summing the left and right microphone signals

using W, and Wg, respectively.

3.2.1.5 Adaptive MVDR beamformer (adapt MVDR)

In the adaptive MVDR beamformer algorithm, the fixed MVDR beamformer de-
scribed above was used to generate a speech reference signal. A noise reference
signal was obtained by steering a spatial zero towards the direction of the speech
source. A multi-channel adaptive filtering stage finally aimed at removing the corre-
lation between the noise reference and the remaining noise component in the speech

reference.

3.2.1.6 Common postfilter (com PF)

Both output signals of a beamformer were transformed to the frequency domain and
SCNR processing, as described above, was applied. A common gain function was
derived based on the left and right channels and applied to the STFT of the left and
right microphone signals. The enhanced signals were resynthesized via overlap-add.
By applying the same gain to the left and right channels, this postfiltering technique
preserved the interaural level differences (ILDs). Here it was used in combination
with both, the fixed MVDR beamformer (com PF (fixed MVDR)) and the adaptive
MVDR beamformer (com PF (adapt MVDR)).
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3.2.1.7 Individual postfilter (ind PF)

The individual posterfiltering scheme differed from the common postfiltering scheme
only in choice of gain. Here the gain was derived for the left and right channels
individually. While this provided optimal noise reduction, ILD cues are not preserved.
This postfiltering technique was used in combination with the adaptive MVDR
beamformer (ind PF (adapt MVDR)).

Table 3.1: List of signal enhancement strategies. Two algorithms marked with
asterisks are established monaural strategies, which were included as reference (ADM)
and because they have been used as processing blocks in some of the binaural algorithms
(ADM and SCNR).

7#  Abbreviation Algorithm

1 NoPre no pre-processing

2 ADM * adaptive differential microphones

3 ADM + coh adaptive differential microphones in combination with coherence filter
4 SCNR * single-channel noise reduction

5 fixed MVDR fixed binaural MVDR beamformer

6 adapt MVDR adaptive binaural MVDR beamformer

7 com PF (fixed MVDR) common postfilter based on fixed binaural MVDR beamformer

8 com PF (adapt MVDR)  common postfilter based on adaptive binaural MVDR beamformer

9 ind PF (adapt MVDR) individual postfilter based on adaptive binaural MVDR beamformer

ADM and SCNR can work on the left and right BTE microphone arrays inde-
pendently, i.e. without a binaural link. All other noise reduction algorithms utilize
information from the left and right ear simultaneously, resulting in true binaural
signal processing.

For the perceptual evaluation with bilaterally implanted CI users, different param-
eter settings of the single-channel noise reduction (SCNR) algorithm were chosen
than were used in the instrumental evaluation (Baumgértel et al., 2015b). It has
previously been shown (Qazi et al., 2012) that CI users are able to tolerate more signal
distortion introduced by noise reduction algorithms compared to normal-hearing or
hearing-impaired listeners. Therefore, a more aggressive parameter set was chosen for
the bilateral CI evaluation compared to the default setting. Most importantly, the
lower limit of the gain function was extended to Gy, = —17dB (compared to —9dB
in Baumgdrtel et al., 2015b). This parameter set results in signal distortions not
usually tolerated by normal-hearing or hearing-impaired listeners but has provided
the most improvements in intelligibility-weighted SNR in an instrumental parameter

comparison (see appendix Figure 3.5 and Table 3.5).
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3.2.2 Speech and Noise materials

All noise scenarios were created using virtual acoustics (Kayser et al., 2009) in a
highly reverberant environment (79 ~ 1250ms). Head-related transfer functions
(HRTFs) of behind-the-ear hearing aid microphones mounted on a KEMAR manikin
were used. The speech and noise materials used in this evaluation have previously
been described in depth (Baumgértel et al., 2015b). Here, only a short summary is
given: The Oldenburg matrix sentence test (OLSA; Wagener et al., 1999b) was used
as speech material. The speech material is phonetically balanced and has extensively
been used in speech intelligibility studies (e.g., HI listeners: (Luts et al., 2010),
Unilateral CI: (Hehrmann et al., 2012), Bilateral CI: (Schleich et al., 2004), Vibrant
Soundbridge: (Beltrame et al., 2009). The provided testlists of 20 sentences each
were used. The male target talker was located in front of the subject (0°) at 102 cm
distance. Speech intelligibility and sound quality measurements were performed in

three distinct acoustic scenes. For characteristics of each scene, see Table 3.2.

Table 3.2: Characteristics of noise environments used in perceptual evaluation. See
Baumgartel et al. (2015) for further details.

#  Abbreviation Name Signal Charac- Spatial Char- Rating Stationarity
teristics acteristics
1 20T 20 talker babble speech (male, omnidirectional artificial quasi-
five different  (originating at stationary
talkers each five  distinct
used four  positions)
times)
2 CAN cafeteria ambient noise  speech (male, omnidirectional highly realistic  quasi-
female), cut- (with direc- stationary
lery and dishes  tional compo- with fluctu-
nents) ating compo-
nents
3 SCT single competing talker  speech (male, directional realistic highly fluctuat-
one talker) (interferer ing
originating at
90° right)

3.2.3 Stimulus Presentation
3.2.3.1 CI and audio level settings

All stimuli were presented directly to the subjects’ clinical processors via audio cable.
A digital standard level was chosen to be -35 dB RMS full-scale. The subjects were
instructed to adjust the level control of their CI processors until they perceived speech-
shaped noise presented at the standard level at a reasonably loud but comfortable
level. Typically, subjects were satisfied with their standard level setting. These CI

settings were then used throughout the entire duration of the measurement. As
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elaborated below, the constant speech level was chosen such that the overall signal
level did not exceed -35 dB RMS, thus ruling out signal clipping. Additionally,
overstimulation of the subjects was avoided along with signal presentation levels
that were high enough to activate the CI processor’s limiter. Subjects used their
clinical maps for testing. For Cochlear and Advanced Bionics (AB) users, one unused
program slot on each subject’s processors was programmed for the duration of the
listening tests: all possible signal enhancement techniques were turned off (including
automatic dynamic range optimization (ADRO) for Cochlear users). The MED-EL
users participating in this study did not use any pre-processing in their everyday

programs and therefore used their everyday program for testing.

3.2.3.2 Hardware

All measurement tools were implemented on an Acer Iconia W700 tablet PC running
Microsoft Windows 8, using the internal soundcard. For all but one subject (S3),
the sound output level of the tablet PC was set to maximum (100), resulting in an
average voltage of 21 & 1 mV RMS at the audio jack for sound signals presented
at the set standard level. During the speech intelligibility measurements and sound
quality judgments, subjects were able to enter their answers self-paced through a
graphical user interface (GUI) and the tablet’s touchscreen. One subject (S2) chose
not to enter his answers himself, but instead repeated understood words to the

instructor who then entered the answers.

3.2.4 Subjects

In total, eight adult subjects participated in this study, all of them experienced
users of bilateral cochlear implants. Inclusion criteria for participation in the study
were at least twelve months of bilateral CI experience and at least 70% speech
intelligibility in quiet using the OLSA test material with both ears and either ear
alone. Four male and four female subjects were tested, with a mean age of 44.3 +
18.3 years. The monaural CI experience ranged from 3 years to 15 years (8.8 + 4.0
years), the duration of bilateral CI use from 1 year to 10 years (5.0 + 2.5 years).
All subjects experienced periods of hearing-impairment before implantation ranging
from 3 years to 42 years (23.0 4= 14.6 years). We were able to include subjects using
devices from three out of the four major CI manufacturers in our study. Detailed
information about the subjects can be found in Table 3.3. Subjects were compensated
on an hourly basis. All subjects participated in four 1.5-2 h sessions. All subjects

were volunteers and signed an informed consent form before participating in the
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measurements. The measurement procedures were approved by the ethics committee

at the Carl von Ossietzky Universitat.

Table 3.3: Detailed subject information

Subject Gender Age Etiology SRTs0 “®  Processor Ear Duration Duration OLSA
Model of ClI of HI in
use prior to  quiet®
implan-
tation
S1 F 57 Measles at age 4 1.6 dB MEDEL L 10y 44 y 99%
OPUS2 R 14y 40Y 99%
B 10y 99%
S2 M 78 Unknown 5.1 dB MEDEL L Oy 3y 78%
OPUS R 4y 8Y 93%
B 4y 89%
S3 M 55 Noise 2.3dB MEDEL L 10y 17y 98%
OPUS R Ty 20Y 94%
B Ty 97%
S4 F 38 Unknown 1.7 dB Cochlear L ly 37y 75%
CP810 R 3y 35Y 84%
B ly 86%
S5 M 34 LAV 2.4 dB AB L 4y 30y 97%
Harmony R 3y 31Y 94%
B 3y 98%
S6 F 22 Unknown 0.5dB Cochlear L 15y Ty 91%
Freedom¢ R 4y 18Y 84%
B 4y 85%
S7 M 20 Antibiotics at age 3 -3.4 dB Cochlear L Ty 10y 100%
Freedom R 6y 11Y 100%
B 6y 99%
S8 F 50 Congenital 2.6 dB Cochlear L 8y 42y 94%
Freedom R 5y 45Y 94%
B 5y 99%

@ 20 Talker Babble Condition

b highly reverberant environment

¢ subject clinically used Cochlear Freedom on left side, Cochlear CP810 on right side. For measurements this subject was
fitted with two Cochlear Freedom processors (same map, threshold and maximum comfortable levels as in clinical device)

3.2.5 Measurement Procedure
3.2.5.1 Preliminary measurements

Before subjects participated in the speech intelligibility measurements in noise, a
training session as well as speech intelligibility tests in quiet were performed. Since
the OLSA sentence test shows a pronounced training effect (Wagener et al., 1999a),
it was necessary to allow subjects enough time to get acquainted with the speech
material. Therefore, three lists of 20 sentences were measured. The speech material
was presented bilaterally, without interfering noise at a constant, comfortable level.
Once subjects were trained with the OLSA material, the ceiling performance level

was determined by measuring one list (clean speech, constant level) each in the
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following conditions: presentation to left ear only (left), presentation to right ear
only (right), and presentation to both ears (bilateral). The results of this pretest
can be found in Table 3.3, column 10 (OLSA in quiet).

3.2.5.2 SRTs, measurements

( head-related }—{ 1 | 1 | ]

si&esrﬁ:e ] [ transfer all?:;tic? iln
functions . L
. ada]\cgtrlvseRr?lxmg online processing —
50 Master Hearing Aid

( ) measurement ( 9 ) ( )
virtual acoustic right CI
background signal audio in

Figure 3.1: Schematic representation of the measurement system. Target speech
material was convolved with reverberant, binaural head-related transfer functions,
resulting in a 4-channel signal (2 BTE microphones on each side). Speech and virtual
acoustic background noise were mizred adaptively. Signal processing is carried out
online as the subjects performed measurements. Processed signals are presented to
bilaterally implanted CI subjects via the processors’ audio input channel.

The 50% speech reception threshold (SRTxg) is the signal-to-noise-ratio (SNR) at
which 50% of the words are understood correctly. The SRTy5, was measured using an
adaptive procedure according to Brand and Kollmeier (2002), implemented within
the framework of the AFC software package, a tool designed to run psychoacoustic
measurements in Matlab (Ewert, 2013). In short, word scoring for each sentence
is used to adaptively determine the SNR of the next OLSA sentence. For each
correctly understood word, the SNR is decreased by one stepsize, while an incorrectly
understood word results in an SNR increase by one stepsize. The stepsizes are
decreased by a factor of v/2 after each of the first three reversals with an initial step
size of 1 dB, resulting in steps of 1 dB, 0.7 dB and 0.5 dB. For the remainder of
the measurement procedure the step size was held constant at 0.5 dB. Using this
method, the SNR converges towards the SRT5y. During the tests, the speech level
was held constant while adjusting the SNR by adaptively varying the noise level.
After determining the SNR value for the next presentation, the background noise
level was adjusted with a Hanning ramp of 500 ms duration. Following this volume
change, 2.5 s of noise-only was presented before presenting the next sentence to
allow the algorithms to adapt to the new noise level. CI users show a wide range of
performance in speech-in-noise tasks (e.g., Muller et al., 2002). Furthermore, the

input dynamic range of CI speech processors is limited, usually from 25 dB to 65 dB
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SPL at the microphones. In some cases, sound presented via audio cable is further
limited in dynamic range. Both factors taken together make it difficult to set a speech
level that is sufficiently loud and at the same time low enough to avoid clipping of the
signal or near-infinite compression in the CI processor when high levels of noise are
added to reach the SRT5, in best performing subjects. We therefore chose to use a
subject and listening scenario specific speech level during the measurement procedure,
according to each subject’s baseline SRT5, determined in a pretest. As a pretest
before each session, one list was measured in the current noise condition without
pre-processing. This pretest gave the subject the chance to get acquainted with
the noisy background and yielded an estimate of the SRT5, values to be expected.
For the speech intelligibility measurements, the speech level was set lower than the
standard level by this individual SRT5, plus an additional buffer to allow enough
headroom for SNR increases without signal clipping. Additionally, by employing
this procedure, the overall presentation level (speech plus noise near the SRT5g)
was similar across subjects while simultaneously allowing each subject to perform
measurements at the highest possible speech signal level. The overall presentation
level during the measurement did not exceed the standard level, ensuring comfortable
loudness for all subjects at all times and at the same time avoided signal presentation
at levels that would active the CI processors’ limiter. This procedure may potentially
result in speech levels too soft to be transmitted through the audio input. In the
measurement procedure, the initial SNR level for each measurement was adjusted
to be 5 dB higher than the SRT5, value determined in the pretest to ensure above
threshold presentations in the beginning of the measurement for all subjects. Subjects
were instructed to report back to the experimenter if they were unable to understand
the first sentence during a measurement. In this case, the speech level was raised
until the subject was able to perceive the sentence and kept constant at this level for
the remainder of the measurement. In the rare cases where a level adjustment was
necessary, no signal clipping occurred during the following measurements. During
the measurements, all algorithms were presented in randomized order and the noise
scenarios were measured in a set order (20T, SCT, CAN). One list of 20 sentences

was measured per condition to determine the SRTxq.

3.2.6 Statistical Analysis

Statistical analyses were performed using IBM SPSS (Version 22, IBM Corp., Armonk,
NY). A Shapiro-Wilk test was not found to be significant (p>0.05), therefore all
variables can reasonably be assumed to be normally distributed. The SRT5, data

were analysed using a repeated-measures analysis of variance (ANOVA). Lower-bound
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corrections were applied to within-subject effects for violations of sphericity. Pairwise
comparisons were performed as post-hoc tests. Bonferroni corrections were applied.
Results will be presented in terms of uncorrected p-values, the significance levels for

post-hoc comparisons were adjusted accordingly.

3.2.7 Instrumental Evaluation of Algorithm Performance

In Baumgartel et al. (2015), the tested algorithms were evaluated using three
instrumental measures of speech intelligibility as well as sound quality. First, the
intelligibility weighted signal-to-noise ratio (iISNR; Greenberg et al., 1993) was
used, which determines the signal-to-noise ratio in different frequency bands and
subsequently weighs them according to the SII standard (ANSI, 1997). Second, the
short time objective intelligibility index (STOI; Taal et al., 2011) was employed,
which calculates the correlation of time-frequency segments of a noisy test file and a
clean reference file and from these correlations determines a speech intelligibility index.
Third, the quality of a (noisy, reverberant) test file with respect to a (clean) reference
file was determined using the perceptual evaluation of speech quality (PESQ; Rix
et al., 2001). For STOI and PESQ), clean speech processed with anechoic HRIRs was
chosen as a reference condition, resulting in spectral colorations not being evaluated
negatively in the instrumental assessment. Reverberation and residual noise however
is rated negatively. Speech and noise signals for 120 OLSA sentences were mixed at a
broadband, long-term SNR of 0 dB and evaluated by the three measures introduced
above. The results from the instrumental evaluation presented here differ slightly
from those previously reported (Baumgértel et al., 2015b) in that they utilized
SCNR settings matching those employed in the perceptual evaluation in bilateral CI
users. For better comparability to the perceptually obtained SRT5o improvements,
benefits obtained by each algorithm in each acoustic scenario are represented in terms
of better-channel improvements for each measure. For each condition, the better
channel of the resulting stereo sound file (left or right) after processing with the
algorithm is determined and the difference is calculated to the better channel in the
unprocessed reference file. The better-channel improvements were used to determine
the power of each of these measures to predict SRT5y improvements in bilateral CI
users. Kendall’s rank correlation was used as an indicator of the predictive power.
We assessed the correlation for each measure individually and took into account
either each noise condition in isolation (7 20T, 7 SCT, and 7 CAN results) or pooled

data from all noise scenarios to determine an overall correlation (7 overall).
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3.3 Results

3.3.1 Speech Reception Threshold Measurements

Speech reception thresholds were determined using the adaptive measurement proce-
dure described in the Methods section, for three distinct noise scenarios. Differences
in S RTy, were calculated for each subject, noise scenario, and algorithm, both individ-
ually as SRT50, 4190 — S RT50, nopre and across subjects. The observed improvements in
S RTyy are depicted in Figure 3.2. In all noise conditions a substantial improvement
in SRT5y was observed for most of the algorithms tested. In the quasi-stationary
20-talker babble condition, the fixed binaural MVDR beamformer without post-
filtering yielded the highest improvements in SRT5, at 6.9 dB £ 1.2 dB. In the
cafeteria ambient noise scenario, the highest SRT5, improvements of 5.3 dB £ 2.0
dB were achieved by the adaptive binaural MVDR beamformer without postfiltering.
In the spatially separated single competing talker scenario, the maximum SRT5
improvements of 15.2 dB + 3.6 dB were again achieved by the adaptive binaural
MVDR beamformer without postfiltering.

Comparing across the three background noise scenarios, similar baseline (NoPre)
performance was found in the cafeteria ambient noise and the single competing talker
noise scenarios, but baseline SRTs in the 20-talker babble condition fall about 3 dB
higher on average. A repeated-measures ANOVA revealed significant within-subjects
effects of the algorithm condition when averaged across all three noise types (F(1,7) =
66.56, p < 0.001). With the exception of SCNR, SRTj5 obtained using all algorithms
were significantly different compared to those obtained in the unprocessed condition
(p < 0.003), as revealed by post-hoc tests. Averaged across algorithms, there was
also a significant effect of the noise condition tested (F(1,7) = 33.64, p = 0.001), as
well as a significant interaction (F(1,7) = 15.95, p = 0.005). Adaptive differential
microphones (ADMs) without a binaural link serve as a second baseline condition
against which all binaural noise reduction strategies were compared. Noise reduction
algorithms similar to ADMs are already available in commercial CI processors and
this comparison allows isolating the advantage of the binaural link. Improvements
relative to ADM-processed signals were obtained as SRT50 4190 — SRT50,4pM, the
average improvements across all subjects are displayed in Figure 3.3.

Most of the improvements in SRTy, were statistically significant (denoted by
asterisks in Figures 3.2 and 3.3). Differences in SRT5, for pairwise comparisons
between all algorithms (derived from SPSS post-hoc tests) are reported in Table 3.4,
for each noise condition, with statistically significant differences marked by asterisks.

The single-channel noise reduction (SCNR) algorithm evaluated here did not
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Figure 3.2: Average SRTsy improvements compared to unprocessed baseline condition
for all signal pre-processing strategies tested. Error bars indicate the standard
deviation. Asterisks denote results that are statistically significantly different from
SRT50 Nopre (¥** p < 0.00003, ** p < 0.00028, *p < 0.0014) as determined by post-
hoc pairwise comparisons. All results are averaged across eight subjects. Numbers
in the legend represent the average S RT5q in the unprocessed reference condition +
standard deviation.

generate any significant improvements in speech intelligibility. While most subjects
showed a slight reduction in SRT}, for the SCNR-processed signals, some subjects
experienced an increase speech intelligibility (S1, S5, and S8 in 20T, S4, and S5 in
CAN, and S1 and S4 in SCT; see Figure 3.6). On average, however, no significant
intelligibility impairment or improvement compared to the unprocessed baseline
condition was found in all three noise scenarios. Generally, the binaural MVDR
beamforming strategies (fixed and adaptive MVDR), with and without postfilters,

showed the best improvements in SRT59. One exception to this general finding
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Figure 3.3: Average S RT5y improvements compared to unprocessed baseline condition
for all signal pre-processing strategies tested. FError bars indicate the standard
deviation. Asterisks denote results that are statistically significantly different from
SRTs0 apm (¥*% p < 0.00008, **p < 0.00028, * p < 0.0014) as determined by post-
hoc pairwise comparisons. All results are averaged across eight subjects. Numbers
in the legend represent the average SRTsy in the unprocessed reference condition +
standard deviation.

was the combination of an adaptive MVDR beamformer with a common postfilter
in the cafeteria ambient noise (CAN) scenario, in which no statistically significant
differences were obtained, relative to the unprocessed condition. Additionally, this
condition generated more variable data than all other algorithm conditions assessed
in this noise scenario. Examination of the single-subject data (appendix Figure 3.6)
revealed that, while the majority of subjects were indeed able to derive a benefit
from the signal processing, two subjects (S6 and S7) experienced a reduction in

speech intelligibility. In each of the two noise scenarios in which the noise was
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Table 3.4: Pairwise comparison of algorithm performance.

Noise Algorithm 1 2 3 4 5 6 7 8
NoPre ADM ADM 4+ SCNR fixed adapt com com
COH MVDR MVDR PF PF

(fixed (adapt
MVDR) MVDR)

20T 2 ADM 3.5%*

3 ADM + COH 3.4 -1

4 SCNR -.8 -4.3%¥%k  _4.0%*

5 fixed MVDR 6.9%**  3.4% 35 T.7%%%

6 adapt MVDR 6.4%* 2.9 31 7.3%*¥*% .5

7 com PF (fixed MVDR) 6.7%**  3.2% 3.3* 7.5%%*% .2 2

8 com PF (adapt MVDR)  6.0***  2.5%* 2.6* 6.8%** _9 -4 -7

9 ind PF (adapt MVDR) 5.7%* 23 2.4* 6.6%** -1.1 -7 -9 -3
CAN 2 ADM 3.5%*

3 ADM + COH 3.5% .0

4 SCNR -1.3 -4.8** -4 8 **

5 fixed MVDR 5.2¥¥* 17 1.7 6.5%**

6 adapt MVDR 5.3%* 1.8 1.8 6.6* 1

7 com PF (fixed MVDR) 5.0%* 1.6 1.6 6.4** -2 -2

8 com PF (adapt MVDR) 3.3 -2 -2 4.7 -1.9 -1.9 -1.7

9 ind PF (adapt MVDR) 4.3%* .8 .8 5.6%%* 10 -1.0 -.8 9
SCT 2 ADM 4.6

3 ADM + COH 5.0 5

4 SCNR 1 -4.5 -5.0

5 fixed MVDR 4.8%* 2 -3 4.7

6 adapt MVDR 15.2*%%* 10.6%**  10.2% 15.1%%* 10.4%*

7 com PF (fixed MVDR) 6.9%* 2.3 1.9 6.8* 2.1 -8.3*%*

8 com PF (adapt MVDR)  14.1%%* g g*** 0 1% 14.1%%% 94%x 11 7.2%%

9 ind PF (adapt MVDR) 14.7%%* 10.2%* 9.7 14.7*%*% 10.0%* -5 7.8%e .6

Numbers indicate differences in SRT5p. Positive values correspond to a better performance of the algorithm in the
respective row. Statistically significant differences are marked in bold font, asterisks denote level of statistical significance
for respective differences (¥*** p < 0.00003, ** p < 0.00028, * p < 0.0014).

multidirectional (20T and CAN), no significant difference was found between any of
the five MVDR versions in post-hoc pairwise comparisons. Similarly, the difference in
performance of each of the MVDR algorithms in the two noise scenarios was not found
to be statistically significant. However, for all five binaural MVDR beamforming
algorithms, this difference in performance is found to be ~2 dB larger in the 20 talker
babble condition than in the cafeteria ambient noise condition. When assessing the
binaural MVDR beamforming algorithms as a group in the two test scenarios (20T
and CAN), we do indeed find a significant main effect of the test scenario (F(1, 7) =
5.84, p = 0.046). In the highly spatial and non-stationary, single competing talker
scenario, the adaptive MVDR algorithms performed significantly better than the fixed
beamforming algorithms (p=0.00009). The superior performance by the adaptive
MVDR strategy can be attributed to the algorithm’s ability to actively suppress
one interfering noise source. A spatial zero can be steered towards the direction of
the single interfering talker resulting in increased noise suppression compared to the
fixed MVDR beamformer (enhancement of the frontal direction) alone. Within each
of the two sub-groups of MVDR algorithms, the fixed MVDR algorithms on the one
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hand and the adaptive MVDR algorithms on the other, no significant differences
were observed. In combination with the adaptive MVDR beamformer, two different
postfilter schemes were tested: a common postfilter that applied the same gains
to the left and right channels, and an individual postfilter that derived the gains
for the left and right channels individually. Although no statistically significant
differences in average S RT5q scores were observed for any of the noise scenarios tested,
subject-specific differences were observed (see Appendix Figure 3.6 for single-subject
data). When comparing the SRT improvements obtained with the three versions
of adaptive MVDR algorithms across different noise scenarios, performance in the
highly directional single competing talker noise scenario was significantly better - by
at least 9.7 dB - compared to improvements obtained in the other two noise scenarios
(adapt MVDR, 20T vs. SCT: 11.7 dB, p = 0.00024; adapt MVDR, CAN vs. SCT: 9.7
dB, p = 0.00052; com PF (adapt MVDR), 20T vs. SCT: 11.0 dB, p = 0.00003; com
PF (adapt MVDR), CAN vs. SCT: 10.6 dB, p = 0.00047; ind PF (adapt MVDR),
20T vs. SCT: 11.9 dB, p = 0.00002; ind PF (adapt MVDR), CAN vs. SCT: 10.2
dB, p = 0.00005). Compared to the ADM baseline, in the realistic cafeteria ambient
noise scenario none of the binaural algorithms achieved statistically significantly
better results than the ADMs. The fixed binaural MVDR beamformer resulted
in a significant SRT5y improvement of 3.4 dB + 1.5 dB in the 20 talker babble
condition and the adaptive MVDR beamformer yielded a significant improvement of
10.6 dB =+ 3.0 dB over the ADM baseline in the single competing talker scenario.
The binaural adaptive MVDR beamformer outperformed the monaural, independent
adaptive differential microphones (ADMSs) in the single competing talker scenario
(p = 0.00002, see Figure 3.3). In the two other noise scenarios, we also see better
performance by the binaural adaptive MVDR beamformer (with the exception of
com PF (adapt MVDR) in CAN). These differences, however, were not found to be
statistically significant. The fixed binaural MVDR beamformer achieved significantly
(p = 0.00038) better performance than the ADM only in the quasi-omnidirectional
20 talker babble scenario. Compared against the beamformer without a binaural link
(ADM baseline, Figure 3.3), on average the five binaural beamforming algorithms,
show a 2.9 dB SRT improvement in the 20 talker babble scenario compared to only
1.1 dB in the cafeteria ambient noise scenario. The COH noise-reduction algorithm
did not provide for any additional improvement in S RT5, over that obtained by the
ADMs alone.
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3.3.2 Relation to Instrumental Evaluation

Improvements in instrumental iSNR were determined in the same unit of measurement

(dB SNR) as the perceptually obtained improvements in S RTx.
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Figure 3.4: Correlation between perceptually measured and instrumentally predicted
speech intelligibility improvements. Kendall’s T for correlations between the average
SRTyy tmprovements determined from measurements in bilateral CI users in this
study and average instrumental measures results from iSNR (left panel), STOI (middle
panel) and PESQ (right panel) measures are represented here. FEach algorithm is
represented by its corresponding number (compare Table 3.1). The color codes for the
three different test scenarios. The dash-dotted line in left panel represents instances
where improvements in 1SNR and improvements in SRTsy are equal in magnitude.
In the boxes, Kendall’s T is given for each test scenario independently as well as an
overall score across all test scenarios.

From Figure 3.4 (left panel) it is apparent that improvements in SRT}, are largely
the result of improvements in iSNR. In most conditions, iSNR improvements were
found to be slightly larger than SRTy, improvements. For the adaptive binaural
beamformers (with and without postfilters) in SCT however, estimates of the im-
provement in iSNR were smaller than measured SRT5y (yellow numbers 6, 8 and
9, top right corner of left panel). Regarding all noise scenarios pooled together,
iSNR and PESQ scores correlated fairly well with the perceptual SRT5, data. When
assessing each noise condition individually, however, correlation scores for the 20
talker babble and cafeteria ambient noise scenarios were rather low. Only in the
single competing talker noise the instrumentally obtained scores correlated highly
with the perceptually measured SRT5q. Taking together the individual scores (each
noise scenario) as well as the overall score, the STOI measure provided the best

correlation with the measured SRT5q data.
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3.4 Discussion

The aim of this study was to comprehensively evaluate the capabilities of binaural
noise reduction algorithms in improving speech intelligibility in noise for bilaterally
implanted CI users. Three complex, realistic noise scenarios were created, all including
a significant amount of reverberation. Eight bilateral CI users, wearing devices from
three different CI manufacturers have participated in the study. Improvements in
S RTyy achieved by the algorithms relative to the unprocessed signal as well as to
the baseline performance of ADMs without a binaural link were compared across
noise scenarios. Improvements relative to the unprocessed signal were additionally
related to improvements predicted by instrumental measures. It was possible to
obtain substantial, statistically significant improvements in speech reception threshold
(SRTs0) relative to the unprocessed signal in all three noise scenarios tested. While
the noise scenarios did include a considerable amount of reverberation and non-
stationary interferers, resulting in realistic listening environments, the chosen spatial
layout of the scenarios was very beneficial for the algorithms tested, especially
for the binaural beamformers. Additionally, the use of HRTFs to create all test
materials paired with signal presentation via audio input rather than in the free
field eliminates any influence of head movements a listener would experience in
real listening situations. These head movements as well as potential movements of
the target source are expected to decrease the efficiency of the tested beamforming
algorithms. A possible solution to this issue are steerable beamformers, such as
the setup tested by Adiloglu et al. (2015). Nevertheless, the significant amount of
reverberation, non-stationary interfering noise sources at angles < 45° as well as the
use of interfering noise material with speech-like spectra create fairly realistic test
scenarios that allow for a more accurate estimate of the algorithms’ performance
than classical setups (e.g. anechoic rooms, stationary speech shaped noise). In
the unprocessed condition, differences of about 3 dB in average SRT5, were found
between the 20 talker babble scenario on the one hand and the cafeteria ambient
noise and single competing talker scenarios on the other hand, which are presumably
due to the different spectro-temporal properties of the scenarios. The 20 talker
babble scenario is stationary and has a high spectral overlap with the speech test
material. Therefore the highest energetic masking ability is expected for this scenario.
Both the cafeteria ambient noise and the single competing talker scenarios contain
speech as masking sounds, therefore also have high spectral overlap with the test
material but their temporal structure is highly non-stationary, potentially allowing
for listening in the dips (either no masking noise at all as in 20T or spectrally different

masking noise as in CAN) which results in lower unprocessed SRT5. The single-
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channel noise reduction (SCNR) algorithm evaluated here was the only single-channel
processing scheme included in the comparison, with all other algorithms performing
signal processing based on multi-channel input. Multi-channel processing generally
provides larger improvements than single-channel processing algorithms. Therefore,
the lack of improvements in speech intelligibility when using the single-channel noise
reduction (SCNR) algorithm was anticipated. Such signal-processing strategies have
previously been shown (e.g., Luts et al., 2010) to provide an increase in ease of
listening and reduction in listening effort, but rarely improve speech intelligibility,
especially in non-stationary noise scenarios. The SCNR algorithm assessed here
was based on a speech-presence probability estimator prone to errors in speech-
on-speech masking situations, such as the single competing talker scenario (see
(Baumgdrtel et al., 2015b) for further explanation). It is therefore noteworthy that,
on average, there is no significant reduction in speech intelligibility. SCNR, noise
reductions algorithms implemented directly on CI speech processors can circumvent
the re-synthesis step to the time domain after processing in the frequency domain.
We hypothesize that this process likely reduces signal artefacts, resulting in better
speech intelligibility than those reported here. Consistent with this interpretation,
Buechner et al. (2010) demonstrated statistically significant improvements in speech
intelligibility using a commercially available single-channel noise reduction strategy,
implemented on a CI BTE processor. Adaptive differential microphones (ADMs)
were used as a second baseline against which the binaural beamforming algorithms
were compared. While the difference in performance between the fixed binaural
MVDR beamformer and the monaural ADMs was only found to be statistically
significant in one scenario (20T), the general trend across all noise scenarios indicates
better performance (i.e. larger SRT5q improvements) with the binaural beamforming
algorithms. The lack of statistical significance can reasonably be attributed to the
large inter-individual variability. The addition of coherence based noise reduction on
top of adaptive differential microphones did not result in a statistically significant
benefit in SRT5, for bilaterally implanted CI users. This finding is in accordance
with results obtained by Luts et al. (2010) in hearing impaired listeners using the
same coherence based noise reduction algorithm. In Baumgértel et al. (2015b), the
combination of COH with ADM was shown to increase the iSNR, STOI and PESQ
of noisy signals in all scenarios tested here. Discrepancies between the perceptually
measured S RT5, and instrumentally determined speech enhancement are presumably
due to signal distortions in the processed signal not appropriately accounted for in
the instrumental measures. The largest improvements in speech intelligibility were

observed when adaptive, binaural MVDR, beamforming algorithms were employed in
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the single competing talker scenario. Since in this scenario, the speech source and
the interfering noise source are highly directional and spatially separated, significant
benefits can accrue from spatial noise-reduction algorithms. The adaptive binaural
MVDR beamformer is especially well suited to this task, capable not only of enhancing
sounds originating from the front (0°), but also steering a spatial zero towards a
competing noise source at a location different from 0° (in this case presumably towards
the competing talker located at 90° azimuth), resulting in optimal noise suppression.
For all binaural beamforming algorithms, larger SRT5, improvements were found in
the 20 talker babble scenario than in the cafeteria ambient noise scenario (see Figure
3.2). All beamforming algorithms are tuned to enhance sound originating from 0°
(frontal position) regardless of the noise environment. In the 20 talker condition, no
direct interfering sound originates from 0°, allowing for efficient noise suppression
by the beamforming algorithms. In the cafeteria ambient noise scenario, there are
several noise sources spread throughout the cafeteria, some located around 0°. These
fairly central sources reduce the beamformers’ effectiveness leading to slightly smaller
improvements than in the 20 talker babble scenario. When comparing data obtained
across all noise scenarios using adaptive MVDR beamformers in bilaterally implanted
CI users, to data obtained for the same conditions in other subject groups (NH
and HI, see Volker et al., 2015), striking differences were found. In the spatially
distinct scenario (SCT) bilaterally implanted CI users benefited significantly more
from the adaptive, compared to the fixed, MDVR algorithm (ASRT5, = 10.4 dB, p =
0.00009), whereas no difference in performance was found for either NH or HI subjects.
When comparing S RT5o values the three subject groups reached in the unprocessed
reference condition, another marked difference became apparent: while bilateral CI
users performed comparably in the cafeteria ambient noise and single competing
talker scenarios, reaching -1.5 + 2.8 dB and -1.3 + 3.7 dB respectively, both NH
and HI subject groups performed substantially better in the single competing talker
scenario, with NH listeners showing SRT5y values 10 dB lower than in cafeteria
ambient noise and HI listeners 7.4 dB lower. Both subject groups appeared able to
efficiently exploit the distinct spatial separation between the target and interfering
sound sources. This benefit in speech intelligibility derived from a spatial separation
between target and noise, referred to as spatial release from masking (Plomp and
Mimpen, 1981), appears to be of limited benefit to CI users (Loizou et al., 2009),
consistent with the observed differences between subject groups in SRT5y patterns in
the unprocessed reference condition. The adaptive binaural beamforming strategies
make use of the spatial separation between target and interfering sound sources in

their signal processing, particularly in the single competing talker scenario. In doing
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so, however, binaural/spatial cues present in the unprocessed signal are distorted.
NH and HI listeners who, in the unprocessed condition, could benefit efficiently
from binaural release from masking, were negatively impacted by this distortion of
binaural cues. For the algorithm to generate improvements in speech intelligibility,
there, the benefit of the noise reduction had to outweigh the disadvantage introduced
by distorting binaural cues. The potential benefit these listener groups could expect
from the algorithms was therefore reduced by the loss of spatial release from masking
due to cue distortion. Bilateral CI users on the other hand could only make limited
use of binaural unmasking in the unprocessed condition. Consequently, they could
not be negatively impacted by the binaural cue distortion introduced by the signal
processing, and were able to access the full SNR improvements provided by the
algorithm. The exceptionally large improvements in speech intelligibility — 15.2 dB in
terms of S RT5y — however, were not directly anticipated from the SNR improvements.
In the instrumental speech-intelligibility prediction, the intelligibility weighted SNR
(iSNR) measure predicted an improvement in iSNR of a maximum of 10.8 dB (adapt
MVDR). On average, the bilateral CI users gained an additional 4.4 dB in SRTj,
on top of the 10.8 dB explained by the iSNR. This can partially be explained by
baseline SNR dependence of the improvement in iSNR provided by the adaptive
MVDR: The 10.8 dB improvement was derived at 0 dB baseline SNR, whereas the
CI subjects in this particularly favourable condition measured at -16.5 dB SNR on
average. In an instrumental evaluation performed at -16.5 dB, the iSNR improvement
provided by the adaptive binaural MVDR increased by approximately 2 dB relative
to the improvement at 0 dB SNR, increasing the iSNR improvements to about 13 dB.
Further, the instrumental iSNR improvement is defined as the difference between
the iSNR at the better ear in the reference condition (NoPre) and the better ear
iSNR after processing. The single competing talker noise scenario featured one
prominent interfering speech source located at the right of the listener, therefore the
left ear was subjected to less noisy signals at a considerably higher SNR than the
right ear ( 5 dB iSNR independent of input SNR range, Baumgértel et al., 2015).
Post processing, however, both ear signals had the same iSNR. Consequently, the
instrumental iISNR improvements can be understood as the improvement in iSNR
of the signal at the left ear. For real listeners, however, the actual improvement in
iSNR depended on their hearing ability with either ear, and three different cases can
be distinguished: 1) subjects with substantially better speech intelligibility in the
left ear (S3). These subjects should, in theory, perform as predicted by the iSNR., 2)
subjects with similar speech intelligibility in both ears (S1, S4, S5, S6, S8) should
also perform as predicted by the iSNR, benefiting from the iSNR improvement and,
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additionally, from binaural summation (since, after processing, signals with identical
intelligibility were presented to both ears). With binaural summation in CI listeners
of 0-3 dB, typically around 2 dB for those with similar intelligibility in both ears
(Schleich et al., 2004), theoretically these subjects should therefore gain about 15 dB
in SRT5p and, 3) subjects with substantially better speech intelligibility in the right
ear (S2, S7), who were forced to rely on their weak ear in the unprocessed baseline
condition. These subjects not only benefited from the iSNR improvement, the signal
processing also provided access to the better-performing right ear, theoretically
resulting in SRT5y improvements > 15 dB. The average gain in SRT5, across the
three different subject groups can therefore be estimated to be about 15 dB, which
is in good agreement with the experimentally determined average SRT5y gain of
15.2 dB. Taken together, all subjects were expected to perform as well as predicted
by the iSNR or better and indeed 7 out of 8 subjects showed an improvement in
SRT5 of at least 10.8 dB. Speech intelligibility for the only exception to this (S8)
lay within the test — re-test confidence of the measurement setup of about 2 dB.
For all other algorithm-noise-combinations, improvements in the measured SRT5
could be accounted for by the improvements predicted by the iSNR. For the 20
talker babble and cafeteria ambient noise scenarios, the mean gap of 1.9 dB and
2.4 dB respectively is on the lower end of the typical 2-3 dB observed in acoustic
evaluations of speech intelligibility (e.g., Van den Bogaert et al., 2009). Since the
gap is traditionally explained by the detrimental impact of processing artefacts and,
in some cases, by the degradation of binaural cues (Van den Bogaert et al., 2009), the
fact that the gap is slightly smaller here is an indication that processing artefacts and
the non-preservation of binaural cues are of less relevance to most CI subjects than
they are for NH and HI listeners. In the single competing talker scenario no gap, but
an SRT of on average 1.2 dB larger than the iSNR prediction is observed, resulting
from the above discussed improvements of the bilateral CI users in this test scenario
using adaptive binaural MVDR beamforming algorithms To predict improvements
in speech intelligibility provided by the algorithms beyond intelligibility weighted
SNR improvements, STOI and PESQ measures were employed. STOI has previously
been shown to correlate well with speech intelligibility in NH listeners as well as
speech intelligibility of vocoded speech (Taal et al., 2011; Hu et al., 2012). Indeed,
assessing each noise scenario individually as well as all scenarios taken together,
STOI provided the best correlation with the SRT5y data measured in this study.
This measure outputs an intelligibility index that can be related to percentage-correct
speech intelligibility scores but cannot directly be related to the SRT5, measured

here. Considering that the audio quality measure PESQ is not a measure of speech
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intelligibility per se, it could not be expected to highly correlate with the perceptual
data (e.g., Hu and Loizou, 2007a,b). However, a correlation of 7 = 0.79 in the single
competing talker scenario is observed due to the large range of algorithm performance
in this scenario. Furthermore, correlation analyses were performed on average S RTxq
results only. Since large inter-individual differences in our subject’s individual S RT%
performance were observed, the predictive value of each instrumental measure for a
single subject’s S RTy, performance is expected to be limited even further. This large
inter-subject variability is evident from the rather large error bars (see Figure 3.1,
single subject data can be found in appendix Figure 3.6), with the largest variations
occurring in the single competing talker scenario (ADM + coh) and the cafeteria
ambient noise scenario (com PF (adapt MVDR)). In Baumgértel et al. (2015b), the
algorithm was evaluated in the same noise scenario using instrumental measures.
The fluctuations in the interfering speech source were the same as in the current
study, the variations, however, were found to be much smaller. Therefore, the large
remainder of variations has to be attributed to randomly larger standard deviations
(as they occur at a sample size of 8) and potentially subject-specific factors that were
not isolated in this study. In case of the common postfilter based on the adaptive
binaural MVDR, the algorithm is expected to be influenced to the same extent by
fluctuations in the interfering noise as the individual postfilter based on the adaptive
binaural MVDR. This, however, is not the case. The majority of the remaining
variability for the com PF (adapt MVDR) algorithm is therefore likely again an effect
of the rather small sample size and potentially of individual differences in subjects’

hearing abilities and/or preferences.

3.5 Summary and Conclusion

The fixed binaural MDVR beamformer investigated here provided good improvements
for all subjects in all noise conditions. Depending on the noise environment and
subject specific factors, the addition of adaptive noise cancellation was able to provide
even larger speech intelligibility improvements. Both beamforming algorithms (with
and without added postfiltering) outperformed the ADMs without a binaural link.
Perceptually measured speech intelligibility improvements correlated reasonably well
with instrumentally estimated speech intelligibility improvements. A large portion
of the speech reception threshold (SRTsp) improvements could be attributed to
an improvement in intelligibility-weighted SNR (iSNR). In comparison to hearing-
impaired listeners (see accompanying study Volker et al. (2015) for detailed results),

bilateral CI users profit much more from the binaural signal pre-processing, especially
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in listening environments with a large spatial separation of target and interferer. It is
therefore expected that the development of binaural signal processing for CIs should
provide a sizeable benefit in speech intelligibility in certain listening environments for
bilaterally implanted CI users, exceeding what is generally found for hearing-impaired

listeners.
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Appendix

Table 3.5: SCNR parameter settings tested in the instrumental (iSNR) evaluation,
Gmin denotes the lower limit of the gain function, o (q) the smoothing coefficient,
dependent on the cepstral index q and curer, which is applied to the cepstral component
where the fundamental frequency of the speech is detected.

SCNR1 SCNR2 SCNR3 SCNR4
Gmin -9 dB -9 dB -12.5 dB -17 dB
aconst(q) 0.5ifq € {0,...,2} 0.2 if q € {0,...,2} 0.2 if q € {0,...,2} 0.2 if q € {0,..., 2}
0.7ifq € {3,...,19} 0.4ifqe{3,...,19} 0.4ifqe{3,...,19} 0.4ifqe{3,...,19}
0.97 if q 0.92 if q 0.92 if q 0.92 if q
€ {20,...,256} € {20,...,256} € {20,...,256} € {20,...,256}
Qpitch 0.2 0.25 0.25 0.25
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Figure 3.5: Intelligibility weighted signal to noise ratio (iISNR) improvements ob-
tained through an instrumental evaluation of the SCNR algorithms. The intelligibility
weighted SNR (iSNR) was used as an instrumental measure. Different parameter
settings were compared. See table 3.5 for detailed parameter list. The most aggressive
parameter set (SCNR 4) revealed the largest improvements in 20T and CAN while
results for SCT are the same across all parameter settings.
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Figure 3.6: Individual subject results. Panels A-C show raw SRTsy scores for each
subject (S1-S8) for each of the three noise conditions. 20 talker babble in panel A,
cafeteria ambient noise in panel B, single competing talker noise in panel C. Panels D-
F show SRTs5y improvements with respect to the unprocessed signal (NoPre) in each of
the three noise scenarios. 20 talker babble in panel D, cafeteria ambient noise in panel
E, single competing talker noise in panel F. Panels G-I show SRT5y improvements
with respect to the signal processed with adaptive differential microphones (ADM)
in each of the three noise scenarios. 20 talker babble in panel G, cafeteria ambient
notse in panel H, single competing talker noise in panel I.
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4 Extent of lateralization at large
interaural time differences in
simulated electric hearing and

bilateral cochlear implant users.

Abstract

Normal-hearing (NH) listeners are able to localize sound sources with extraordinary
accuracy through interaural cues, most importantly interaural time differences (ITDs)
in the temporal fine structure. Bilateral Cochlear Implant (CI) users are also able
to localize sound sources, yet generally at lower accuracy than NH listeners. The
gap in performance can in part be attributed to current CI systems not faithfully
transmitting interaural cues, especially I'TDs. With the introduction of binaurally
linked CI systems, the presentation of I'TD cues for bilateral CI users is foreseeable.
The current study therefore investigated extent of lateralization percepts elicited
in bilateral CI listeners when presented with single-electrode pulse-trains carrying
controlled I'TD cues. The results were compared against NH listeners listening to
broadband stimuli as well as simulations of CI listening. Broadband stimuli in
NH listeners were perceived fully lateralized within the natural ITD range. Using
simulated as well as real CI stimuli, however, only a fraction of the full extent
of lateralization range was covered by natural ITDs. The maximum extent of
lateralization was reached at I'TDs as large as twice the natural limit. The results
suggest that ITD-enhancement might be a viable option for improving localization

abilities with future binaural CI systems.

This chapter is a reformatted reprint of "Extent of lateralization at large interaural time differ-
ences in simulated electric hearing and bilateral cochlear implant users.", R. M. Baumgértel,
H. Hu, B. Kollmeier, and M. Dietz, Second revision submitted to the Journal of the Acous-
tical Society of America on December 9t 2016. After it is published, it will be found at
http://asa.scitation.org/journal/jas.
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4.1 Introduction

Human listeners localize sound sources in the frontal azimuthal half-plane mainly
through two cues: interaural level differences (ILDs) and interaural time differences
(ITDs) (Strutt, 1907). ILDs arise as a result of the so-called head-shadow effect where
a sound arriving from one side reaches the ipsilateral ear unattenuated while the
contralateral ear receives sound attenuated by the head. ITDs are the result of the
sound wave travelling a shorter distance to reach the ipsilateral than the contralateral
ear (Strutt, 1907). Together with spectral cues, the binaural cues enable a spatial
sound percept. Besides sound source localization, these interaural cues improve
speech intelligibility in noise and in reverberation, especially in listening conditions
where target and interferer are spatially separated. Localizing separate sound sources
enables listeners to focus their attention to the desired source while different binaural
cues in the target and masker portions of the signal result in spatial release from
masking (e.g., Bronkhorst and Plomp, 1988; Peissig and Kollmeier, 1997). Currently,
however, bilateral cochlear implant (CI) listeners benefit much less from a spatial
separation between a target signal and an interferer in speech intelligibility in noise
tasks compared to NH and even HI listeners (e.g., van Hoesel and Tyler, 2003;
Schleich et al., 2004; Litovsky et al., 2006; Baumgértel et al., 2015a; Volker et al.,
2015; Williges et al., 2015). Our long term goal is to provide CI listeners with devices
and stimulation strategies that deliver optimal binaural benefits. In the following,
three aspects are presented, which currently limit the binaural or bilateral advantage.
First, current CI devices do not faithfully transmit interaural cues. In bilateral CI
users, both devices are usually not linked and therefore function independently of one
another. Independent processor clocks and continuous sampling render the electrode
pulse timing meaningless (e.g., Zierhofer et al., 1995). ILD cues are distorted
by independently acting compression (e.g., Van Hoesel et al., 2002), independent
adaptive dynamic range optimization (e.g., Dorman et al., 2014), and bilaterally
uncoordinated n-of-m selection (Kelvasa and Dietz, 2015). Further limitations arise
from interaurally different electrode-nerve interfaces (for a review, see for example
Dietz, 2016). Despite this limitation, many bilateral CI users can still make some use
of the distorted ILD cues and, in some cases, of the even weaker envelope I'TD cues
transmitted by their processors. Left-right discrimination (e.g., Laback et al., 2004;
Grantham et al., 2008; Seeber and Fastl, 2008) and even sound source localization
is possible (e.g., Kerber and Seeber, 2012; Jones et al., 2014). However, compared
to NH listeners, the performance of bilateral CI listeners is much worse. Kerber
and Seeber (2012) reported median root mean square (RMS) localization errors
of about 5° for NH listeners and about 30° for bilateral CI listeners. Seeber and
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Fastl (2008) were able to show (in two bilateral CI listeners) that the localization
performance using clinical processors relied mainly on ILD cues. A second aspect
limiting the binaural advantage is the high stimulation rate that is currently used by
many CI processors. Several studies have shown that, when presented with I'TDs in
controlled research settings, bilateral CI users are able to process ITDs (e.g., Laback
et al., 2011; Litovsky et al., 2010; Litovsky, 2012; Noel and Eddington, 2013). Even
in these controlled research settings, however, I'TD detection thresholds were on
average found to be much larger than for NH listeners and, specifically relevant for
the current study, the pulse rate limits for I'TD detection were also much lower in
CI listeners than in NH listeners ((for a comprehensive review of recent studies, see
Laback et al., 2015; Kan and Litovsky, 2015). While numerous studies investigated
ITD detection threshold or left-right percent-correct scores in bilateral CI listeners,
only very few studies have examined the perceived lateral position of a sound image
elicited by stimuli carrying ITDs. van Hoesel and Tyler (2003) used pulse-trains
with a pulse rate of 50 pulses per second (pps) to test ITD-based lateralization
in five bilateral CI subjects. Laback et al. (2004), Litovsky et al. (2010) and Kan
et al. (2013) used 100 pps pulse-trains. The ITD range investigated differed between
studies, however, the majority of subjects tested in all studies did not experience the
full left-to-right lateralization range at ITDs occurring in natural listening situations.
Naturally occurring I'TDs, depend on head size and frequency and are typically below
0.6 - 0.75 ms (e.g., Kayser et al., 2009). This limit in naturally occurring ITDs and
the fact that bilateral CI listeners do not perceive fully lateralized sound images
within the natural ITD range is the third aspect limiting the binaural advantage of
bilateral CI users. In order to understand the above described results from extent-of-
lateralization measurements in CI listeners, it is helpful to revisit NH envelope I'TD
data: It has been shown, that the extent of lateralization increases up to envelope
ITD values of 2 ms in NH listeners (Dietz et al., 2015). The same behavior does not
occur for narrowband stimuli with fine-structure I'TDs and center frequencies in the
range of ~ 400 to 1400 Hz (e.g., Sayers, 1964; Bernstein and Trahiotis, 1985). At
such high frequencies — compared to the modulation frequencies in envelope I'TD
experiments — the cycle duration of the carrier is short relative to the ITD and spatial
aliasing results in non-monotonic behavior (e.g., Teas, 1962). This is likely the main
reasons why I'TD enhancement, the presentation of artificially enlarged I'TDs, did not
result in a better binaural unmasking in NH listeners and did not provide consistent
benefit to hearing aid users (Kollmeier and Peissig, 1990): These listener groups
have I'TD sensitivity in the 600-800 Hz range, where the natural I'TD range already

covers a full cycle duration (£ 0.7 ms range corresponds to the cycle duration of
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a 714 Hz tone). Thus, the second limiting aspect (rate limit) and the third aspect
(lateralization range) are probably directly related. Recently, a CI speech coding
strategies called “Fundamental Asynchronous Stimulus Timing” (FAST, Smith,
2014) was proposed, which operates at pulse rates on the order of 100 — 200 pps. As
pulse timing is related to the acoustic stimulus, it provides perceptually relevant ITD
information, together with speech intelligibility comparable to established speech
coding strategies. The FAST strategy presumably circumvents the above mentioned
second aspect limiting the binaural advantage in CI listeners, namely the rate limit
of ITD sensitivity. As binaural technology adapted from hearing aids can reduce the
first limiting aspect (distorted binaural cues), next generation devices may provide
bilateral CI listeners with preserved and perceptually exploitable pulse-based I'TD
information. Only then the third limiting aspect (localization range) may become
apparent. Depending on the coding of ILDs and on the interaction of ITD and ILD
in bilateral CI subjects, it may be beneficial to enhance or alter ITDs. The few above
mentioned studies that actually measured I'TD based lateralization in CI listeners did
not test ITDs exceeding 1 ms (except for Laback et al. (2004), who tested envelope
ITDs up to 3 ms) and did not vary the pulse rate. It therefore appears necessary
to collect data specifically addressing large I'TDs at different pulse rates in order to
assess the feasibility and estimate the potential benefit of ITD enhancement. In this
study, the extent of lateralization was measured using a visual pointer paradigm in
three subject groups: young NH listeners, middle-aged NH listeners, and (mostly
middle-aged) bilateral CI users. CI users were presented with highly synchronized
stimuli using the MED-EL RIB2 research interface. NH listeners listened to acoustic
simulations of CI stimulation as well as to broadband pink noise and pure tone

stimuli.

4.2 Methods

4.2.1 Listeners and Equipment

Twelve normal-hearing (NH) listeners participated in this experiment. They were
divided according to their age to form two subject groups of six listeners each:
young NH listeners (YNH) with an age of 27.8 + 1.8 years, corresponding in age
to CI1 (27 years), and middle-aged NH listeners (MNH) with an age of 49.6 + 3.0
years, roughly age-matched to the remaining CI subjects (53.2 £ 5.4 years). All
participants reported normal hearing and had pure-tone detection thresholds < 20
dB at test frequencies ranging from 125 Hz to 8 kHz and no asymmetries larger than
10 dB between both ears. Six users of bilateral Cls participated in this study. All
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CI subjects were implanted with MED-EL devices and had at least six months of
bilateral experience. Detailed information about the CI subject group (CI) can be
found in Table 4.1.

Table 4.1: Demographic information of the bilateral CI participants including age
at testing, gender, etiology, years of electric experience for the left and right implant,
years of experience with hearing aids, stimulation electrodes used in the experiment,
and the pulse width used for stimulation.

Subject Age Gender Etiology Ear Duration of Duration of Stimulation Pulse width
Cl use HA  experi- electrode
ence
Cl1 27 F progressive L 3yr 12 yr 4 50us
hearing loss R 2 yr 13 yr 6
Cl4 55 M noise L 10 yr 17 yr 4 60us
R 7yr 20 yr 4
Cl5 59 F sudden L 5yr N/A 4 60us
hearing loss R 4 yr 2 yr 7
Clé 47 F sudden L 7 yr 15 yr 4 50us
hearing loss R 1yr 22 yr 3
Cl7 57 F measles L 9 yr 16 yr 4 60us
R 13 yr 12 yr 5
Cl8 48 M meningitis L 2yr 41 yr 4 50us
R  05yr N/A 1

For NH listeners, the acoustic stimuli were controlled by a PC running MATLAB
(The Mathworks, Natick, MA, USA) and presented to the listeners via Fireface
UC soundcard (RME Audio, Haimhausen, Germany), Tucker Davis (Alachua, FL)
HBT7 headphone driver and ER-2 insert earphones (Etymotic Research, Elk Grove,
IL, USA). For CI listeners, the electrical stimuli were controlled by a PC running
MATLAB via a research interface (RIB II, University of Innsbruck, Austria), which
communicated directly with both implants via a National Instruments 1/O card,
optical isolation interface box and two coils, bypassing the speech processor. Prior
to the experiments, all stimuli were verified using two MED-EL CI simulators and

an oscilloscope. Stimuli were presented to a single electrode pair.

4.2.2 NH Stimuli

Stimuli presented to the NH listeners were band-pass filtered pulse-trains based on
Hafter and Dye (1983). Pulse-trains of 400 ms duration, consisting of monophasic
pulses with a pulse duration of 0.2 ms at varying pulse rates were used. A waveform
ITD was introduced by delaying the pulse-train at one ear relative to the other. The
resulting signals were then filtered with a second order butterworth bandpass filter

centered around 4 kHz (cutoff frequencies at 3 kHz and 5 kHz). Similar stimuli have
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previously been used to mimic electric hearing in NH listeners (e.g., Goupell et al.,
2009). Due to the highly pulsatile nature of the stimuli, a specification of the signal
RMS level is not very meaningful. Instead, a constant stimulus peak level of 75 dB
SPL was chosen as presentation level. Both a fixed RMS level and the fixed peak
level result in pulse-rate dependent loudness levels. For a more intuitive measure of
the presentation level, the average detection thresholds for all stimuli are presented

in Figure 4.1 with respect to the presentation level for both NH listener groups.

-40

-45}

detection threshold in dB
(re presentation level)

2IO 160 260 560

Pulse Rate
Figure 4.1: Detection threshold for bandpass filtered pulse-train stimuli with respect
to the presentation level. Average thresholds for each pulse rate were determined
across each NH listener group (YNH and MNH respectively), error bars denote
standard deviation. The dashed line represents the average detection threshold across
all listeners and all pulse rates.

Other stimulus settings were identical to the envelope I'TD study by Dietz et al.
(2015). To minimize onset- or offset-effects, cos? rise and decay ramps with lengths
of 100 ms and 10 ms, respectively, were applied. Potential distortion products were
masked by binaurally uncorrelated low-frequency noise added to the pulse-train
stimuli. The noise was temporally centered around the pulse-train stimulus, starting
100 ms before and ending 100 ms after the pulse-train (total length of 600 ms) and
was gated with 50-ms raised-sine ramps. The noise had a flat spectrum up to 200
Hz. Beyond 200 Hz the level rolled off by 3 dB per octave. It was filtered with a
fifth-order 1000-Hz low-pass filter (Klein-Hennig et al., 2011). The Masking noise
was presented at a level of 45 dB SPL. In addition to the pulse-train stimuli, NH
listeners were presented with broadband pink-noise stimuli and 600 Hz pure-tone
stimuli. Gating and duration of the noise and pure tone stimuli was as described
above. Both additional stimuli were presented at an RMS level of 65 dB SPL.
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4.2.3 CI Stimuli

The stimuli presented to CI listeners consisted of biphasic pulse-trains. The pulses
had a subject-dependent phase duration of either 50 s or 60 ps and an interphase
gap of 2.1 us. 60 us phase duration was used only in subjects where the Maximum
Comfortable Level (MCL) could not be reached with a phase duration of 50 us. The
gating of the pulse-trains matched the gating of the acoustic stimuli presented to
NH listeners: 400 ms duration, 100 ms cos? rise ramp and 10 ms cos? decay ramp.
Subjects were stimulated at levels corresponding to 60% dynamic range at the left
ear electrode (reference electrode) and the loudness balanced level at the right ear
electrode. These levels were determined for each subject at each of the pulse rates.
Subjects were instructed to report to the experimenter if the set stimulation level
was too high or too low (i.e., not comfortable). Note that these stimulation levels do
not necessarily elicit a central percept of the stimuli. We therefore expect potential

lateralization offsets at 0 ms I'TD.

4.2.4 Cl Electrode Selection

CI subjects were stimulated at a single electrode pair that yielded the best ITD
sensitivity. The left ear electrode was fixed at electrode number 4. The right ear
electrode was chosen to yield the highest percent correct response in a constant
ITD two-interval two-alternative forced-choice procedure, based on a previous study
including the same subjects (Hu and Dietz, 2015). The matched (right ear) electrodes
varied from electrode 1 (most apical) to electrode 7. Electrode pairs used for each
CI listener can be found in Table 4.1.

4.2.5 Parameters

Pulse-trains presented to all three subject groups (YNH, MNH and CI) were varied
regarding their I'TDs and pulse rates. Left and right leading ITDs of 0.2, 0.6, 1.0, 1.4,
2 and 3 ms, as well as a diotic (0 ms ITD) condition were tested, where ITDs greater
than or equal to 1 ms correspond to I'TDs beyond the natural ITD range. The pulse
rates used in this study were lower than the high (~1000 pps) stimulation rates
commonly used in speech coding strategies as several studies have shown a decrease
in ITD sensitivity with increasing stimulation rate and often no I'TD sensitivity was
found at rates corresponding to common speech coding strategies (see for example
Laback et al., 2015). Therefore, in CI listeners, pulse rates of 20 pps, 100 pps and
200 pps were tested. In NH listeners, 500 pps pulse-trains were tested additionally.

Only conditions with an I'TD lower than half of the inter pulse interval were included
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in the plots and the analysis. In NH listeners, the broadband pink noise stimuli were
tested at the same I'TDs as the pulse-train stimuli. Pure tone stimuli with a frequency
of 600 Hz were tested at I'TDs of £0.2 ms, +0.6 ms, as well as 0 ms. Measurements

for each parameter condition were repeated three times in each subject.

4.2.6 Measurement Procedure

A visual pointer paradigm (Goupell et al., 2013) was used to record extent of
lateralization percepts in all three subject groups. Subjects were instructed to mark
the perceived lateral position of the stimulus on colored bars superimposed on a
stylized face using a graphical user interface (GUI). Ears (at £10 lateralization
units), eyes (at +4.4 lateralization units) as well as the nose (at 0) were provided as
reference points. The possibility of marking lateral positions outside the head was
given. Subjects had the opportunity to replay one stimulus multiple times before
deciding on the sound image position. As previous studies report the perception of
multiple sound sources at large ITDs, especially for narrowband stimuli (e.g., Sayers,
1964), the GUI allowed for up to three sources to be selected. In this case, subjects
were instructed to rank the sources according to their dominance. CI listeners were
given a short training run to familiarize themselves with the ITD stimuli before
performing the task. CI subjects reported an increased difficulty performing the
lateralization task with increasing stimulus pulse rate, therefore, the pulse rate
conditions were measured in the following order: 20 pps, 100 pps, 200 pps (for NH
only: 500 pps). ITD conditions were randomized. All three repetitions for one pulse
rate were performed consecutively before continuing measurements at the next pulse
rate condition. As not all ITD conditions were tested for each stimulus type, the
total number of data points collected varied for the different stimulus conditions.
For CI listeners, an additional I'TD discrimination task was performed as described
in detail in Hu et al. (2014) (section 3.2.5. ITD sensitivity testing), using 200 pps

pulse-trains as stimuli.

4.2.7 Data Fitting

All lateralization results were fit with a sigmoid function:

Pr_Pl

P(t) =P+ 1+ 10Pstope ITCe7)

(4.1)

For all listener groups, data were fitted for each subject individually. Data fits were
based on at least 27 data points. P, describes the leftmost extent of lateralization

indicated by the respective listener group, P, the rightmost extent of lateralization.
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Both measures are given in lateralization units, where the left and right ear are
described by -10 and +10 respectively. I'T'D. denotes the center of the lateralization
curve along the ITD axis in ms, i.e. the I'TD at which the lateralization is in the
middle between P, and P, not necessarily on the median plane. Py, describes
the slope of the fit curve at IT'D, and is given in lateralization units/ms. 20 pps
and 100 pps data were fitted in an I'TD range between -2 ms and 2 ms. At 200 pps
stimulation rate, cue reversal is already apparent at ITDs > ~1.6 ms (Sayers, 1964).
Therefore, these data were only fitted in an I'TD range between -1.4 and 1.4 ms.
500 pps data for NH listeners was not fitted with a sigmoid curve as cue reversal
was already apparent at 0.6 ms for some subjects. Broadband pink noise data were
fitted in an I'TD range between -2 ms and 2 ms. All curve fits were based on the
primary sound images only, secondary images (if reported) were not included in the

fitting procedure.

4.2.8 Statistical Analysis

Statistical analyses were performed using IBM SPSS (Version 23, IBM Corp., Armonk,
NY). Several parameters obtained from the data fitting procedure were analyzed
using a repeated-measures analysis of variance (ANOVA): The maximum range of
lateralization percepts, the slope of the lateralization curve, the variability of the
subjects’ responses, the ratio of lateralization percepts and the I'TD range required
for maximally lateralized percepts. Lower-bound corrections were applied to within-
subject effects for violations of spericity in the analyses of the slope and variability.

Results will be presented in terms of corrected p values.

4.3 Results

Results from the lateralization task will be presented in terms of lateralization percept
with respect to the face provided for guidance during the measurements. Ears (at
+10 lateralization units), eyes (at +4.4 lateralization units) as well as the median
plane (at 0) are marked in Figures 4.2 - 4.6 as dashed lines for reference. First,
extent of lateralization results will be discussed for both NH subject groups as well
as CI listeners. Second, curve-fitting results will be discussed for all subject groups.

Results obtained in all subject groups will be discussed individually.
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4.3.1 Lateralization results

YNH and MNH listeners performed extent of lateralization measurements for broad-
band pink noise as well as 600 Hz pure tone stimuli. The results from these
measurements are depicted in Figure 4.2 for YNH subjects and Figure 4.3 for MNH

subjects and will be discussed individually.
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Figure 4.2: Extent of lateralization measured with 600 Hz pure tone stimuli (top
row) as well as broadband pink noise stimuli (bottom row) in YNH listeners. Shaded
area denotes range of natural ITDs. Center of face, eyes and ears are indicated
by horizontal dashed lines. Circles denote lateralization of primary sound source
location, crosses denote secondary images as indicated by the subjects during the
measurements. Lines indicate sigmoid fit of primary sound source data. Broadband
pink noise data were fitted within an ITD range between -2 ms and 2 ms.
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Figure 4.3: Extent of lateralization measured with 600 Hz pure tone stimuli (top
row) as well as broadband pink noise stimuli (bottom row) in MNH listeners. Plot
layout as described in Figure 4.2. Broadband pink noise data were fitted within an
ITD range between -2 ms and 2 ms.

Both subject groups showed similar extent of lateralization percepts: For broadband
pink noise stimuli, as ['TDs increase from -3 ms ITD (left leading) to +3 ms ITD
(right leading), the sound image moved across the face from the left ear to the right

ear, crossing the midline at an ITD of 0 ms. For some listeners (e.g., YNH4 and
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MNH?2) ITDs as small as 0.2 ms were enough to elicit an at-ear lateralization percept.
Even at I'TDs exceeding the natural range by more than four-fold, subjects perceived
mostly fused sound images as indicated by only a few instances of secondary sound
images reported by the subjects. Pure tone stimuli with a frequency of 600 Hz
were only evaluated in the ITD range of 0.6 ms. Within this range, which roughly
corresponds to the natural I'TD range, the sound image moved from the left ear to the
right ear in both subject groups. As was also seen in the broadband condition, some
listeners only experienced center or at-ear lateralization percepts (e.g., YNH2). At
ITDs of 0.6 ms, sometimes split images were perceived as indicated by the secondary
sound images reported by the subjects. For both types of stimuli, the occurrence of
secondary sound images was rare (see detailed data in Table 4.2).

Both subject groups also performed measurements for bandpass-filtered pulse-train
stimuli at varying pulse rates. The results from these experiments are depicted in
Figure 4.4 for YNH listeners and in Figure 4.5 for MNH listeners.
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Figure 4.4: Extent of lateralization measured for bandpass filtered pulse-train stimuli
in YNH listeners. Panels show results for pulse-trains of varying pulse rate. Individual
results for each listener are shown. Plot layout as described in Figure 4.2. 20 pps
and 100 pps data were fitted within an ITD range between -2 ms and 2 ms, 200 pps
data were fitted in an ITD range between -1.4 and 1.4 ms.

For both NH subject groups, lateralization percepts covering almost the entire
range from ear to ear were measured for pulse rates up to at least 100 pps in most
listeners. MNH3 did not experience the full range of lateralization percepts at 20 pps
but did at 100 pps. MNH4 and MNHS5 did not experience the full range at either

20 pps or 100 pps. Some decrease in maximum extent of lateralization was seen at
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Figure 4.5: Extent of lateralization measured for bandpass filtered pulse-train stimuli
in MNH listeners. Plot layout as described in Figure 4.4.

200 pps for most subjects (see also Tables 4.4 and 4.5). Most notably, MNH4 did not
perceive a systematic change in lateralization percept with changing stimulus I'TD
at this stimulation rate. At 500 pps, the pulse-train stimuli were perceived quite
centered around the midline by one third of the listeners (YNH1, YNH3, MNH3 and
MNH5), while some extent of lateralization percept persisted even at these high rates
in most other listeners. For 20 pps, 100 pps and 200 pps at large ITDs (> 2 ms),
the sound image was not consistently lateralized at the leading I'TD ear. Instead
subjects sometimes perceived the sound image at the opposite ear or around the
center of the face. Both subject groups reported secondary sound images at I'TDs >
0.6 ms. The percentage of trials that included reports of secondary sound images
can be found in Table 4.2. Usually, this secondary sound image was perceived at
the opposite ear from the primary sound image. MNH listeners only occasionally
reported secondary sound images (in 3 pulse-train conditions), while YNH listeners
reported secondary sound images more often (in 15 pulse-train conditions). For
MNH listeners, a maximum of 16.7% of the answers across all subjects indicated
secondary sound image percepts in one condition. In YNH listeners, up to 50% of all
subjects’” answers (100 pps, 3 ms right-leading ITD) indicated split image percepts.
At pulse rates of 20 pps, 100 pps and 200 pps, the maximum extent of lateralization
for the YNH subjects was generally reached at ITDs larger than the natural range
(see also Table 4.4). In MNH listeners, the ITDs required to reach the maximum

lateralization points varied more across listeners but on average they were somewhat
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smaller (see also Table 4.5).

Table 4.2: Percentage of secondary sound image reports. Results are presented for
each I'TD and each stimulus condition averaged across all subjects in each group.
Additionally, a compound score (Overall) is calculated for each ITD condition,
averaged across all subjects and all conditions measured at this ITD.

ITD (ms) -3 -2 -1.4 -1 -06 -0.2 0 0.2 0.6 1 1.4 2 3

YNH Tone 16.7 0.0 0.0 00 5.6
Noise 16.7 0.0 0.0 00 0.0 00 00 00 00 0.0 o000 0.0 0.0
20 pps 333 111 00 00 0.0 00 00 00 00 0.0 0.0 16.7 333
100 pps 278 167 0.0 56 0.0 00 00 00 00 00 56 11.1  50.0

200 pps 167 56 00 00 00 00 00 00 00 167 389
500 pps 00 00 00 00 56
MNH Tone 00 00 00 00 00

Noise 0.0 0.0 0.0 00 0.0 00 00 00 00 00 00 0.0 5.6
20 pps 0.0 0.0 0.0 00 0.0 00 00 00 00 00 00 0.0 16.7
100 pps 5.6 0.0 0.0 00 0.0 00 00 00 00 00 00 0.0 0.0

200 pps 00 00 00 00 00 00 00 00 00 00 167
500 pps 00 00 00 00 00
Overall 139 56 07 07 14 00 00 00 09 00 28 104 176

Next, extent of lateralization percepts for CI listeners listening to electric pulse-
train stimuli will be discussed. The results are plotted in Figure 4.6. All CI listeners
experienced a certain amount of global shift in lateralization percept as indicated by
the 0 ITD condition not rated as centered. Aside from this offset, an ITD dependent

change of the extent of lateralization was experienced by almost all subjects.
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Figure 4.6: Extent of lateralization results for loudness-balanced pulse-train stimuli
in CI listeners. Plot layout as described in Figure 4.4. DNT = did not test.

At a pulse rate of 20 pps, all subjects experienced some degree of lateralization

percept. With the exception of CI8, the reported sound image locations spanned

close to the entire range from ear to ear. When taking into account the ILD offset,
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the maximum extent of lateralization was generally reached at I'TDs larger than
the natural range (usually 1.4 ms, smaller for CI1 and CI4). CI8 only experienced
lateralization across a minimal range from the center of the face to the right eye. At
100 pps stimulation, CI1, CI4 and CI7 continued to exhibit lateralization percepts
covering close to the entire ear-to-ear range. The maximum extent of lateralization
was again reached at ['TDs larger than 0.6 ms. CI5 and CI6 still showed some degree
of lateralization, but reduced in total range compared to their results at 20 pps.
Despite the reduced range, the maximum extent of lateralization still required ITDs
> 0.6 ms. The results from CI8 indicated a diffuse sound percept with minimal
changes in extent of lateralization. At 200 pps, only CI1 still exhibited a systematic
change in lateralization percept with changing I'TD. The percept only covered the
half lateralization range (left half of the face). For all other subjects that measured
the 200 pps condition, no systematic change in lateralization percept with I'TD was
seen (compare to SDev/Range in Table 4.6). With the exception of CI7, all subjects
showed larger variations in their lateralization responses in this condition than at
the two lower pulse rates. The CI listeners experienced fused sound images in all
conditions, irrespective of the pulse rate and I'TD presented, with only two exceptions:
CI5 reported two sound images at all I'TDs in the 20 pps condition. These secondary
sound images were collocated with the primary sound image in all cases. At the
higher pulse rates, this subject experienced fused images. CI6 experienced two sound
images at 100 pps, -3 ms on one occasion but experienced fused sound images for all

other presentations.

Table 4.3: Performance of the bilateral CI subjects in the ITD discrimination task
at 200 pps. All subjects but one (CI8) were able to complete the task at ITDs within
the physiological range. CI8 was tested for ITDs up to +1.4 ms and did not exceed
chance performance. CNT = could not test.

Subject ITD tested Correct discrimination

Cl1 +0.08 ms 28/30
Cl4 +0.09 ms 9/10
ClI5 +0.35 ms 36,/50
Cl6 +0.5 ms 37/50
CI7 +0.6 ms 8/10
CI8 CNT CNT

The results from the ITD discrimination task at 200 pps are presented in Table
4.3. All subjects except for CI8 were able to correctly discriminate left- from right-
leading ITDs within the natural range at levels significantly above chance (p <
0.05). The performance varied between subjects. While CI1 was able to consistently
discriminate ITDs of £ 0.08 ms (i.e., a change in ITD of 0.16 ms), CI7 required ITDs

of £ 0.6 ms (i.e., a change in ITD of 1.2 ms) to achieve above chance performance.
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The ITD required by all other subjects for significant above chance performance falls

in between these two I'TD values.

4.3.2 Curve fitting results

All lateralization curves were fitted with a sigmoid function as described in the
methods section. The results are presented in Table Table 4.4 for YNH listeners,
Table Table 4.5 for MNH listeners and Table Table 4.6 for CI listeners. Each listener’s
data were fitted individually. The leftmost extent of lateralization (P)), rightmost
extent of lateralization (P,), center of the lateralization curve (I7T'D.) and the slope
(Psiope) of the sigmoid curve were determined. Additionally, the ITD required to reach
5% (IT D) and 95% (IT Dypa.) of the total lateralization range was calculated. For
each stimulus type and each subject group, the maximum extent of lateralization was
compared to the extent of lateralization in the natural ITD range (at 0.6 ms). Both
the maximum range of lateralization (AP = P, - P, i.e., the number of lateralization
units between left most (0%) and right most (100%) extent of lateralization) as well as
the maximum range of lateralization within the natural ITD range were determined
from the curve fits. The extent of lateralization ratio (LatRatio) is determined by
dividing these two ranges and is presented in Tables Table 4.4 to Table 4.6. This
ratio indicates how much of the individual lateralization range is exploited by the
natural ITD range. Values close to 100% are ideal and values below about 85%
indicate that the subject would likely benefit from artificially increased ITDs for
this specific stimulus. Additionally, a second lateralization ratio was calculated with
the same ITD range as used for LatRatio (1.2 ms) but instead of being centered
at zero ITD it is now centered at IT'D. (OptLatRatio). The reason behind this
metric is that, in bilateral CI listeners, the experiments were conducted at balanced
loudness levels, which does not guarantee a centralized percept at zero ITD. If a
subject exhibits a small lateralization ratio because of a hemispheric bias, this can
be corrected with an ILD adjustment, and a subject with OptLatRatio close to
100% likely does not require ITD enhancement. Finally, the average variance of the
responses in terms of the standard deviation averaged across all ITD conditions was
related to the maximum extent of lateralization (SDev/Range).

First, data fits for both NH listener groups will be discussed. In both NH subject
groups, the lateralization percepts experienced by the subjects was centered around
0 ms ITD as indicated by negligible shift of the center of the lateralization curve
ITD.. For broadband noise as well as 20 pps and 100 pps stimuli, the lateralization
curves were mostly symmetric for left- and right-leading I'TDs as indicated by similar

P, and P, values for most conditions. The overall lateralization range AP, defined by
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Table 4.4: Fit results for YNH listeners. Each subjects’ responses were fitted using
a sigmoid function. Results obtained with broadband pink noise as well as 20 pps,
100 pps and 200 pps pulse-trains were fitted. P, describes the leftmost extent of
lateralization indicated by the respective listener group, P, the rightmost extent of
lateralization. Both measures are given in lateralization units, where the left and
right ear are described by —10 and +10 respectively. IT D, denotes the center of the
lateralization curve along the ITD axis in ms, Pyepe describes the slope of the fit
curve at ITD. and is given in lateralization units/ms. IT D and IT Doy, are the
ITD wvalues required to reach 5% and 95% of the total lateralization range respectively.
Both values are given in ms. LatRatio describes the percentage (given in %) of the
total lateralization range covered between -0.6 ms and +0.6 ms ITD. OptLatRatio
describes the percentage of the total lateralization range covered between -0.6 ms and
+0.6 ms, adjusted by ITD.. SDev/Range describes the average response variance as
a percentage of the mazimum range of lateralization.

P, P, ITD:.  Psiope ITDpmin ITDmax LatRatio OptLatRatio SDev/Range
noise YNH1 -8.9 8.7 0.0 2.7 -0.4 0.5 95.5 95.6 10.9
YNH2 -11.0 10.4 0.0 4.1 -0.3 0.3 99.3 99.3 3.0
YNH3 -11.1 10.9 0.0 3.1 -0.4 0.4 97.3 97.3 4.5
YNH4 -10.7 11.3 0.0 6.2 -0.2 0.2 100.0 100.0 1.9
YNH5 -12.4 11.6 -0.1 2.3 -0.7 0.4 91.0 92.5 5.9
YNH6 -9.7 11.4 0.0 4.0 -0.3 0.3 99.2 99.2 7.1
20 pps YNH1 -8.6 8.6 0.1 1.2 -0.9 1.1 68.9 69.4 12.5
YNH2 -10.7 10.2 0.0 1.0 -1.3 1.3 58.6 58.6 4.2
YNH3 -129 12.1 0.0 1.1 -1.2 1.2 63.4 63.4 4.7
YNH4 -11.2 11.9 0.0 1.1 -1.2 1.1 64.5 64.5 4.8
YNH5 -10.9 10.2 -0.1 0.9 -1.5 1.2 55.8 56.6 6.6
YNH6 -9.6 10.2 0.1 15 -0.8 0.9 77.9 78.5 6.2
100 pps YNH1 -89 9.4 0.1 1.0 -1.2 1.4 60.0 60.5 11.1
YNH2 -10.0 9.9 0.0 1.7 -0.7 0.8 81.9 81.9 5.7
YNH3 -12.3 11.3 0.1 1.1 -1.1 1.2 63.6 64.1 4.4
YNH4 -10.0 9.5 -0.1 1.6 -0.8 0.7 80.4 80.6 5.3
YNH5 -14.9 11.1 -0.3 0.8 -1.9 1.3 47.7 50.9 7.9
YNH6 -10.5 10.8 0.0 1.9 -0.6 0.7 87.0 87.1 6.3
200 pps YNH1 -42 6.8 0.2 3.1 -0.3 0.6 95.4 97.1 20.1
YNH2 -8.6 5.6 -0.1 2.7 -0.6 0.4 94.6 95.3 125
YNH3 -10.3 25 -0.4 1.7 -1.1 0.4 68.0 82.8 8.7
YNH4 -85 7.8 -0.1 2.1 -0.7 0.5 88.2 88.9 11.3
YNH5 -5.9 9.7 0.1 2.3 -0.5 0.6 91.6 92.1 15.7
YNH6 -10.7 13.0 0.0 1.7 -0.8 0.8 82.5 82.5 6.5

P, and P, was slightly smaller in MNH listeners than in YNH listeners. The effect of
the age group on the lateralization range was not found to be significant (F(1,10)
= 4.35; p = .06), notwithstanding a tendency for MNH listeners to have a smaller
range.

IT D, and ITD,,,, are also quite similar in magnitude (i.e., symmetric lateral-
ization curve) for the 5% and 95% dynamic range landmarks in both subject groups.
For broadband pink-noise stimuli, subjects in both groups reached these landmarks
at I'TDs within the natural range (<0.65 ms). ITD,,;, and IT D,,,, for 20 pps and
100 pps pulse-train stimuli differed between the two subject groups. YNH listeners
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Table 4.5: Fit results for MNH listeners. FEach subjects’ responses were fitted using
a sigmoid function. Results obtained with broadband pink noise as well as 20 pps,
100 pps and 200 pps pulse-trains were fitted. In one instance, a fit was generated, but
the variability in the data were 95% of the maximum extent of lateralization (shaded
in light grey). Fit parameters as described in Table Table 4.4.

P, P, ITD. Pgope ITDpin ITDma. LatRatio OptLatRatio SDev/Range
noise MNH1 -9.7 9.7 0.1 3.6 -0.3 0.4 98.5 98.7 4.4
MNH2 -13.7 13.4 0.0 4.9 -0.3 0.3 99.8 99.8 5.5
MNH3 -5.7 6.6 0.1 2.4 -0.4 0.6 92.1 93.0 12.7
MNH4 -7.6 8.1 0.0 3.1 -0.5 0.4 97.0 97.2 11.6
MNHS5 -11.1 9.3 0.0 5.8 -0.3 0.2 99.9 99.9 11.4
MNH6 -10.3 10.9 -0.1 7.7 -0.3 0.0 100.0 100.0 5.0
20 pps MNH1 -9.0 9.0 -0.1 3.6 -0.5 0.3 98.2 98.7 7.9
MNH2 -9.8 9.8 0.0 35 -0.4 0.3 98.3 98.4 4.5
MNH3 -5.4 6.0 0.0 1.1 -1.2 1.2 62.8 62.9 10.8
MNH4 -1.6 4.1 0.2 3.5 -0.2 0.5 97.0 98.3 27.2
MNH5 -7.1 6.4 0.0 1.9 -0.7 0.7 85.6 85.6 14.8
MNH6 -10.4 10.4 -0.2 2.2 -0.8 0.4 84.4 90.3 6.4
100 pps  MNH1 -89 10.5 0.1 3.0 -0.3 0.6 95.5 96.7 6.9
MNH2 -11.1 11.6 -0.2 2.1 -0.8 0.4 85.9 89.0 6.0
MNH3 -8.1 7.6 0.0 3.0 -0.4 0.4 97.0 97.0 16.9
MNH4 -3.7 2.7 0.0 3.1 -0.4 0.4 97.2 97.3 445
MNH5 -6.5 8.3 0.0 1.0 -1.3 1.3 59.1 59.2 10.3
MNH6 -9.0 9.7 -0.1 3.8 -0.4 0.3 98.8 99.0 6.7
200 pps MNH1 -55 8.7 0.1 3.7 -0.2 0.5 97.8 98.9 14.7
MNH2 -7.9 10.6 -0.3 3.6 -0.6 0.1 93.3 98.6 9.9
MNH3 -5.7 7.1 0.1 1.7 -0.6 0.9 80.5 82.8 7.8
MNH4 -0.1 4.4 1.0 15.1 0.9 1.1 0.0 100.0 95.1
MNH5 -10.0 3.5 -0.3 1.8 -1.0 0.4 76.7 85.3 17.6
MNH6 -3.2 10.2 -0.1 2.9 -0.6 0.3 95.1 96.3 16.8

required almost twice the amount of ITD to experience 5% and 95% lateralization
compared to MNH listeners. While MNH listeners mostly required I'TDs roughly
within the natural range (exceptions are e.g., MNH3 at 20 pps and MNH5 at 100 pps)
to reach these lateralization landmarks, YNH listeners required I'TDs beyond the
natural range, sometimes even larger than 1 ms. This effect of the age group on the
ITD range (IT Doz - IT D) was found to be statistically significant (F(1,10) =
10.95; p = .01). Subjects in both groups showed steeper increases in lateralization
percept (i.e., a stimulus moved towards the ear faster with increasing I'TD) for the
broadband pink noise stimulus than the 20 pps and 100 pps pulse-train stimuli, as
indicated by larger Pg,p.. Compared between both subject groups, MNH listeners
exhibited steeper increases in lateralization percept with increasing I'TD than YNH
listeners (generally larger Pyope in each condition). The effect of age, however, was
not found to be significant (F(1,10) = 4.57; p = .06). For broadband pink noise
stimuli, the maximum extent of lateralization was already reached at 0.6 ms I'TD, as
indicated by extent of lateralization ratios (LatRatio) close to 100%. For pulse-train
stimuli, usually only a fraction of the maximum lateralization range was covered
within the natural I'TD range as indicated by the smaller LatRatio values. MNH
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listeners, on average, covered a larger percentage of the maximum lateralization
range within the natural I'TD range than YNH listeners. This effect was, however,
not found to be statistically significant (F(1,10) = 2.57; p = .14). For both listener
groups, only a minimal shift in the center of the lateralization curve (ITD,.) was
seen, therefore, LatRatio and OptLatRatio are identical or almost identical in most
cases. MNH listeners showed a larger amount of variation in their responses than
YNH listeners. While the average standard deviation in the YNH responses was
about 8% of the maximum dynamic range, MNH listeners’ responses varied by about
12% of the maximum dynamic range. The effect of age on the variance in the results
was, however, not found to be statistically significant (F(1,10) = 1.51; p = .25). In
summary, subject’s age had a significant effect only for the ITD range required to
reach the 5% and 95% points of the lateralization curve but not the lateralization
range, lateralization ratios, the slope of the lateralization curve or the variability
in the subjects’ responses. When assessing the influence of the stimulation rate
irrespective of the listener group, a significant influence was found for both the
lateralization range (F(2,20) = 11.15; p = .001) and the ITD range (F(2,20) = 7.11;
p = .005). The effect of rate on the slope of the lateralization curve (F(1,10) = 2.47;
p = .15), the variability in the subjects’ responses (F(1,10) = 3.85; p = .08) and the
lateralization ratio (F(2,20) = .14; p = .87) was not significant. In the following,
the fit results obtained from CI listeners will be discussed. In all but two instance
(CI6 and CI7 at 200 pps, dark shaded rows in Table Table 4.6), the fitting procedure
produced meaningful sigmoid curve fits. In three instances (CI8 at 100 pps; CI4
and CI5 at 200 pps), a fit was produced, but the average variability in the data was
larger than 50% of the maximum extent of lateralization (shaded in light grey in
Table Table 4.6). These fit results will not be discussed in further detail. In general,
CI listeners showed much larger shifts of the center of the lateralization curve (I7'D.)
than both NH listener groups. Apart from this finding, CI listeners were found to
have a very individual lateralization perception. The fit results are summarized
in Table Table 4.6. At 20 pps stimulation rate, three of the CI listeners showed
lateralization percepts covering the full ear-to-ear range: CI1, CI4 and CI7. While
these three subjects experienced a similar lateralization range, the lateralization
behavior differs. CI4 indicated almost exclusively left or right side percepts, but
few centralized percepts (as indicated by Py, see also Figure 4.4 for single trial
data). Consistently, the 5% and 95% points of the lateralization range were reached
at rather low ITD wvalues in this subject. Both CI1 and CI7 on the other hand
had a more gradual response pattern resulting in shallower fit curves and larger
ITD values for the 5% and 95% points of the lateralization range. CI5 and CI6
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experienced at-the-ear percepts on the left side of the head, but did not lateralize
the stimuli to the same extent at the right side. The slopes of the fitted curves
for these two subjects were also similar as were ITD,,;, and ITD,,,,. With the
exception of CI6, all subjects experienced some shift in their lateralization behavior
(as indicated by ITCc), which consequently resulted in asymmetric I7'D,,;, and
ITD,,... CI8 did experience only a small but systematic and well-above variance
change of lateralization with ITD. At 100 pps stimulation rate, only CI1 was still
able to perceive the full lateralization range with the presented ITD values. This
subject did not experience a large shift of the center of the lateralization curve and
the 5% and 95% points of the lateralization range were reached at ITDs roughly
within the natural range. CI4, CI5, CI6 and CI7 experienced lateralization percepts,
but with a limited dynamic range and usually with a shifted center (ITD,) as well
as an offset towards one side. With the exception of CI4, ITD,,;, and ITD,,,, were
outside of the natural range for all these subjects. CI4 experienced a large shift
in lateralization percept (IT'D. = 0.759 ms) with resulting ITD,,;, and IT D4,
of +0.39 ms and +1.13 ms respectively. The ITD interval within which the 5%
and 95% points of the maximum lateralization range were reached, lies within the
natural ITD interval of ~1.2 ms. CI8 perceived all stimuli as originating in the
right hemisphere but did not experience a pronounced lateralization dependence on
the ITD of the stimulus. At 200 pps, only CI1 experienced a meaningful change
in extent of lateralization with stimulus I'TD. The sound percepts reported by this
subject only spanned half of the ear-to-ear range and showed a bias towards the
left hemisphere. The other subjects tested at this stimulation rate (CI4, CI5, CI6
and CI7) did not show a pronounced change in lateralization percept with input
ITD. CI5 and CI6 reported all stimuli as originating around the center of the face,
while CI4 reported most stimuli to be located towards the left ear and CI7 perceived
all stimuli as originating at the right ear. CI listeners showed a large variability in
percentage of maximum lateralization range covered within the natural I'TD range
(LatRatio). Ratios between 50.5% and 87.3% were found for 20 pps stimuli, whereas
for 100 pps stimuli the ratios ranged from 39.8% to 88.9%. On average, less of the
maximal dynamic range was covered by the CI listeners than by MNH listeners in
acoustic pulse-trains. Additionally, large shifts in the center of the lateralization
curve were apparent in most conditions. Up to 10% more of the full lateralization
range was covered within the adjusted ITD range. At 20 pps stimulation rate, CI8
experienced about 40% more of the total lateralization range within the adjusted ITD
range compared to the I'TD range of + 0.6 ms. The overall change in lateralization

percept, however, was rather small in this subject. Two of the fitting parameters,
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AP = P, - B, i.e., the number of lateralization units between left most (0%) and
right most (100%) extent of lateralization obtained from the sigmoid fit and the
optimal lateralization ratio as described above are compared in Figure 4.7 for all
subject groups and stimulation rates. Only reliable fit results were included in this
graph. Instances where the variability in the data exceeded 50% of the maximum
lateralization range covered were also omitted (see Tables Table 4.4 — Table 4.6 for
data). At all stimulation rates, the range of lateralization percepts (AP) was larger
for the YNH listeners than both other listener groups. In the MNH subject group
and more so in the CI subject group, listeners did not perceive the full ear-to-ear
range (20 lateralization units). At the same time, the maximum portion of the
lateralization range that can be covered by the natural ITD range under optimal
circumstances (OptLatRatio) was smaller than 85% in many listeners at pulse rates
of 20 pps and 100 pps. In the CI listener groups, more than half of the data points
were below 85% in both conditions. At 200 pps all subjects had high OptLatRatios,

however, only one listener in the CI group produced reliable data.

Table 4.6: Fit results for bilateral CI listeners. Fach subject’s responses were
fitted using a sigmoid function. Results obtained with 20 pps, 100 pps and 200 pps
were fitted. In two instances, the fit procedure did not provide informative results
(SDev/Range > 100%; CI6 and CI7, 200 pps, shaded in dark grey). In three instances,
a fit was generated, but the variability in the data was larger than 50% of the maximum
extent of lateralization (shaded in light grey). Fit parameters as described in Table
Table 4.4. DNT = did not test.

P, P, ITD.  Psiope ITDpmin ITDpmax LatRatio OptLatRatio SDev/Range
20 pps Cl1 -10.5 9.2 0.3 1.7 -0.4 1.1 71.4 82.4 7.7
Cl4 -9.4 9.4 0.4 4.7 0.1 0.7 87.3 99.7 8.9
CI5 -10.5 3.1 -0.3 0.7 2.1 1.5 43.1 45.5 10.1
Cl6 -11.0 6.8 0.1 0.8 -1.5 1.7 50.5 50.7 10.0
CI7 -9.3 9.0 0.3 1.6 -0.5 1.1 73.5 80.9 16.0
CI8 0.4 3.6 0.6 2.4 0.0 1.1 54.1 93.4 32.0
100 pps CI1 -9.8 9.4 0.1 2.1 -0.5 0.7 88.9 89.8 9.6
Cl4 -10.6 3.5 0.8 3.5 1.1 0.4 21.8 98.4 159
Ci5 -6.6 5.0 0.5 0.7 -1.4 2.3 39.8 44.5 18.1
Cl6 -9.6 3.1 0.3 0.7 -1.6 2.3 40.1 42.2 15.2
Ci7 -10.7 3.6 -0.6 0.8 -2.2 1.0 40.1 50.3 14.8
Ci8 3.8 10.0 0.5 17.9 0.5 0.6 89.7 100.0 59.6
200 pps Cl1 -7.6 0.3 0.2 3.5 -0.1 0.6 94.2 98.3 30.5
Cl4 -10.7 -5.6 0.2 2.0 -0.4 0.9 82.5 88.4 62.6
CI5 0.5 3.6 0.8 2.7 0.3 1.2 25.6 95.5 87.6
Cl6 - - - - - - - - -
ar - . - - - - - - -
CI8 DNT DNT DNT DNT DNT DNT DNT DNT DNT
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4.4 Discussion

This study evaluated the lateralization percept of NH listeners listening to pure tones
and broadband noise, NH listeners listening to CI simulations, and of bilateral CI
listeners. Results obtained in all subject groups will be discussed in the following sec-
tion, particularly regarding the feasibility and potential benefit of ITD-enhancement

in future binaural CI systems.

4.4.1 NH listeners’ performance

An ITD of £0.6 ms corresponds roughly to the maximum ITD encountered by adult
humans in natural listening situations. Therefore we consider the stimuli with an
ITD of 0.6 ms to correspond most to free-field sound sources located close to 90°,
i.e., originating from the side. It seems plausible that stimuli carrying I'TDs of
0.6 ms be lateralized at the ear. Both NH listener groups did show this expected
lateralization percept for broadband pink noise and 600 Hz pure tone stimuli at
ITDs of +0.6 ms. Based on the fitted functions, both NH listener groups reached the
5% and 95% points of the maximum lateralization range for broadband pink noise
stimuli already at ITDs of only about 0.3 ms (IT'D,,;, and IT D,,,,). This ITD
corresponds roughly to a sound source located at an angle between 30° and 45° (e.g.,
Kayser et al., 2009). Given the coarse sampling of ITDs in our experiments, it is not
clear if the fit is a perfectly accurate representation of what listeners would actually
hear at 0.3 ms I'TDs. One possible explanation is that for external sound sources,
which are not unnaturally close to the head, the lateral position at 30-45° can already
be perceived at the ear when projected onto a line connecting both ears. For pulse-
train stimuli, acoustically mimicking electrical pulse-train stimuli, larger I'TDs were
required for an at-the-ear lateralization percept. The ITD needed to reach the 5%
and 95% points of the maximum lateralization dynamic range was close to maximum
natural I'TDs for MNH but larger than natural ITDs for YNH. We speculate that the
difference between the noise and the 3-5 kHz pulse-trains is the absence of temporal
fine structure I'TD information within the 500-1000 Hz regime in the latter. It has
been shown in several studies that humans exhibit their highest I'TD sensitivity
between 500 and 1000 Hz (e.g., Brughera et al., 2013). In auditory filters analyzing
these frequencies, the half-cycle duration in which ITDs are fully informative is
0.5-1 ms, coinciding with the human natural ITD range. In other words: within the
natural ITD range, the corresponding interaural phase differences (IPDs) span close
to the full range from -180° to +180°. Several studies have shown that the extent of

lateralization typically increases almost linearly with IPDs up to at least 90-135°
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(e.g., Sayers, 1964; Dietz et al., 2009). For all stimulus types, but especially for
pulse-train stimuli, the maximum extent of lateralization reported by MNH listeners
was smaller than the maximum extent of lateralization reported by YNH listeners.
MNH listeners did not experience the full range of lateralization percepts, i.e., from
left ear to right ear, when listening to pulse-train stimuli. While in the results
reported here the effect of age was not found to be statistically significant, in the
literature there is evidence of listeners’ age influencing their lateralization percepts.
A reduction of the experienced lateralization range with age was for example found
by Babkoff et al. (2002), when examining the lateralization percept elicited by 10 pps
unfiltered click-trains carrying I'TDs between minus and plus 1 ms in 78 NH listeners
between the ages of 21 and 88. The sample size investigated here was rather small
(N=6), which may have limited the explanatory power of our statistical analyses.
In hearing-aid users, ITD enhancement has previously been tested and proven to
be only of very limited success (Kollmeier and Peissig, 1990). HA users receive
acoustic input to their hearing devices. Their lateralization behavior can therefore
be expected to be fairly similar to the broadband pink noise stimuli used in this
study. In this condition, both NH listener groups perceived a large percentage of
their full lateralization range already at ITDs within the natural range. An increase
in I'TD beyond +0.6 ms did not result in a further increase in lateralization percept,
providing a possible explanation for the limited success of I'TD enhancement in HA
listeners. NH listeners listening to CI simulations on the other hand, did experience
an increase in lateralization percept when I'TDs were increased beyond +0.6 ms.
When accepting the NH pulse-train performance as CI simulations, the results would
indicate that CI listeners, if they are able to efficiently process ITD cues, might not
experience fully lateralized sound images at natural ITDs but might experience fully
lateralized, fused sound images at larger I'TDs, raising hope for the success of ITD

enhancement in bilateral CI systems.

4.4.2 ClI users’ performance

All CI subjects tested in this study were able to perform the lateralization task with a
systematic, I'TD-dependent change of lateralization at least at 20 pps, despite subjects
receiving little to no training and not experiencing I'TD information transmitted
via pulse timing when using their everyday CI processors. This is in line with
most published reports. For a comprehensive review see Laback et al. (2015). Of
the six subjects tested, CI8 experienced the least change in lateralization percept
with stimulus I'TD and was only able to perceive a lateralized sound image at the

lowest stimulation rate (20 pps). CI8 was also the subject with the least amount of
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bilateral CI experience and the longest duration of unilateral deafness. The device
on the second side was activated less than one year prior to the measurements.
Monaural physiological measures such as electrode impedance and the electrically
evoked compound action potential as well as behavioral thresholds have been shown
to change over the first 12 months post-implantation (Hughes et al., 2001). In
bilateral CI listeners it has also been shown that the sensitivity to I'TDs may take
over half a year post processor activation on the later-implanted side to fully develop
(Poon et al., 2009). It can therefore reasonably be assumed that in subject CI8, on
the later-implanted side, the auditory system is still adapting to the new, electric
stimulation and that the sensitivity to I'TDs has not fully developed yet. Loudness-
balanced stimulation levels, as used in this study, do not necessarily result in a
centralized sound percept (Kan et al., 2013; Fitzgerald et al., 2015). Consequently it
is not surprising that, in contrast to both NH listener groups, CI listeners usually
did not perceive stimuli with zero ITD as originating from the center of the face.
Additionally, often a compression of the sound percepts to one hemisphere was seen
(e.g., CI4 at 100 pps and 200 pps). While the lateralization percepts presented here
may include a certain offset towards one side, this caveat may be circumvented in
potential stimulation strategies by carefully selecting the stimulation levels at the left
and right side to produce centralized sound percepts at I'TD = 0 ms, however, at the
expense of a balanced loudness. Evaluation of the percentage of the lateralization
range covered within the natural I'TD range further revealed that a smaller percentage
was covered than what can be achieved when optimally offsetting the £0.6 ms ITD
range along the I'TD axis. While most CI users reported fused sound images (i.e.,
indicated only one sound image) at all stimulation rates and ITDs, CI5 reported
two sound images for all I'TDs at 20 pps. The secondary images were all co-located
with primary images, different from the typical split secondary images reported by
NH listeners (usually at the ear opposite to the primary image). The individual
differences among CI listeners were large compared to the variance seen within each
of the two NH listener groups. Except for subject CI1, the CI subjects tested in this
study fell within the age range of the MNH listener group. Therefore, MNH results
obtained with pulse-train stimuli will mainly be used as reference for CI lateralization
experiments. The maximum extent of lateralization experienced by the CI listeners
was usually smaller than for MNH listeners. This can, at least to some extent, be
explained by the offset introduced in the CI stimulation by using loudness balanced
stimulation levels. Some CI listeners (CI1, CI4, and CI7) did, however, experience
the full lateralization range from left ear to right ear at 20 pps, despite an offset at

ITD = 0. Even more prominently than the NH listeners and in line with e.g., Laback
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et al. (2004), the other CI listeners required ITDs much larger than £0.6 ms to reach
their maximum extent of lateralization. Within the natural ITD range, CI listeners
experienced a smaller percentage of their full lateralization range than NH listeners
in comparable stimulation conditions. While the stimuli used in this study were
simple and many more factors need to be taken into account as stimuli become more
complex and realistic, the results obtained using these simple pulse-train stimuli
suggest that even if future CI stimulation strategies were to faithfully transmit I'TD
cues, the lateralization range experienced by some CI listeners with natural stimuli
may likely be limited. Subject CI1 has a similar age as the YNH listener group while
all other CI subjects are middle-aged. While we saw no difference between YNH
and MNH listeners regarding the stimulation-rate-dependence of their lateralization
behavior, there was a clear difference between subject CI1 and all other CI subjects:
CI1 experienced the full lateralization range at 20 pps and 100 pps stimulation
rate, while all other subjects showed a decrease in lateralization range at 100 pps
compared to their performance at 20 pps. At 200 pps stimulation rate, only CI1
showed a change in lateralization percept with stimulus ITD. As CI1 was not only
the youngest subject but also had the most experience participating in research
studies, we suggest that this experience and/or physiologic factors underlie CI1’s
exceptional lateralization performance rather than age. As mentioned above, all
CI subjects except CI1 experienced a decrease in lateralization performance with
increasing pulse rate (usually at 100 pps). CI8 already showed poor lateralization
performance at 20 pps and no substantial change in lateralization percept at 100 pps.
For CI1, the performance decreased at 200 pps stimulation rate. Interestingly, all
subjects with the exception of CI8 were able to perform above chance level in an ITD
discrimination task conducted at 200 pps stimulation rate. This finding suggests
that ITD discrimination is not a sufficient indicator for lateralization ability in
CI listeners. While the ability to process and discriminate I'TDs seems a logical
prerequisite for experiencing lateralized sound images elicited by I'TD-stimuli, the
ability to correctly discriminate I'TDs is not sufficient for a pronounced lateralization
percept. The even-lower rate limit for lateralization imposes an additional challenge
to installing I'TD-based directional hearing in bilateral CI listeners. All CI listeners
in this study lost their hearing post-lingually and had at least impaired experience in
acoustic listening prior to the implantation. It has previously been shown (Litovsky
et al., 2010) that CI listeners who lost their hearing during childhood or adulthood
showed sensitivity to I'TD cues whereas CI listeners who lost their hearing very
early in life (pre-lingually) did not. As mentioned above, ITD sensitivity seems a

logical prerequisite for ITD-based lateralization and therefore, the results presented
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here are not readily transferrable to pre-lingually deafened bilateral CI listeners.
The lack of ITD sensitivity in this listener group may likely entail a lack of ITD-
based lateralization percepts. While the simple stimuli used in this study cannot
immediately be translated to real-world listening situations, the results indicate that
post-lingual CI listeners are able to efficiently process ITDs to experience lateralized
sound percepts. For example, at 20 pps and -1.4 ms I'TD, five out of six CI subjects
perceived the stimulus at their left ear. The data additionally showed that I'TDs
within the natural range were not sufficient to elicit lateralization percepts covering
the full lateralization range. Even when correcting for any systematic ILD offset
(OptLatRatio), more often than not the natural ITD range was not sufficient to cover
the full lateralization range. At 100 pps stimulation rate, three out of five CI listeners
in this study explored only about 50% of their full lateralization range within an
optimally chosen 1.2 ms ITD range (see Figure 4.7, right panel). Therefore, even
if future CI coding strategies were to preserve and transmit I'TDs in a controlled
way that makes them accessible to CI users, perceptual benefit may be limited for a
considerable fraction of users. As was seen in NH listeners listening to CI simulations,
the bilateral CI listeners in this study did experience an increase in lateralization
percept when ITDs were increased beyond £0.6 ms. This finding raises hope that
ITD enhancement will, in many CI listeners, lead to improved spatial perception

and improved sound source localization.
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Figure 4.7: Comparison of curve fit parameters across subject groups and stimulation
rates. Crosses indicate single subject data. Circle and error bare indicate mean
and standard deviation respectively. Left panel: AP = P, - P, i.e., the number
of lateralization units between left most (0%) and right most (100%) extent of
lateralization. A range from ear to ear corresponds to AP = 20. Right panel:
Fraction of lateralization range that can mazximally be covered by a 1.2 ms range of
ITDs (optimal lateralization ratio). The further below 100% the more expected benefit
from ITD enhancement.
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4.4.3 Implications

Pulse-trains at 20 pps have a pulse rate much too low to encode meaningful speech
information while 200 pps pulse-trains did not elicit reliable lateralization percepts
in the majority of the CI subjects tested here. Therefore, we will base the following
discussion on the 100 pps data introduced in the Results section. While all commonly
available speech coding strategies use stimulation rates substantially higher than
100 pps, in the novel FAST strategy (Smith, 2014), mean pulse rates of slightly
more than 100 pps are utilized. Considerations based on 100 pps data should
accordingly be applicable to this coding strategy. Additionally, the relation between
the lateralization behavior as was seen in the single electrode stimulation presented
here and multi-electrode stimulation, e.g., with speech input is not immediately
apparent. While not testing ITD-based lateralization directly, Egger et al. (2016)
tested ITD discrimination abilities in CI listeners for single as well as multi-electrode
stimulation and found no difference (small tonotopic separation of stimulating
electrodes) or even improved ITD discrimination (large tonotopic separation of
stimulating electrodes) when using multiple stimulation electrodes. Churchill et al.
(2014) evaluated a speech coding strategy, where temporal fine structure as well as
ITD information was presented in the most apical CI electrodes, reporting improved
ITD-based lateralization abilities in their subjects compared to more traditional
speech coding strategies, when using words as stimuli. While they did not directly
relate their findings to [TD-based lateralization in single-electrode stimulation, ITD-
based lateralization based on a few channels was shown to be possible. It can
therefore be assumed that lateralization behavior in multi-electrode stimulation is
similar to what was shown above for the single-electrode stimulation, at least if
there is no interaural place of excitation mismatch. One aim for a future binaural
CI system could be to enhance the largest naturally occurring ITDs until they are
perceived as maximally lateralized. This lateralization percept could be achieved
through ITD enhancement by a factor of about two, but ideally optimized to the
individual range. Of course, in a real CI system ILD cues will also be available.
ILD cues were not tested in the current study, but were demonstrated to have a
similar influence as envelope ITD at 4 KHz in NH listeners (Dietz et al., 2015).
In a best case scenario optimized ILDs are fully sufficient to code location (e.g.,
Fracart et al., 2011) and ITD enhancement would not be required. On the other
hand, ILDs require additional dynamic range which reduces the available dynamic
range to code signal dynamics and overall level. Further experiments are required to
determine lateralization percepts elicited by combinations of ITD and ILD before

quantitative conclusions about I'TD enhancement factors can be drawn. A possible
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ITD enhancement algorithm for bilateral CI systems has been suggested by Dietz
and Backus (2015) and is currently being investigated in bilateral CI listeners.

4.5 Summary

This study evaluated the lateralization percept elicited by interaural time differences
(ITDs) in acoustic hearing, simulated electric hearing and users of bilateral cochlear
implants (Cls). Special emphasis was placed on ITDs exceeding the naturally

occurring range. The data obtained in this study show that:

1. All bilateral CI listeners tested here were able to perceive lateralized sound

images based on pulse-timing ITD cues at 20 pulses per second (pps).

2. While ITD discrimination was possible at 200 pps for most subjects, the pulse
rates allowing for a reliable ITD-based lateralization percept in the same

subjects were lower.

3. In simulated, and, even more prominently, in actual electric hearing, the full
lateralization range was often not experienced at naturally plausible ITDs
and in many cases I'TDs of at least 1 ms or even 1.4 ms were required for a
maximal extent of lateralization. A straightforward transmission or preservation
of ITD cues for bilateral CI listeners might therefore not exploit the full

lateralization /localization potential of many CI listeners.

4. To make the full lateralization range accessible to bilateral CI listeners, on

average an I'TD enhancement by a factor of two may be required.

Taken together, the findings suggest that I'TD enhancement is a viable option to

enhance spatial perception in bilateral CI users.
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Discussion

This thesis explored the potential speech intelligibility and sound localization benefits
of exploiting binaural cues in acoustic signal pre-processing for bilateral electric
hearing and providing appropriate binaural information to bilaterally implanted CI

users.

Speech Intelligibility

Chapters 2 and 3 examined binaural signal enhancement algorithms aiming at
replacing some of the lost binaural auditory functions in CI listeners in realistic,
reverberant listening environments.

Among others, a fixed and an adaptive binaural minimum variance distortionless
response (MVDR) beamformer, that exploit the interaural dissimilarities in the
acoustic input signal, were evaluated. They were compared against monaurally
acting adaptive differential microphones (ADMs) using identical speech and noise
materials in an evaluation using instrumental measures of speech intelligibility
(chapter 2). Results obtained using the intelligibility-weighted SNR (iISNR) measure
are displayed in Figure 5.1. The iSNR measure was applied to the left and right signal
channels independently and results are presented here in terms of better-channel-
improvements, i.e. the difference between the better signal channel in the processed
condition and the better channel in the unprocessed condition. The same algorithms
were subsequently evaluated in subjective speech intelligibility measurements in
bilateral CI listeners (chapter 3). An associated study (Volker et al., 2015) reported
on speech intelligibility measurements in normal-hearing (NH) and hearing-impaired
(HI) listeners. Improvements in speech reception thresholds (SRT5), compared to
S RT5y in the unprocessed reference condition obtained in all three listener groups
using the ADM and MVDR algorithms are displayed in Figure 5.1 alongside the
iSNR results. Baseline performance as determined by the SRTs, of unprocessed
signals as well as better ear iSNR can be found in the figure legend.

In NH and HI listeners, the binaural MVDR beamforming algorithms did generally
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Figure 5.1: Comparison of speech reception threshold (SRTsy) improvements. This
overview figure contains sample data from chapters 2 (iSNR improvement) and 3
(SRT50 improvements of CI listeners) as well as data from an associated study (SRTso
improvements of normal-hearing listeners and hearing-aid (HA) users Vélker et al.,
2015). Data are shown for three of the eight algorithms tested in all three studies:
ADMs without a binaural link are currently available in most HA and CI devices,
and serve as a reference. Two binaural minimum-variance distortionless response
beamformers (fited MVDR and adaptive MVDR) provide a larger SRTsq increase,
particularly for the CI subjects. Numbers in parentheses in the legend indicate average
1ISNR and S RTsy results in the unprocessed reference condition. Tests were performed
in three different noise environments (see title of each respective panel). For details
please refer to chapters 2 and 3 as well as Vilker et al. (2015).

This figure was previously published in Dietz and McAlpine (2015).

not outperform the monaural ADMs. In the quasi-omnidirectional 20 Talker Babble
and Cafeteria Ambient Noise scenarios, SRTy, improvements for all three algorithms
are comparable. In the spatially separated Single Competing Talker Scenario, the
adaptive binaural MVDR performed better than the ADMs and fixed binaural
MVDR by about 2 dB. The iSNR results, however, revealed better performance
by both binaural MVDR beamforming algorithms in comparison to the monaural

ADM algorithm in all noise scenarios tested, a finding consistent with the SRT5o
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results in bilateral CI listeners: in all noise conditions, SRT5y improvements were
larger for at least one of the binaural MVDR beamformers than S RT5, improvements
obtained with the monaural ADMs. Most noticeably, the improvements obtained
with the adaptive binaural MVDR beamformer in the Single Competing Talker
scenario exceeded the ADM-improvements by about 6 dB in iSNR and 10 dB in
CI SRT5y. This distinct difference in performance in the Single Competing Talker
scenario between the NH and HI listeners on the one hand and iSNR and CI results
on the other hand will be debated further.

The SRT5q results in the unprocessed reference condition (see legend in Figure
5.1) in the spatially separated Single Competing Talker scenario differed drastically
between subject groups with NH listeners averaging at -21.0 + 2.3 dB, followed by HI
listeners at -15.5 4= 4.0 dB and CI listeners at -1.3 &= 3.7 dB. Noise reduction algorithm
performance generally depends on the input SNR of the audio signal. The input-
SNR-dependence of all three algorithms under consideration was evaluated using
instrumental measures, including the iSNR measure, in chapter 2. The performance of
the fixed, binaural MVDR algorithm measured in iSNR better-channel-improvements
was found to be constant across all tested input SNRs. The ADM algorithm performed
almost independently of the input SNR with a slightly better performance at lower
input SNRs. For the adaptive MVDR algorithm in the Single Competing Talker
scenario on the other hand, iISNR better-channel-improvements were found to be
substantially larger for lower input SNRs. At low input SNRs, the interfering talker
dominated the acoustic scene and the algorithm could efficiently adapt to this noise
source, resulting in optimal noise reduction. The iSNR better-channel-improvements
of the considered adaptive MVDR algorithm as a function of input-SNR-dependence
therefore suggest a larger improvement in speech intelligibility for NH and HI listeners
(measuring at lower SNRs) than for CI listeners in the Single Competing Talker
scenario. The SRT5q data, however, revealed the opposite, indicating factors different
from iSNR better-channel-improvements alone to be involved, such as, e.g., increased
artifacts due to errors in the estimation of the target signal not accounted for by the
iSNR measure.

A separation in space between a target speech source and an interfering sound
source results in differences in binaural cues (interaural time and level differences
ITD and ILD) between the target and masker components of a signal and is known
to provide speech intelligibility benefits (e.g., Plomp and Mimpen, 1981). This effect
has been termed Intelligibility Level Difference (I LDgr; Vom Hoével, 1984; Peissig
and Kollmeier, 1997) and is sometimes also referred to as spatial release from masking
(SRM; e.g., Litovsky, 2012). The spatial layout of the Single Competing Talker
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scenario therefore suggests the ILDg; to contribute to the baseline and processed
S RTyy results, of which the difference is presented in Figure 5.1. When comparing
the baseline S RTy, performance in the two quasi-omnidirectional 20 Talker Babble
and Cafeteria Ambient Noise scenarios to the spatially separated Single Competing
Talker, NH and HI listeners were found to perform about 2 dB better in the Cafeteria
Ambient Noise scenario than in the 20 Talker Babble scenario and an additional
8-11 dB better in the Single Competing Talker scenario. This finding suggests
that the intracorporal processing of ITD and ILD cues performed by NH and HI
listeners, which is also measured by the I LDg;, contributes a substantial amount
to the low unprocessed SRT5, measured in these subjects in the Single Competing
Talker Scenario.

As discussed in chapter 1, SRM and the resulting I L Dg; include three main aspects:
(monaural) better-ear-listening, attention-driven spatial release from masking and
binaural unmasking. The latter two are often discussed in combination and referred
to as binaural squelch (e.g., Laback et al., 2015).

While better-ear-listening is associated exclusively with ILD cues, both factors
contributing to binaural squelch rely most dominantly on the availability and usability
of fine-structure I'TD cues (Heijden and Joris, 2009; Kidd et al., 2010; Bremen and
Middlebrooks, 2013). While the successful intracorporal processing (i.e., usability)
of the interaural (ITD and ILD) cues can generally be assumed in NH listeners and
to a certain extent also in HI listeners, the availability of such cues is potentially
distorted by the signal processing algorithms. The ADM algorithm evaluated here
acted independently on each side. ILDs were therefore distorted by unsynchronized
adaptation behavior. Assuming identical processing delays on both sides, however,
ITDs could be assumed to be preserved. The binaural squelch effect can conse-
quently be assumed to be present in ADM-processed signals. Both binaural MVDR
beamforming algorithms however, while generally providing larger iSNR, benefits
than ADMs due to increased directivity achieved by exploiting interaural signal
characteristics, preserved neither ILD nor ITD cues, thus eliminating the possibility
of SRM in processed signals. It can be hypothesized that NH and HI listeners - who
in the unprocessed condition could benefit efficiently from the spatial separation
of target and interfering sources - were negatively impacted by this distortion of
binaural cues. In order for the algorithms to generate improvements in speech
intelligibility, the benefit of the noise reduction (i.e., iSNR improvement) had to
outweigh the disadvantage introduced by distorting binaural cues. This obviously
was only marginally achieved by the MVDR algorithms for NH and HI listeners who,

nevertheless, showed a small benefit between 2 and 4 dB.
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In studies of simulated of electric hearing (Williges et al., 2015) as well as bilateral
CI listeners (Loizou et al., 2009) on the other hand, the I LDg; has been found to
be only marginally present. The small residual amount of ILDg; experienced by
bilateral CI listeners has mainly been attributed to (monaural) better-ear-listening
(Litovsky, 2012). The finding that the CI listeners in the study presented in chapter 3
performed similarly in terms of baseline SRT} in the quasi-omnidirectional Cafeteria
Ambient Noise and the spatially separated Single Competing Talker Noise showed
that they could not efficiently exploit the spatial separation or target and masker
sources and is in line with the reported absence of an I LDg; in this subject group.
Consequently, the bilateral CI listeners could not be disturbed by the binaural cue
distortion introduced by the binaural signal processing to the same extent as NH
and HI listeners, and were able to access the full better-channel iSNR improvements
provided by the algorithms.

In the study presented in chapter 3, the bilateral CI listeners used their clinical
devices in the SRT5, measurements. As discussed in chapter 1, these clinical devices
currently do not present meaningful fine-structure ITD information (but do present
envelope ITD cues) and potentially distort ILD information. Even when disregarding
accurate interaural cue presentation to the CI listener, however, the possibility for
meaningful binaural pre-processing resulting from the addition of a binaural link in
CI systems holds the potential of substantially improving speech intelligibility in

noise.

Lateralization Ability

In NH listeners, fine-structure I'TD information in the low-frequency region has been
shown to be the most prominent cue for sound localization (Blauert, 1974; Wightman
and Kistler, 1992; Macpherson and Middlebrooks, 2002; Brughera et al., 2013) and to
contribute substantially to SRM (Heijden and Joris, 2009; Kidd et al., 2010; Bremen
and Middlebrooks, 2013). Therefore, the appropriate presentation of fine-structure
ITD cues to bilateral CI users holds the promise of increasing speech intelligibility in
noise as well as better sound localization by supporting any remaining intracorporal
binaural processing in the CI user. Current CI devices function independently of one
another without a binaural link. Only envelope I'TDs are available to the CI user due
to independent processor clocks. Continuous sampling together with independent
processor clocks renders the pulse timing meaningless. The development of a binaural
CI system has come more and more into focus. Advanced Bionics investigated the
speech intelligibility benefit obtainable in CI listeners using state-of-the-art binaural
HA pre-processing available in Phonak HAs (Hehrmann et al., 2012). Oticon Medical
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recently announced a binaural research interface capable of precisely controlling
ITD as well as ILD cues (Backus et al., 2015). The direct integration of a signal
processing platform (MHA; Grimm et al., 2006) as well as portable design allow
for long-term studies of novel pre-processing algorithms as well as new, binaural
stimulation strategies. In controlled, acute research settings, precise pulse-timing is
already feasible and the perceptual effects of fine-structure I'TD cues in bilaterally
implanted CI listeners can be studied.

Chapter 4 examined the intracorporal processing capabilities of bilateral CI listeners
when presented with controlled ITD cues. Pulse trains carrying well-defined I'TD
cues presented to single CI electrodes were shown to elicit reliable, lateralized
sound percepts in all participating CI listeners, at least at low pulse rates. This
ability to efficiently process ITD cues was present in all subjects with only minimal
training and without prolonged I'TD-experience. All subjects in this study lost their
hearing post-lingually. Normal-hearing adult listeners have been shown to retain
sound localization abilities even after temporary monaural auditory deprivation
(unilateral sound attenuation) and subsequent re-weighting of the impaired binaural
cues. During the auditory deprivation period, no unlearning of I'TD cues occurred
in the NH listeners (Kumpik et al., 2010). A probable explanation for the instant
ability of all subjects to process ITD cues is therefore the retention of [TD-processing
capabilities developed through early experience in acoustic hearing. While all subjects
were found to perceive lateralized sound images with I'TD stimuli, the extent of
lateralization elicited by stimuli carrying physiologically plausible ITDs was smaller
than the maximally possible range from ear to ear. Generally, ITDs larger than the
physiological limit of approximately 0.65 ms were required for maximally lateralized
sound percepts. Therefore, a straightforward presentation of natural I'TDs through
the CI system might improve CI users’ localization abilities, but fall short of the
maximally obtainable. The majority of CI subjects perceived fused sound images
even at large I'TDs, suggesting ITD enhancement (such as previously tested in HI

listeners Kollmeier and Peissig, 1990) may be a viable option in bilateral CI listeners.

Implications and Future Directions

Results from chapters 2 and 3 indicate that, even without explicitly presenting I'TD
cues to and preserving ILD cues for the bilateral CI user, a binaural link in CI
systems promises to be beneficial. Employing binaural noise reduction algorithms,
that extracorporally exploit binaural cues in the acoustic input signal, was shown
to provide larger benefits in speech intelligibility in CI listeners than in NH and HI

subjects. As discussed above, CI listeners do not benefit from SRM to the same
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amount as NH and HI listeners in listening conditions with spatially separated
target and interfering sound sources, presumably because of lacking binaural cue
presentation through the CI devices. The possibility of binaural signal pre-processing
in bilateral CI systems can compensate to a certain extent this lack of interaural cues.
Providing reliable ILD and especially fine-structure ITD cues through synchronized
CI processors might by itself alleviate some of the difficulties in speech intelligibility
in noisy, spatially separated listening conditions by enabling an ILDg; if some
remaining intracorporal binaural processing capability exist in the individual CI user.
In vocoder-simulations of electric hearing, Thlefeld and Litovsky (2012) showed a
dramatic decrease in I LDg; when ITD cues were absent and suggested a restoration of
the ILDg; in bilateral CI listeners through the presentation of ITD cues. Churchill
et al. (2014) evaluated a novel speech coding strategy, providing fine-structure
ITD information to the CI listener in low-frequency channels and found improved
ITD lateralization and discrimination of speech sounds as well as improved speech
intelligibility in quiet. Speech intelligibility in noisy listening environments however
was not tested. The above mentioned hypothesis will therefore need to be put to the
test in future studies in bilateral CI listeners.

Lateralization experiments in bilateral CI listeners (chapter 4) revealed that ITD-
based lateralization is possible in bilaterally implanted CI listeners but that naturally
plausible I'TDs are not sufficient to elicit maximally lateralized sound image percepts.
Providing CI listeners with artificially enhanced I'TD cues seems to be a viable option
to enhance spatial percepts in bilateral CI listeners. To make the full lateralization
range accessible, an I'TD enhancement by a factor of two was suggested. Restoring
acoustic ITD-based lateralization percepts requires an enhancement by a factor of
three. One of the caveats of the study presented in chapter 4 is the use of single-
electrode stimulation for obtaining the psychoacoustical results. Coding of complex
signals such as speech, however, requires multi-channel coding strategies. A second
caveat is the use of a lateralization paradigm rather than a localization paradigm.
In real-world listening environments, CI users will be faced with localization tasks
rather than lateralization tasks. An ITD enhancement algorithm combined with
multi-channel speech coding for bilateral CI listeners has been suggested (Dietz and
Backus, 2015) and is currently being investigated. The study uses multi-channel
coding of complex stimuli and focuses on CI listeners’ localization ability, addressing
both caveats mentioned above.

With increasing research interest devoted to the development of a binaural CI
system (e.g., Backus et al., 2015), the possibility of binaural cue preservation and

binaural pre-processing for CI users is foreseeable. As the studies presented in this
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thesis indicate, technologies found to be of limited success in HA users (e.g., artificial
ITD enhancement, Kollmeier and Peissig, 1990) promise to be beneficial in CI
listeners and the benefits created by the addition of a binaural link in CI systems
will likely help to close the still existing gap between aided CI user performance and

HA users or even NH listeners in acoustically challenging environments.
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