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Kurzfassung 

In dieser Arbeit wird die Methode der zeitaufgelösten Spektroskopie auf zwei 
unterschiedliche Forschungsfelder angewandt. Zum einen lässt die zeitaufgelöste 
Fluoreszenz-Spektroskopie Rückschlüsse auf die differentielle Funktion zweier 
strukturell homologer Ca2+ Sensor-Proteine zu. Zum anderen wird die ultraschnelle 
Dynamik von Rydberg-Elektronen an einer Gold-Nanospitze mit Hilfe der Zwei-Farben-
Pump-Probe-Spektroskopie untersucht. 

Sich ändernde Lichtverhältnisse beeinflussen die intrazelluläre Konzentration an Ca2+ 
in den Photorezeptor-Zellen unserer Augen. Dies wird von den neuronalen Sensor-
Proteinen GCAP1 und GCAP2 detektiert. Sie aktivieren ihr Ziel-Protein über eine 
Konformations-Änderung in einem sequentiellen Mechanismus, welcher die präzise 
Antwort einer Photorezeptor-Zelle in einer negativen Rückkopplungs-Schleife formt. In 
dieser Arbeit wurden dazu GCAP1-Mutanten untersucht, die ortsspezifisch mit einem 
Fluoreszenz-Farbstoff markiert waren. Messungen der Fluoreszenz-Lebensdauer des 
Farbstoffs in seiner lokalen Umgebung und die Analyse der Rotationsdiffusion des 
Farbstoff-Protein-Komplexes ließen einen Rückschluss auf die Konformations-
Änderung von GCAP1 zu, welche sich bildlich als verdrehtes Akkordeon beschreiben 
lässt. Dies steht im Gegensatz zu einer kolbenartigen Bewegung einer Alpha-Helix in 
GCAP2, welche aus einer früheren Studie geschlossen wurde. Diese beiden strukturell 
homologen Sensor-Proteine ändern ihre Konformation daher auf unterschiedliche 
Weise, welche ihre differentielle zelluläre Reaktion und physiologische Spezifität 
widerspiegelt. 

Während in dieser Studie die relativ langsame Neuordnung von Atomen untersucht 
wurde, laufen Elektronen-Dynamiken auf einer schnelleren Zeitskala ab. Die 
Untersuchung ultraschneller Prozesse erfordert die Entwicklung fortgeschrittener 
Techniken, zu denen diese Arbeit hauptsächlich beiträgt. Hierfür steht ein 
abstimmbarer, zweistufiger nicht-kollinearer optischer parametrischer Verstärker zur 
Verfügung, welcher mit Signal-Impulsen aus dem Prozess der Weißlichterzeugung 
und frequenzverdoppelten Pump-Impulsen eines regenerativen Titan:Saphir-
Verstärkers betrieben wird. Das Laser-System stellt breitbandige Wenig-Zyklen-
Lichtimpulse im sichtbaren und schmalbandige Lichtimpulse im infraroten 
Spektralbereich zur Verfügung, welche über Differenzfrequenz-Erzeugung in Zwei-
Zyklen-Lichtimpulse im nahinfraroten (NIR) Spektralbereich umgewandelt werden, 
deren Träger-Einhüllenden-Phase passiv stabilisiert ist. Diese Stabilität wurde in 
dieser Arbeit durch ein optimiertes Temperatur-Management verbessert und im 
Besonderen Schuss-zu-Schuss mit Hilfe von spektraler f-zu-2f-Interferometrie 
charakterisiert. 

Eine Anwendung von Wenig-Zyklen-Lichtimpulsen ergibt sich in Kombination mit einer 
Metall-Nanospitze. Diese ist ein konisch zulaufender Draht, der am Apex zu einem 
Radius von wenigen Nanometern konvergiert. Die hohe Dichte an elektrischen 
Feldlinien führt hier zu einer starken Überhöhung eines schwachen Eingangsfeldes, 
wodurch die Elektronen-Emission räumlich auf die Apex-Region und zeitlich auf ein 
Fenster von wenigen Femtosekunden beschränkt werden kann. Hierdurch wird eine 
Metall-Nanospitze eine ideale Quelle für die ultraschnelle Elektronen-Mikroskopie. 

Metall-Nanospitzen erlauben die Anwendung eines elektrischen Feldes unterhalb der 
Zerstörschwelle, welches mit Hilfe der Feldüberhöhung eine Stärke vergleichbar mit 
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der Bindungsenergie eines Elektrons erreicht. Hierdurch haben sich Metall-
Nanospitzen als Modell-Systeme zur Untersuchung von Starkfeld-Phänomenen wie 
der Above-Threshold-Ionisation (ATI) entwickelt, welche üblicherweise in atomaren 
Systemen beobachtet wird. Allerdings resultiert die Elektronen-Emission im Falle eines 
Festkörpers aus einer breiten kinetischen Energieverteilung vom Fermi-Niveau, so 
dass im Vergleich zu stark durchmodulierten ATI-Spektren atomarer Systeme, welche 
eine direkte Signatur von Attosekunden-Dynamik sind, ein relativ schwacher 
Modulations-Kontrast erzielt wird. Atomähnliche Zustände sind in Festkörpern von 
Zwei-Farben-Photoemissions-Studien an metallischen Filmen als schwach 
gebundene, langlebige Bildladungszustände bekannt, wurden bisher aber noch nicht 
an einer Metall-Nanostruktur beobachtet. 

In dieser Arbeit wurden die bislang nicht näher studierten zweidimensionalen Rydberg-
Wellenfunktionen in der gekrümmten Geometrie einer Metall-Nanospitze mit Hilfe der 
numerischen Lösung der Schrödinger-Gleichung näher untersucht. Ihre Projektion auf 
die Spitzenachse ähnelt der eindimensionalen Lösung, so dass ihre Dynamik im 
Folgenden mit Hilfe der eindimensionalen zeitabhängigen Schrödinger-Gleichung 
berechnet wurde. Hieraus ergaben sich stark durchmodulierte ATI-Spektren und die 
Bildung eines Zuges von Attosekunden-Elektronen-Pulsen. 

Dies motiviert den konzeptionell neuen Ansatz, Elektronen in atomähnlichen 
Bildladungszuständen und damit entkoppelt vom Fermi-Niveau zu speichern, um sie 
im Folgenden im stark überhöhten Lichtfeld am Apex einer Gold-Nanospitze zu treiben 
und atomähnliche ATI-Spektren zu gewinnen. Hierzu wurde der Apex einer Gold-
Nanospitze mit einer präzisen Sequenz von sichtbaren und NIR Femtosekunden-
Lichtimpulsen beleuchtet. Im Zeitüberlapp wurden stark durchmodulierte kinetische 
Energiespektren mit bis zu 12 Maxima im Abstand der NIR Photonen-Energie 
gemessen, welche sich mit der Erhöhung der NIR-Intensität verbreiterten. Die 
Elektronenzählrate stieg linear mit der NIR-Intensität an, was auf eine Photoemission 
aus schwach gebundenen Zwischenzuständen hindeutet und eine effektive Reduktion 
der Austrittsarbeit bedeutet, wodurch das Starkfeld-Regime leichter erreicht wird. 

Bei Veränderung der zeitlichen Verzögerung der Lichtimpulse stieg die 
Elektronenzählrate auf das Fünffache an und klang monoexponentiell mit einer 
Zeitkonstanten von bis zu 130 Femtosekunden ab. Überlagert war das Signal von 
einem Schwingungsmuster, welches auf die Schwebung von Wellenfunktionen von 
langlebigen, diskreten Zwischenzuständen hindeutet, die sich Bildladungszuständen 
zuordnen lassen. Diese Beobachtungen wurden durch die numerische Lösung der 
Schrödinger-Gleichung unterstützt, in welcher ein ähnliches Schwingungsmuster nach 
Präparation des Quantensystems in einer kohärenten Superposition von 
Bildladungszuständen berechnet wurde. Im zweidimensionalen Raum wurde eine 
weitere Quantisierung der Wellenfunktionen berechnet, was auf ein komplexeres 
Schwingungsmuster hindeutet und über Folge-Experimente aufgelöst werden kann. 

Die in dieser Arbeit gewonnenen Erkenntnisse motivieren weitere Experimente. Die 
Erzeugung eines Attosekunden-Elektronen-Pulses vom Apex einer Gold-Nanospitze 
verspricht beispielsweise eine Verbesserung der Zeitauflösung der ultraschnellen 
Elektronen-Mikroskopie. Eine mögliche Rekombination des Elektronen-Wellenpakets 
mit der Spitze kann den Grundstein für die Erzeugung höherer Harmonischer an einer 
Metall-Nanospitze legen und erlaubt unter anderem möglicherweise die Erzeugung 
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eines Attosekunden-Lichtimpulses von einer Festkörper-Nanostruktur. Darüber hinaus 
kann die hohe räumliche Ausdehnung der Rydberg-Elektronen-Wellenfunktionen dazu 
genutzt werden, um Nanostrukturen kohärent miteinander zu koppeln. Schließlich 
kann die Zwei-Farben-Pump-Probe-Spektroskopie mit der Detektion von Elektronen 
auf eine neue Diade angewandt werden, um den ultraschnellen Ladungstransfer in 
einem organischen Solarzellen-Material zu kontrollieren. 
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Abstract 

In this thesis, the toolbox of time-resolved spectroscopy is applied to two different areas 
of research. First, the differential function of two structurally homologous Ca2+ sensor 
proteins is concluded from time-resolved fluorescence spectroscopy. Second, the 
ultrafast dynamics of Rydberg electrons at a gold nanotip is investigated by two-colour 
pump-probe spectroscopy. 

Changing light conditions alter the intracellular Ca2+ concentration in the photoreceptor 
cells of our eye, which is sensed by specific neuronal sensors, GCAP1 and GCAP2. 
They operate via a conformational change on their target protein in a sequential relay 
mechanism to precisely shape the response of the photoreceptor cell in a negative 
feedback loop. In this thesis, GCAP1 mutants, site-specifically labelled with a 
fluorescent dye, were investigated. Measuring the fluorescence lifetime of the dye in 
its local environment and analysing the rotational diffusional motion of the protein-dye 
complex, a conformational change of GCAP1 was concluded, pictorially described as 
a twisted accordion movement. This contrasts the piston-like movement of an alpha-
helix in its cellular cognate GCAP2 concluded from a previous study. This shows that 
these structurally homologous neuronal calcium sensor proteins undergo a distinctly 
different conformational change, which may mirror their differential cellular 
responsiveness and more generally tune physiological specificity. 

In this study the rather slow dynamics is governed by the rearrangement of atomic 
nuclei. In contrast, the dynamics of electrons occurs on a much faster time scale. 
Capturing such ultrafast phenomena requires the development of sophisticated tools, 
to which this thesis mainly contributes. For this, a home-built widely tuneable two-stage 
non-collinear optical parametric amplifier (NOPA) system, seeded by white light 
generation and pumped by the frequency-doubled driving laser pulses from a 
Ti:sapphire regenerative amplifier, provides broadband, few-cycle laser pulses in the 
visible (VIS) and narrowband laser pulses in the infrared. Subsequent difference 
frequency generation (DFG) results in two-cycle laser pulses in the near-infrared (NIR), 
which are passively carrier-envelope phase (CEP) stabilised. In this thesis, the CEP 
stability of this laser system was improved by optimising its temperature management 
after tracing back instabilities to the regenerative amplifier. Importantly, this scheme of 
passive CEP stabilisation was experimentally characterised shot-to-shot by spectral   
f-to-2f interferometry. 

An intriguing application of few-cycle laser pulses arises from their combination with a 
metallic nanotip. This is a thin wire converging conically to an apex radius of curvature 
of few nanometres, where the high density of electric field lines gives rise to a strong 
enhancement of a low incident electric field. As such, electron photoemission may be 
confined spatially to the nanometre-sized apex region and temporally to a femtosecond 
time window, rendering metallic nanotips an ideal source for ultrafast electron 
microscopy. Moreover, permitting the application of an incident electric field with a 
strength below the damage threshold of the solid, but enhanced to a strength 
comparable to the binding energy of an electron, metallic nanotips have emerged as 
model systems to study strong-field phenomena usually observed in atomic systems 
such as above-threshold ionisation (ATI). However, the emission of electrons in a one-
step process from a broad distribution of states near the Fermi level results in a weak 
modulation contrast as compared to deeply modulated atomic ATI spectra, which are 
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a direct signature of attosecond electron dynamics. In solids, atomic-like states are 
well-known from two-photon photoemission studies on metallic films as weakly-bound, 
long-lived image potential (IP) states, but have not been observed at a metallic 
nanostructure so far. 

In this thesis, so far unknown two-dimensional (2D) Rydberg wave functions in the 
curved geometry of a nanotip were found by numerically solving the Schrödinger 
equation to yield the one-dimensional (1D) solutions when projected onto the taper 
axis. This allows for calculating the Rydberg electron dynamics in a computationally 
feasible 1D model, yielding deeply modulated ATI spectra and the formation of a train 
of attosecond electron pulses. 

This motivates the conceptually new approach of storing electrons in atomic-like IP 
states, decoupled from the Fermi level, and subsequently driving them in the strongly 
enhanced field at the apex of a metallic nanotip to yield atomic-like ATI. For this, the 
apex of a single gold nanotip was illuminated in this thesis by a precisely timed 
sequence of femtosecond VIS and NIR laser pulses. In the time overlap of both pulses 
deeply modulated kinetic energy spectra with up to 12 peaks separated by the NIR 
photon energy were observed, broadening with increasing NIR electric field strength. 
A linear scaling of the electron yield with the NIR intensity points to photoemission from 
weakly bound intermediate states, constituting an effective reduction of the work 
function, which enables an easier access to the strong-field regime. 

Furthermore, varying the time delay between the VIS and NIR pulses resulted in a    
five-fold increase in electron yield, which decayed exponentially with a time constant 
of up to 130 fs. Superimposed on the decay curve an oscillatory pattern was measured, 
pointing to beating of long-lived, discrete states leaving IP states as the most likely 
candidate. These findings were supported by preparing a coherent superposition of IP 
states in the 1D Schrödinger equation model giving rise to an oscillatory electron yield. 
This may be more complex in 2D, in which a further quantisation of the wave functions 
was found calling for their spatial resolution in future experiments. 

Moreover, an attosecond electron pulse emerging from the nanometre-sized apex of a 
metallic nanotip may extend ultrafast electron microscopy to the attosecond time 
domain. The recombination of an electron with the metallic nanotip during its oscillatory 
motion may further lay the foundation for high harmonic generation, possibly enabling 
the generation of an attosecond optical pulse from a nanometre-sized solid-state 
device. Furthermore, the large spatial extent of the Rydberg electrons may enable 
coherent coupling of metallic nanostructures. Finally, the established two-colour pump-
probe spectroscopy setup with electron detection may be applied to a novel dyad 
designed to control ultrafast charge transfer in an organic solar cell material, possibly 
to be investigated further in an ultrafast optical-pump electron-probe experiment. 

 

 

 

 

 



vii 

Table of Contents 

1. Introduction .......................................................................................................... 1 

2. Nanosecond Dynamics of Calcium Sensor Proteins ............................................ 5 

2.1. Phototransduction.......................................................................................... 5 

2.2. Guanylate Cyclase Activating Protein (GCAP) .............................................. 6 

2.3. Fluorescent Dye ............................................................................................ 9 

2.4. Time-Resolved Fluorescence Spectroscopy ............................................... 14 

2.5. Conformational Change of the Calcium Sensor Protein GCAP1 ................. 15 

3. Femtosecond Laser System .............................................................................. 21 

3.1. Theoretical Background of an Ultrashort Laser Pulse ................................. 22 

3.2. Chirped Pulse Amplification System ............................................................ 26 

3.3. Non-collinear Optical Parametric Amplifier (NOPA) .................................... 27 

3.4. Passive Carrier Envelope Phase (CEP) Stabilisation .................................. 33 

4. Metallic Nanotips ................................................................................................ 39 

4.1. Fabrication and Properties .......................................................................... 40 

4.2. DC Field Emission ....................................................................................... 43 

4.3. Linear Photoemission .................................................................................. 44 

4.4. Multiphoton Photoemission ......................................................................... 45 

4.5. Strong-Field Photoemission ........................................................................ 47 

5. Above-Threshold Ionisation in Atomic Systems ................................................. 59 

6. Image Potential States ....................................................................................... 63 

7. Numerical Model: The Schrödinger Equation ..................................................... 67 

7.1. Stationary Wave Functions in 1D ................................................................ 68 

7.2. Stationary Wave Functions in 2D ................................................................ 70 

7.3. Time Evolution in 1D and Kinetic Energy Spectra ....................................... 74 

8. Two-Colour Pump-Probe Spectroscopy ............................................................. 81 

8.1. Experimental Setup ..................................................................................... 81 

8.2. Above-Threshold Ionisation of Rydberg Electrons ...................................... 85 

9. Outlook ............................................................................................................... 95 

9.1. Charge Transfer in Solar Cell Materials ....................................................... 95 

9.2. Ultrafast Point Projection Electron Microscopy ............................................ 97 

9.3. High Harmonic Generation from a Metallic Nanotip .................................... 99 

9.4. Coherent Coupling of Nanostructures ....................................................... 102 

10. Appendix ....................................................................................................... 105 

10.1. In Situ Laser Pulse Characterisation ...................................................... 105 

10.2. Image Correction .................................................................................... 109 



viii 

10.3. Numerical Implementation of the Schrödinger Equation ........................ 114 

11. References ................................................................................................... 119 

12. Publications and Conference Contributions .................................................. 129 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



1 

1. Introduction 
Not only since the development of quantum mechanics at the beginning of the last 
century has it been a dream to gain insight into fundamental processes in nature such 
as watching the evolution of an electronic wave packet at an atomic length and time 
scale. The observation of electronic motion stretches far beyond our classical 
perception of the world by our human senses and requires sophisticated tools at the 
cutting edge of modern technology. For example, in the hydrogen atom the electronic 
wave packet oscillates between the 1s and 2p orbitals with a period of about ~400 as. 
An attosecond (as) is a billionth of a billionth of second, which is a billion times faster 
than the rate at which a common computer processes data. Moreover, investigating 
matter at an atomic scale does not only involve extreme time scales, but also extreme 
forces. For example, the electron bound to the proton experiences an electric field 
strength of ~ͷͲͲ V/nm. Providing a comparable electric field strength with an optical 
laser pulse corresponds to an enormous light intensity on the order of ͳͲଵ W/cmʹ. For 
comparison, focussed sunlight would ignite a piece of paper at an intensity on the order 
of ͳͲଶ W/cmʹ. 

Nevertheless, using femtosecond technology strong field laser physics has enabled 
the manipulation of electron trajectories in and around atomic systems and thereby laid 
the foundation of modern attosecond science [1,2] and emerging technologies such as 
light wave electronics [3,4]. In the strong-field regime, the electron dynamics is not 
solely governed by the light intensity anymore, but driven by the light field itself. For 
example, exposing noble gas atoms to sufficiently strong ultrashort laser pulses, 
strong-field phenomena such as above-threshold ionisation (ATI) [5-7] and high 
harmonic generation (HHG) [8,9] have been observed. 

In ATI, an electron is liberated from its parent ion and subsequently performs a quiver 
motion in the oscillatory potential created by the incident electric field. At the outermost 
points of its oscillatory motion, a fraction of the electron wave packet is released in time 
intervals spaced by the optical period of the driving laser pulses. The interference of 
this freely propagating train of electron wave packets leads – in the energy domain – 
to photoelectron kinetic energy spectra modulated by the photon energy of the driving 
laser pulses. In the time domain it translates into a train of attosecond electron pulses 
[10]. 

HHG is related to this concept by considering the return of the electron to its parent 
ion. Depending on the overlap of the wave functions associated with the quivering 
electron and the bound state, recombination may occur, which results in the emission 
of phase-locked high harmonics [11]. In particular, ultrashort bursts of coherent 
extreme ultraviolet (XUV) radiation were obtained from an ensemble of noble gas 
atoms, which lasted less than a femtosecond [12,13]. Attosecond optical pulses are 
now routinely applied to image molecular wave packets [14,15]. They further enable 
attosecond chronoscopy of both atomic systems [16] and condensed matter [17], 
which provides a deeper insight into the photoelectric effect [18] by not merely 
considering the release of an electron wave packet from a quantum system, but also 
measuring the time of its propagation after being launched from different states inside 
the quantum system, i.e. charge migration. The concept of HHG may further be 
extended to solid state systems by mimicking an atomic system in a semiconductor 
with its valence and conduction band [19-21] or investigating rare-gas solids [22]. 
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Further strong-field phenomena in solids [23] such as optically inducing a current in a 
dielectric [24] and manipulating its electronic structure [25] have been observed, but 
are mostly restricted to atomic systems, as low damage thresholds of solids set a limit 
to a sufficiently high light intensity to access the strong-field regime. 

Here, metallic nanotips, primarily investigated in this thesis, have emerged as model 
systems to study electron dynamics on a femtosecond time and nanometre length 
scale. A metallic nanotip is a thin wire, which conically converges down to an apex 
radius of curvature of few nanometres. The high density of electric field lines in the 
apex region gives rise to a local enhancement of an incident electric field [26,27]. As a 
consequence, the photoemission of electrons is localised to the apex region, rendering 
metallic nanotips a nano-localised source of ultrafast electron pulses, for example, 
when their apex is illuminated with femtosecond laser pulses [28-30]. In contrast to 
electron diffraction experiments with ultra-bright electron sources [31,32], metallic 
nanotips are usually operated in point projection electron microscopy setups [33-35] in 
the ultra-dim regime, that is with a single electron emitted per laser pulse. Furthermore, 
exploiting the enhanced optical near field [27] at the apex of the metallic nanotip, 
strong-field phenomena have been observed, including sub-cycle electron dynamics 
[36,37], control of the electron motion via the carrier-envelope phase [38] and above-
threshold photoemission [39,40]. 

In particular, the latter experiments are of profound importance for the work presented 
in this thesis. They raise the question how we can we transfer the atomic concepts of 
strong-field laser physics to a single solid state nanostructure. Such experiments are 
currently limited, because the emission of electrons occurs in a one-step process from 
a broad distribution of states near the Fermi level. An electron emitted from a deeper 
lying state will arrive at a detector will less residual kinetic energy than an electron 
originating from a higher lying state. Thereby, the broad distribution of states maps 
directly onto a kinetic energy spectrum and smears out distinct features such as ATI 
peaks. In contrast, the origin of electrons from a discrete state with a well-defined 
energy gives rise to deeply modulated ATI spectra as observed in atomic systems. 

In condensed matter, atomic-like states are well-known from two-photon 
photoemission studies on extended metallic films [41]. Here, a negatively charged 
electron in front of the surface induces a positive image charge inside the bulk, such 
that the electron is bound to its own, hydrogen-like image potential. Consequently, it 
occupies a Rydberg series of weakly bound states and is characterised by a hydrogen-
like wave function with a reduced spatial overlap with the bulk resulting in a long lifetime 
[42,43]. However, such image potential states have not been observed at a metallic 
nanostructure so far. 

This raises the more specific question addressed in this thesis, whether we can devise 
a concept to facilitate atomic-like ATI from a metallic nanotip, i.e. from a solid-state 
device rather than a gaseous medium, by storing electrons in long-lived, atomic-like 
image potential states and subsequently photoionising and driving them in the 
oscillatory potential created by the electric field of an ultrashort laser pulse. Such a 
conceptually new approach might allow for the generation of an attosecond electron 
pulse and may also lay the foundation for an attosecond optical pulse obtained by HHG 
[44]. This would place metallic nanotips firmly into the context of attosecond science, 
providing a nano-localised solid-state source of ultrafast electron and optical pulses to 
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be applied in ultrafast pump-probe spectroscopy or ultrafast electron microscopy 
experiments. 

In contrast to attosecond physics, our classical perception of the world takes place on 
fundamentally different scales. For example, our eye is a sensory system, by which we 
perceive light stimuli as a clue to interpret our surroundings. The complex molecular 
signalling cascade, which facilitates our sense of vision, adapts to light signals as high 
as bright sunlight and as low as a single photon [45,46]. It is initiated by highly 
responsive proteins located in the photoreceptor cells, which photoisomerise on a 
femtosecond timescale [47,48], followed by a second messenger cascade, which limits 
the overall response time of a photoreceptor cell to about a millisecond [45]. 
Specifically, changing light conditions alter the intracellular Ca2+ concentration, to 
which our eye responds in a negative feedback loop, that is by shutting off the 
photoreceptor cells in response to an increase in light intensity. Here, structurally 
homologous neuronal calcium sensor proteins [49] are involved in sensing the 
intracellular Ca2+ concentration and precisely shaping the response of a photoreceptor 
cell. Specifically, they are believed to operate sequentially in a relay mechanism on 
their target protein undergoing a conformational change [50]. Here, a question of 
interest addressed in this thesis arises, whether differential cellular responsiveness 
and thereby physiological specificity is reflected in the structural dynamics, i.e. a 
differential conformational change despite structural homology. This may point to a 
more general concept in Ca2+ mediated signal processing, which is widely found in 
further physiological processes such as fertilisation, apoptosis, muscle contraction and 
sensory perception [51-53] and may specifically affect the treatment of 
neuropsychiatric disorders [54]. 

 

This thesis will be structured as follows: 

Chapter 2 retraces the path of photon from its point of absorption in our eye to its 
conversion into a chemical signal in the phototransduction cascade. In particular, the 
role of the neuronal calcium sensor proteins, GCAP1 and GCAP2, which sequentially 
activate their target protein via a conformational change, is elucidated via                    
time-resolved fluorescence spectroscopy of GCAP1 mutants, site-specifically labelled 
with a fluorescent dye. Its relevant properties such as its fluorescence lifetime and 
anisotropy will be discussed. Furthermore, the experimental setup and the outcome of 
the GCAP1 study are presented and put into context. 

Chapter 3 introduces ultrashort laser pulses both theoretically and experimentally. In 
particular, a femtosecond laser system is introduced, starting from a regenerative 
Ti:sapphire amplifier, which drives a home-built two-stage non-collinear optical 
parametric amplification (NOPA) system providing passively carrier-envelope phase 
(CEP) stabilised laser pulses. The necessary theoretical background of these 
processes is provided, before the experimental realisation of this laser system is 
characterised in further detail. 

Chapter 4 deals with metallic nanotips, which are both a nano-localised, ultrafast 
electron source for ultrafast electron microscopy and a model system to study strong-
field phenomena usually observed in atomic systems. Their fabrication, their properties 
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and different regimes of electron (photo)emission are discussed, particularly focussing 
on strong-field phenomena such as sub-cycle dynamics, CEP effects and ATI. 

Chapter 5 focusses on ATI in more depth from the perspective of an atomic system. In 
particular, effects such as peak shifting, channel closing, Freeman resonances and 
CEP effects are highlighted. 

Chapter 6 introduces the concept of image potential states from the perspective of 
extended metallic films. Their properties such as their wave functions and lifetimes are 
described. Furthermore, experimental techniques such as two-photon photoemission 
spectroscopy and quantum beat spectroscopy are outlined. 

Chapter 7 gives an account on various theoretical models, such as the time-
independent Schrödinger equation in one and two dimensions as well as the one-
dimensional time-dependent Schrödinger equation and a two-dimensional density 
functional theory model. The stationary wave functions associated with image potential 
states in the curved geometry of a metallic nanotip are calculated and compared to the 
well-known solutions from extended metallic films. Furthermore, the electron dynamics 
and kinetic energy spectra arising from electrons originating from image potential 
states are simulated. 

Chapter 8 addresses the experimental strategy to facilitate a conceptually new 
approach to transfer the atomic concept of ATI to a single gold nanotip. A dedicated 
two-colour pump-probe spectroscopy setup is introduced, with which the population of 
image potential states and the subsequent observation of ATI has been conducted. 

Chapter 9 gives an outlook on possible experiments to be carried out in the future. The 
optical two-colour pump-probe setup with electron detection may be extended to 
investigate controllable ultrafast charge transfer in a novel organic solar cell material. 
An attosecond electron pulse emerging from a metallic nanotip may be measured and 
applied in an ultrafast (point projection) electron microscopy setup. An attosecond 
optical pulse may be generated at a metallic nanotip from high harmonics, which may 
yield valuable information on their own. In the far-fetched future one may also think of 
building a quantum logic network based on Rydberg electrons localised at metallic 
nanostructures. 

Chapter 10 briefly outlines technical procedures important for the results presented in 
this thesis such as the in situ characterisation of ultrashort laser pulses, an image 
correction procedure and the numerical implementation of the Schrödinger equation. 
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2. Nanosecond Dynamics of Calcium Sensor Proteins 
Our eye is a sensory system, which governs our classical perception of the world by 
interpreting light stimuli as a clue to our surroundings. In fact, the complex molecular 
signalling cascade, which facilitates our sense of vision, adapts to light signals as high 
as bright sunlight and as low as a single photon [45,46]. At various stages it is triggered 
by the conformational change of proteins, which results in the well-balanced 
production, consumption or exchange of messengers. Specifically, changing light 
conditions alter the intracellular Ca2+ concentration, to which our eye responds in a 
negative feedback loop, that is by shutting off the photoreceptor cells in response to 
an increase in light intensity. To gain an insight into the molecular signalling cascade 
enabling light adaption, we will specifically investigate the role of a member of the 
family of neuronal calcium sensor proteins, GCAP1. It senses the intracellular Ca2+ 
concentration and, in combination with its cellular cognate GCAP2, sequentially 
triggers the activation of its target protein by a conformational change [50]. Importantly, 
this relay mechanism involves two sensor proteins to shape the precise response of 
our photoreceptor cells to changing light conditions. The study presented in this 
chapter sheds light onto the question whether the differential cellular responsiveness 
mediated by these structurally homologous calcium sensor proteins manifests itself in 
a differential conformational dynamics tuning physiological specificity [JR4]. 

2.1. Phototransduction 

Figure 2.1: Schematic illustration of a 
human eye. The various cell types of the 
retina are shown in magnification, in 
particular the photoreceptor cells, rods 
and cones. Modified from [55]. 

Vision is one of our most important senses, in which light is used as a clue to perceive 
our surroundings. To understand how an incoming photon is eventually converted into 
a chemical signal, which our brain is able to interpret, let us first trace its path from the 
point of entering our eye, schematically shown in Figure 2.1. 

Photoreceptor Cells 

When light from an object enters our eye, it is focussed by a lens onto the retina, where 
an image of the object forms. The retina consists of layers of various cell types, which 
are mostly transparent to light, and two distinct photoreceptor cell types, rods and 
cones, which absorb light [56]. Exemplary, a rod cell is shown in Figure 2.2. 

Figure 2.2: Scanning electron 
microscopy image of rod cells 
(left) and their schematic 
representation (right). Modified 
from [56]. 

 

 

The process of light absorption occurs in the outer segment of a photoreceptor cell. 
Here, transmembrane light-sensitive opsins are located in a stack of membranous 
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disks, which collect about 90% of the incoming photons [45]. Cone cells facilitate colour 
vision [56] and typically host three photopsins in humans, which predominantly absorb 
light in the blue (�௫ ≈ ͶʹͲ nm), green (�௫ ≈ ͷ͵Ͷ nm) and yellow (�௫ ≈ ͷͶ nm) 
spectral region [57]. In contrast, rod cells are responsible for dark-adapted vision [56] 
and harbour rhodopsin, which absorbs predominantly in the green spectral region 
(�௫ ≈ Ͷͻͺ nm) [57]. 

 

Figure 2.3: Phototransduction cascade. The photoisomerisation of rhodopsin 
starts a signalling cascade, which results in a decrease in the intracellular 
concentration of the second messenger cGMP, causing a closure of ion channels 
and thereby stopping the Ca2+ influx into the cell. Modified from [56]. 

Phototransduction Cascade 

To understand the effect of the absorption of a photon on the response of a 
photoreceptor cell, let us now investigate its further conversion into a chemical signal 
in more depth. Specifically, the rhodopsin in a rod cell contains the chromophore         
11-cis retinal, which upon absorption of light undergoes a conformational change to an 
all-trans form [45]. This photoisomerisation starts the phototransduction cascade, 
sketched in Figure 2.3, which may be triggered by a single photon [45]. With the 
chromophore in all-trans configuration the opsin can now activate hundreds of the 
regulatory protein transducin. This heterotrimeric G-protein [58] splits off its ߙ-subunit, 
at which the nucleotide guanosine diphosphate (GDP) is exchanged for the nucleotide 
guanosine-5’-triphosphate (GTP). This active form of the G-protein can now bind to the ߛ-subunit of the effector protein phosphodiesterase (PDE), which relieves its inhibitory 
function [45]. The enzyme PDE breaks down the second messenger cyclic guanosine 
monophosphate (cGMP) into 5’-GMP. Each PDE molecule may split up to 1000 cGMP 
molecules, completing the remarkable amplification and detection efficiency of an 
incoming light signal. The consumption of cGMP causes the cGMP-gated ion channels 
[59] to close, eventually preventing the Ca2+ influx into the cell. Overall, the intracellular 
concentration of cGMP and Ca2+ has changed from a high level in the dark state to a 
low level in the light state, in which the rod cell has become inactive. 

2.2. Guanylate Cyclase Activating Protein (GCAP) 

At this stage, the calcium binding guanylate cyclase activating proteins (GCAPs) come 
into play to shape the precise response of the photoreceptor cell to changing light 
conditions [50]. As the intracellular Ca2+ concentration decreases, these neuronal 
calcium sensors release their Ca2+ into the cell. This process triggers a conformational 
change of the GCAPs, which activates the guanylate cyclase (GC) to which the GCAPs 
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are bound. As illustrated in Figure 2.4, both GCAPs are believed to bind to different 
sub-units of the GC, yet there is still controversy on this topic [60]. In its active state 
the GC replenishes cGMP by synthesising it from GTP. As the intracellular cGMP 
concentration increases, the cGMP-gated ion channels re-open and the rod cell returns 
to its active state. Experiments further indicate, that not simply the cation-free form the 
GCAPs, but the replacement of Ca2+ ions by Mg2+ ions at the binding sites of the 
GCAPs constitutes the physiological activator state [61]. 

Figure 2.4: Schematic illustration of the GC with two 
GCAPs attached. The GCAPs sequentially activate the 
GC by undergoing a conformational change upon release 
of Ca2+ ions in response to an intracellular decrease in the 
Ca2+ concentration. 

 

 

 

Calcium-Relay Mechanism 

Depending on the species several forms of GCAPs may be found. For example, 
humans have three and zebrafish six forms of GCAPs [62]. In the study presented here 
[JR4], bovine GCAP was used, of which there exist two forms, GCAP1 and GCAP2. 
Importantly, they are believed to operate in a relay mechanism [50]. Fast response 
kinetics have been observed for GCAP1, from which Ca2+ ions dissociate at an 
intermediate level of intracellular Ca2+ concentration. Thereby, GCAP1 facilitates a fast 
response to an incoming light signal and effectively shuts down the photoreceptor cell. 
At later times and a lower intracellular Ca2+ concentration, GCAP2 releases its Ca2+ 
ions. Thereby, GCAP2 enables fine tuning of the response of the photoreceptor cell. 
The common feature of both GCAPs is their activation of the GC by undergoing a 
conformational change. The question addressed in [JR4] is therefore, whether their 
differential activation mechanism is reflected in a differential conformational change. 
This may suggest a more general concept, in which differential cellular responsiveness 
and physiological specificity are tuned by differential conformational dynamics despite 
structural homology. 

Protein Structure of the GCAPs 

In order to describe a conformational change of a protein, its structure must be known. 
Generally, a protein is described by its primary, secondary, tertiary and quaternary 
structure [56]. Its primary structure is its polypeptide chain formed by a sequence of 
amino acids, which is terminated by a carboxyl group at one end (C-terminus) and an 
amine group at the other end (N-terminus). Hydrogen bonds between different amino 
acids support the folding of this chain, by which alpha helices or beta sheets may form. 
These are secondary structure elements. The protein as a whole may be described by 
its geometric shape, which is referred to as its tertiary structure. For example, globular 
proteins such as myoglobin consist of solvent-exposed hydrophilic residues and a core 
of hydrophobic residues [56]. Finally, a protein may have a quaternary structure, which 
describes a particular arrangement of sub-units or dimerisation of the protein. For 
example, the guanylate cyclase is a dimer [50]. 
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Specifically, in case of the GCAPs, there exists a crystal structure of myristoylated 
Ca2+-bound GCAP1 obtained by X-ray diffraction (PDB: 2R2I) and a nuclear magnetic 
resonance structure (NMR) of GCAP2 in the non-myristoylated, Ca2+-bound form 
(PDB: 1JBA). They are shown in Figure 2.5, which highlights their structural homology. 
The GCAPs belong to the family of neuronal calcium sensor proteins [49] and therefore 
share common features. For example, both GCAPs have four EF-hand motifs, which 
consist of two alpha helices linked by a loop region, where Ca2+ is bound. In both 
GCAPs, three of them are active in binding Ca2+. 

 

Figure 2.5: Protein structures of GCAP1 (left) and GCAP2 (right), highlighting 
their structural homology. Both GCAPs harbour four EF hand motifs, of which 
three are active in binding Ca2+ ions (magenta spheres). The structure of GCAP1 
also shows the location of the myristoyl group (yellow spheres). 

Furthermore, a fatty acid in form of a myristoyl group is attached to the N-terminus of 
the GCAPs. For GCAP1 the myristoyl group was found to be buried inside the protein 
and has been assigned a stabilising function [63]. Thereby the GCAPs differ from 
recoverin, another member of the family of neuronal calcium sensor proteins, in which 
the myristoyl group acts as molecular switch, becoming solvent-exposed upon binding 
of Ca2+ and anchoring the protein to a membrane or hydrophobic site of a target protein 
[64]. In this study, the conformational change was deduced by directly resolving the 
structure of the protein. However, such structural information is not always available. 
For example, for crystallography high amounts of protein would be needed, whereas 
GCAP1 in its Ca2+-free form does not crystallise at all. Thus, information on the 
conformational change of the polypeptide chain due to the release of bound Ca2+ is 
not directly accessible. 

Site-specific Labelling 

In this case, a strategy adopted in [JR4] to investigate the conformational change of a 
protein is time-resolved fluorescence spectroscopy of site-specifically labelled 
mutants. For this technique, our colleagues from the biochemistry group of Professor 
Karl-Wilhelm Koch modified specific amino acids in the polypeptide chain of the protein 
by attaching a fluorescent dye, which is sensitive to a change in its local environment. 
For example, cysteine is an amino acid with a thiol group. Such a residue can be 
labelled with a dye like Alexa647. As can be seen from its chemical structure shown in 
Figure 2.6 this dye contains a maleimide group (left) with reacts with the thiol group of 
the cysteine to form a stable thioether bond [65]. 
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Figure 2.6: Chemical structure of the 
fluorescent dye Alexa647. Modified from [66]. 

 

 

 

Specifically, GCAP1 has four cysteine residues in its polypeptide chain, marked in 
Figure 2.13. Site-specific labelling is only possible, if there exists only one cysteine 
residue in the protein. Here, this was achieved by synthesising mutants of the protein, 
in which cysteine residues were replaced by the amino acid alanine. Further details of 
this biochemical procedure can be found in [JR4]. It results in GCAP mutants with only 
one cysteine residue left, to which the Alexa647 dye is covalently bound. If the protein 
changes its conformation, the dye will automatically move as part of the polypeptide 
chain into a new local environment. For example, it may be buried inside the protein or 
become more exposed to the solvent. This will change its fluorescence properties like 
lifetime and anisotropy, which may be probed by time-resolved fluorescence 
spectroscopy. To gain a better understanding of the outcome of such an experiment 
presented in [JR4], these properties of a dye molecule are discussed in further depth 
in the next section. 

2.3. Fluorescent Dye 

The following discussion will illustrate the main concepts of fluorescence with the 
scope of giving a background for the time-resolved fluorescence spectroscopy 
measurements carried out on the Alexa647 dye attached to GCAP1 mutants [JR4]. 

Absorption and Fluorescence Spectra 

To gain an understanding of the absorption and fluorescence spectra of a dye 
molecule, let us consider its energy diagram [67], as shown in Figure 2.7. This one-
dimensional representation is a simplification of the multidimensional molecular 
configuration of the nuclei. In the Born-Oppenheimer approximation, their positions are 
fixed. For this molecular configuration the energy of an electronic state is calculated. 
This results in an effective potential, which is described by a short-range repulsive and 
a long-range attractive interaction term. The region around its potential minimum may 
be further approximated by a harmonic oscillator potential. 

Figure 2.7: Energy level diagram of a 
dye molecule. The absorption of light 
(blue arrow) promotes an electron to 
an upper vibrational level of an 
excited state, from where it relaxes to 
the lowest vibrational level. The 
subsequent radiative decay to the 
ground state (red arrow) is 
accompanied by the emission of a 
fluorescence photon. Adapted from 
[67]. 
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Specifically, the dye molecule may be described by an electronic ground and excited 
state [68], as sketched in Figure 2.7. In each of these states the electron can occupy 
vibrational levels. The excitation of a dye molecule may occur via absorption of light, 
which promotes an electron usually occupying the lowest vibrational level of the ground 
state to an upper vibrational level of the excited state. The probability of the population 
of a specific vibrational level is governed by the overlap of the corresponding wave 
functions. 

After being promoted to the upper vibrational level of the excited state an electron 
usually decays to the lowest vibrational level of the same state via intramolecular 
vibrational relaxation [68]. From there, the electron usually decays to an upper 
vibrational level of the ground state via the emission of a fluorescence photon, from 
where it finally relaxes to the lowest vibrational level in the absence of thermal 
excitation. Overall, energy is partially converted into other channels, such that the 
fluorescence photon will have a longer wavelength than the photon absorbed. This 
difference in wavelength is known as the Stokes shift [68]. 

Figure 2.8: Measured 
absorption (blue) and 
fluorescence (red) 
spectrum of the Alexa647 
dye. The absorption 
maximum occurs at      
650 nm, the fluorescence 
maximum at 669 nm. 

 

 

The measured absorption and fluorescence spectra of the Alexa647 dye are shown in 
Figure 2.8. Specifically, Alexa647 has its absorption maximum near 650 nm and a 
weaker second peak near 605 nm. When excited with 656 nm light, the fluorescence 
maximum occurs at 669 nm, corresponding to a Stokes shift of about 19 nm. 

Fluorescence Lifetime 

A property of fluorescence, which holds a clue to the local environment of the dye is 
the fluorescence lifetime. It is therefore important, to understand this quantity in more 
depth and define its precise meaning. In particular, the excited state population ݊ሺݐሻ 
decays according to [68]: 

ݐ݀݀  ݊ሺݐሻ = ሺ݇ + ݇ሻ݊ሺݐሻ 
 

( 2.1 ) 

Here, ݇ is the radiative decay rate (i.e. via fluorescence) and ݇ is the non-radiative 
decay rate. As the decay of the excited state occurs at random, for example, radiatively 
via spontaneous emission (stimulated by a virtual photon created by quantum 
fluctuations of the vacuum background), and with the same probability for each dye 
molecule in a given time interval, the excited state population decays exponentially [68] 

according to ݊ሺݐሻ = ݊݁−௧ �⁄ , where ݊ is the initial population and 

 � = ሺ݇ + ݇ሻ−ଵ 
 

( 2.2 ) 
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is the fluorescence lifetime. Experimentally, the population of the excited state is 

proportional to the measured fluorescence intensity ܫሺݐሻ = ݁−௧ܫ �⁄ .  

Importantly, an increase in the non-radiative decay rate will shorten the measured 
fluorescence lifetime. For example, internal twisting of the molecule provides a de-
excitation pathway of the excited state via non-radiative internal conversion to the 
ground state [69,70]. This process is more likely for a molecule, which is less 
constrained in its motion, for example, for a dye molecule exposed to a solvent. In 
contrast, a dye molecule in the interior of a protein will be more constrained in its 
motion, limiting non-radiative decay via internal conversion and favouring radiative 
decay via fluorescence. This will result in a longer measured fluorescence lifetime. If 
the diffusive rotational motion of the dye is constrained, the local viscosity is large. 
Quantitatively, the fluorescence lifetime of a dye depends on the local viscosity ߟ of its 

environment via the Förster-Hoffmann relation � ∝  is a dye-dependent ߚ ఉ, whereߟ
positive constant [71]. In particular, this relationship has been shown for cyanine dyes 
[69], to which the Alexa647 dye used in this experiment is similar [72]. Specifically, the 
polymethine backbone of these dyes allows for cis/trans isomerisation, such that their 
fluorescence lifetime strongly depends on viscosity by the mechanism of internal 
conversion to the ground state as described above [72]. Consequently, the Alexa647 
dye is a well suited probe for changes in local viscosity. Note, that the natural lifetime 
of a dye molecule, that is the measured fluorescence lifetime in the absence of such 
de-excitation pathways, would be given by the Strickler-Berg equation, which relates 
the Einstein A coefficient to the refractive index of the surrounding medium [73]. 

Fluorescence Anisotropy 

Figure 2.9: Photoselection. Molecules oriented with 
their electric dipole moment parallel to the 
polarisation axis of the excitation light (red arrow) 
are preferentially excited. Adapted from [68]. 

 

 

 

Further information on the local environment of the dye due to rotational diffusion may 
be deduced from the polarisation of the fluorescence. To account for this property the 
dye molecule is modelled as a radiating dipole [68,74]. For a fixed polarisation of the 
excitation light dye molecules with their electric dipole moment oriented parallel to the 
polarisation axis of the light will be preferentially excited. This is called photoselection 
[68]. 

From Figure 2.9 it can be seen that the component of the fluorescence light parallel to 
the excitation light (red arrow) is: 

∥ܫ  = ܫ cosଶ  ߠ
 

( 2.3 ) 

The perpendicular component is given by: 

⊥ܫ  = ܫ sinଶ ߮ sinଶ ߠ =  ͳʹ ܫ sinଶ  ߠ
 

( 2.4 ) 
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Here, ۃsinଶ ۄ߮ = ͳ ʹ⁄ , as molecules in the range from ߮ = Ͳ to ߮ = ʹ� are excited with 
equal probability in case of a fixed excitation polarisation, as depicted Figure 2.9. The 
total intensity is then given by: 

ܫ  = ∥ܫ + ⊥ܫʹ = ሺcosଶܫ ߠ + sinଶ   ሻߠ
 

( 2.5 ) 

The ratio of the polarised component of the fluorescence to the total fluorescence 
intensity can by quantified by the anisotropy [68]: 

ݎ  = ∥ܫ − ܫ⊥ܫ  
 

( 2.6 ) 

By inserting Equations 2.3 and 2.4 into this expression the initial anisotropy of a sample 
is obtained as: 

ݎ  = cosଶۃ͵ ۄߠ − ͳʹ  
 

( 2.7 ) 

In solution molecules are usually randomly oriented. Consequently, the number of 
molecules excited by vertically polarised light in the process of photoselection is 
limited. Specifically, for an ensemble of molecules, ۃcosଶ ۄߠ = ͵ ͷ⁄  [68]. This gives an 
initial anisotropy ݎ = Ͳ.Ͷ. 

It is also worth noting, that at ߠ = ͷͶ.° the anisotropy becomes ݎ = Ͳ. This is called 
the magic angle [68]. It does not imply, however, that all molecules are oriented at ͷͶ.°. Rather, at this angle both polarisation components contribute equally to the total 
intensity as given by Equation 2.5. Hence, a fluorescence decay measurement will not 
be influenced by anisotropy effects and the correct fluorescence lifetime can be 
determined. 

Spherical Rotor 

The anisotropy will change over time due to rotational diffusion of the dye molecules. 
In this process, Brownian motion randomises the orientation of the dye molecules. It 
depends on the size of the dye molecules. Large dye molecules will rotate slower than 
small ones. To account for its size, the dye is modelled as spherical molecule [68], 
from which a simple description of its rotational motion arises. In particular, for a 
spherical rotor the anisotropy decay following pulsed excitation is given by [68]: 

ሻݐሺݎ  = ݁−௧ݎ �⁄  
 

( 2.8 ) 

In combination with Equation 2.6, the intensity of fluorescence light polarised parallel 
to the excitation light will decrease over time, while for perpendicularly polarised 
fluorescence light more photons will be emitted at later times as depicted in Figure 
2.10a. Overall, the depolarisation caused by rotational diffusion leads to a final 
anisotropy ݎ∞ = Ͳ, as illustrated in Figure 2.10b. 
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Figure 2.10: (a) The contribution of the parallel (perpendicular) component of the 
fluorescence light decreases (increases) over time. (b) Overall, the anisotropy of 
the fluorescence light approaches 0, as rotational diffusion randomises the 
orientation of the molecules. 

The decay of the anisotropy yields information on the size of the dye molecule. The 
larger the dye molecule is, the longer it takes to rotate and the longer it takes for the 
anisotropy to decay. For a spherical rotor, the rotational correlation time � is related to 
its hydrodynamic radius ݎ௦௧, i.e. the radius of a hypothetical hard sphere with the same 
diffusion coefficient as, for example, a protein in a viscous medium, by the Stokes-
Einstein-Debye equation [68,75]. 

 � = Ͷ�ݎߟ௦௧ଷ͵݇ܶ  
 

( 2.9 ) 

Here, ݇ is Boltzmann’s constant, ܶ is the temperature of the solution and ߟ is the 
viscosity of the solvent. 

If the rotation of the dye molecule is restricted, for example, as sketched in Figure 2.11 
by the surface of the protein to which it is bound, the final anisotropy ݎ∞ will tend to a 
non-zero value. This information can be used in a wobbling-in-a-cone model [76]. In 
this model, the dye is assumed to exert a rapid diffusive rotational motion in its local 
environment as a (hindered) spherical rotor [68]. In addition, a slower global rotational 
motion is assigned to the protein-dye complex. The surface of the protein restricts the 
motion of the dye to the interior of a cone defined by a semicone angle 

ߠ  = cos−ଵ ൮√ʹ√ݎ∞ݎ + ͳͶ − ͳʹ) 

 

( 2.10 ) 

 

Figure 2.11: Wobbling-in-a-cone 
model. A dye attached to a protein 
is hindered in its rotational motion 
by the protein surface. The motional 
restriction of the dye is quantified by 
the semi-cone angle ߠ. 
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2.4. Time-Resolved Fluorescence Spectroscopy 

 

Figure 2.12: TCSPC setup. Vertically polarised light at 656 nm from a pulsed 
laser diode excites the dye molecules attached to the GCAP1 mutants, hosted in 
solution in a microcuvette. The fluorescence light is separated from the excitation 
light by a filter, analysed in polarisation and recorded with an avalanche 
photodiode. The time between the emission of an excitation pulse from the laser 
diode and the arrival of a fluorescence photon at the detector is sorted into a 
histogram. 

The fluorescence properties of the Alexa647 dye in its local environment, site-
specifically attached to the protein GCAP1 as discussed in Section 2.2, were probed 
by time-resolved fluorescence spectroscopy [JR4]. Specifically, the technique of time-
correlated single photon counting (TCSPC) [68,77] was employed. 

In this setup schematically shown in Figure 2.12 a laser diode (LDH 8−1−060 with PDL 
800, PicoQuant) provides the excitation light in the form of ~50 ps pulses centred 
around 656 nm at a repetition rate of 6 MHz and with an average power <5 µW. This 
excitation wavelength is close to the absorption maximum of the Alexa647 dye, as 
shown in Figure 2.8. A polariser ensures a well-defined vertical polarisation of the laser 
pulses. They are weakly focussed into a microcuvette with an optical path length of    
1.5 mm (105.252-QS, Hellma Analytics) containing the protein solution, where they 
excite the Alexa647 dye attached to a GCAP1 mutant. This results in the isotropic 
emission of fluorescence light, which is collected with an efficiency of about 2% and 
analysed with respect to its polarisation by a further polariser. Scattered excitation light 
in this path is eliminated by an optical filter, such that only the longer wavelength 
fluorescence light is focussed by a microscope objective (Nikon, NA=0.7) onto an 
avalanche photodiode (ID Quantique 100) with an active area with a diameter of            
20 µm. 

The arrival of a fluorescence photon on the detector stops the charging of a capacitor, 
which was electronically triggered by the release of an excitation light pulse from the 
laser diode. The charge on the capacitor is proportional to the time between the 
absorption of an excitation photon and the emission of a fluorescence photon. The 
recorded time intervals are sorted into a histogram with a timing resolution of 4 ps 
(PicoHarp 300, PicoQuant). This process is repeated until data with a sufficient signal-
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to-noise ratio has been taken. To prevent bias towards short arrival times, the count 
rate was kept in the range of 1% to 5% of the repetition rate of the laser diode [77]. 
This gives a fluorescence decay curve, exemplary displayed in Figure 2.14a, which is 
obtained by setting the polariser in the detection arm to magic angle conditions as 
discussed in Section 2.3. 

The fluorescence lifetime is extracted by fitting the measured fluorescence decay curve 
with the software FluoFit (PicoQuant) to an exponential decay model by reconvolution 
with the instrument response function (IRF):  

ሻݐሺܫ  = ∫ ሻ∑�݁−௧−௧′��′ݐሺܨܴܫ
=ଵ

௧
−∞  ′ݐ݀

 

( 2.11 ) 

Here, � corresponds to the amplitude of the decay component with fluorescence 
lifetime �. The IRF is governed by the response time of the electronics and the 
temporal width of the excitation pulses. In our setup, it was recorded with scattered 
light from diluted milk and found to have a width of ~100 ps (FWHM). 

The anisotropy decay curves, exemplary displayed Figure 2.15a, are calculated from 
Equation 2.6 from the fluorescence decay curves with the polariser in the detection 
arm set to either transmit vertically or horizontally polarised light and are fitted with the 
software FluoFit (PicoQuant) to: 

ሻݐ௧ሺݎ  = ∞ݎ + −݁ݎ∑ ௧��
=ଵ  

 

( 2.12 ) 

Here, ݎ∞ is the final anisotropy and ݎ corresponds to the amplitude of the decay 
component with rotational correlation time �. 
2.5. Conformational Change of the Calcium Sensor Protein GCAP1 

As discussed above the time-resolved fluorescence spectroscopy study, with its key 
findings achieved in this thesis presented here and closely following the associated 
publication [JR4], investigates the question, whether differential cellular 
responsiveness mediated by the structurally homologous calcium sensor proteins 
GCAP1 and GCAP2 is reflected in their differential conformational protein dynamics, 
triggered by a change in intracellular Ca2+ concentration. 

Figure 2.13: Protein structure of GCAP1. 
The four cysteine residues are labelled 
according to their position in the 
polypeptide chain. Modified from [JR4]. 

 

 

 

For this, mutants of GCAP1 were prepared by our colleagues from the biochemistry 
group of Professor Karl-Wilhelm Koch, site-specifically labelled as discussed in Section 
2.2 with the Alexa647 dye at each of the four cysteine residues displayed in Figure 
2.13 and checked for biochemical functionality. To investigate the effect of 
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myristoylation discussed in Section 2.2 the protein was supplied both in its 
myristoylated (myr) and non-myristoylated (nmyr) form. Thus in this thesis eight 
GCAP1 mutants were investigated by time-resolved fluorescence spectroscopy in four 
different solutions each, i.e. either in the presence of the chelating agent EGTA 
(corresponding to a Ca2+-free protein, also termed apo), Ca2+ ions, Mg2+ ions or a 
combination of Ca2+ and Mg2+ ions. The solutions containing Mg2+ ions probed their 
role in the physiological activator state of the protein as discussed in Section 2.2. In 
total 960 fluorescence decay curves were measured. 

First, the fluorescence lifetime of the Alexa647 dye in all 32 configurations of the protein 
was measured. An example of a fluorescence decay curve is displayed in Figure 2.14a. 
The data was fitted to a bi-exponential decay model given by Equation 2.11, which 
yields good agreement with the data as judged from the equally distributed residuals. 
A fast component ranging from ͳ.͵ ns to ʹ.Ͳ ns typically exceeded a slow component 
ranging from Ͳ. ns to ͳ.ʹ ns in amplitude by a factor of 3 and is therefore displayed in 
Figure 2.14b. In particular, it was found, that the lifetime of the dye attached to the 
cysteine residue at position 106 in the polypeptide chain increased significantly by 
about 30% from ͳ.Ͷ ns in the Ca2+-bound form to ͳ.ͺ ns in the Ca2+-free protein. As 
explained in Section 2.3 an increase in lifetime corresponds to a more viscous local 
environment of the dye. From this measurement it was therefore concluded that the 
loop region around position 106 moves towards the interior of the protein upon release 
of Ca2+ ions by the GCAP1 [JR4]. 

 

Figure 2.14: (a) Exemplary fluorescence decay curves of the GCAP1 mutant 
myrC106 in its Ca2+ bound (green) and Ca2+ free (red) state and the instrument 
response function (blue). Equally distributed residuals arise for bi-exponentially 
fitted curves (black). (b) The dominant lifetime component is displayed as the 
weighted average of 10 measurements with a weighted fitting error <5 ps (not 
shown) for all mutants in all cation configurations, either myristoylated (red) or 
nonmyristoylated (blue). Modified from [JR4]. 

Second, the fluorescence anisotropy was measured in all 32 configurations of the 
protein-dye complex. An example of an anisotropy decay curve is displayed in Figure 
2.15a. The data was fitted to a bi-exponential decay model given by Equation 2.12 
yielding equally distributed residuals. In this model, a fast component ranges typically 
from Ͳ.Ͷ͵ ns to Ͳ.ͺʹ ns and may be associated with the rapid diffusive motion of the 
dye within its local environment. Furthermore, a slow component ranges from ͳͻ ns to 
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Ͷ͵ ns for the mutants with the dye located at positions C18 and C29. It may be 
associated with the global rotational motion of the protein-dye complex. In particular, 
the slow component of the rotational correlation time of the protein-dye complex with 
the dye located at position C18 increased from ͵͵ ns in the myristoylated Ca2+-bound 
form to Ͷ͵ ns in the Ca2+-free protein as displayed in Figure 2.15b. At this position of 
the dye, also the longest fluorescence lifetime as shown in Figure 2.14b was 
measured, which indicates its position in the interior of the protein. Thus, the 
attachment of the dye to the protein will most likely have the least influence on its 
hydrodynamics radius, such that the rotational correlation time measured for the 
protein-dye complex most closely resembles that of the unlabelled protein. By Equation 
2.9 it was found to increase from ݎ௦௧  =  ʹ.ͻͺ ±  Ͳ.Ͳͷ ݊݉ in the Ca2+-bound form to ݎ௦௧  =  ͵.Ͷͺ ±  Ͳ.ͳͲ ݊݉ in the Ca2+-free protein. It was therefore concluded that GCAP1 
enlarges upon release of Ca2+ ions [JR4]. This conclusion agrees with dynamic light 
scattering measurements of myristoylated wild-type GCAP1 [78].  

Moreover, a similar behaviour, but an overall reduced rotational correlation time of the 
protein-dye complex with the dye located at position C18 is measured in the non-
myristoylated form of the protein. This translates into a smaller hydrodynamic radius 
and thereby into a more compact form of the protein as compared to its myristoylated 
form. 

 

Figure 2.15: (a) Exemplary anisotropy decay curves of the GCAP1 mutant 
myrC18 in the Ca2+ bound (green) and the Ca2+ free state. Equally distributed 
residuals arise for bi-exponentially fitted curves (black). (b) The slow rotational 
correlation time component is displayed as the weighted average of                          
10 measurements with weighted fitting errors ranging from 0.33 to 4.0 ns for the 
mutant C18 in all cation configurations, either myristoylated (red) or 
nonmyristoylated (blue). (c) The semicone angle obtained from a wobbling-in-a-
cone model is displayed as the weighted average of 10 evaluations with weighted 
errors ranging from 0.15° to 0.57° (not shown) for the mutants C18 and C106 in 
all cation configurations, either myristoylated (red) or nonmyristoylated (blue). 
Modified from [JR4]. 

Third, the initial and final anisotropy obtained from fitting the anisotropy decay curves 
were analysed in the framework of the wobbling-in-a-cone model described in Section 
2.3, which yields information on the diffusional motion of the dye restricted by a 
semicone angle ߠ given by Equation 2.10. As displayed in Figure 2.15c, this semicone 
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angle increases for a dye located at position C106 from ͵ʹ° in the Ca2+-free to Ͷͳ° in 
the Ca2+-bound protein. As a dye in the interior of the protein should also be more 
restricted in its motion, this model relying on the anisotropy measurements thereby 
supports the movement of the dye at position C106 towards the interior of the protein 
upon release of Ca2+ ions as also concluded from the lifetime measurements above 
[JR4].  

Moreover, a decrease in the semicone angle from 26° in the myristoylated to 15° in the 
nonmyristoylated protein was calculated for the dye located at position C18. This points 
to a movement of the region around position C18 into a hydrophobic pocket of the 
protein, when the myristoyl group is missing. This is further supported by a measured 
increase in fluorescence lifetime by ~0.1 ns at this position displayed in Figure 2.14b. 
It also correlates with the more compact form of the nonmyristoylated protein 
concluded before. This points to the stabilising function of the myristoyl group in 
GCAP1 [63]. 

 

Figure 2.16: The comparison of the protein structures of GCAP1 and GCAP2, as 
discussed in Section 2.2, shows the distinctly different switching mechanisms 
upon Ca2+ release. Modified from [JR4]. 

Taken together, all observations suggest the movement of the loop region near 
position 106 towards the interior of the protein combined with a simultaneous 
enlargement of the protein upon release of Ca2+ ions. These conclusions are 
additionally supported by molecular dynamics simulations [JR4] performed by our 
colleagues from the group of Professor Daniele Dell’Orco, which point to an overall 
increase in hydrodynamic volume of GCAP1 in its Ca2+ free state [79]. Furthermore, 
the angle between the EF-hand motifs increases upon release of Ca2+ ions, which 
opens up a cavity, into which the loop region around position C106 may move towards 
the interior of the protein as concluded from the time-resolved spectroscopy 
measurements presented above. Pictorially, this rearrangement of the polypeptide 
chain may be seen as a twisted-accordion motion as depicted in Figure 2.16. It 
contrasts the piston-like movement of an alpha helix in GCAP2 concluded from a 
similar time-resolved fluorescence study [80]. In summary, these structurally 
homologous calcium sensor proteins are distinctly different in the conformational 
change they undergo to activate the guanylate cyclase. This differential conformational 
change may therefore reflect their differential action on the guanylate cyclase in the 
context of the calcium relay mechanism discussed in Section 2.2, in which GCAP1 
ensures a fast response and GCAP2 enables fine regulation. Moreover, the 
conclusions drawn from this study may even point to a conceptually new concept in 
Ca2+ mediated signal processing beyond the retina, in which differential cellular 
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responsiveness is mediated by differential conformational dynamics despite structural 
homology. For example, another pair of related neuronal calcium sensors was recently 
found to differentially modulate a signalling pathway, which may be relevant in the 
treatment of neuropsychiatric disorders [54]. 

In this time-resolved fluorescence study the rather slow dynamics of the conformational 
change of a protein is governed by the rearrangement of its constituent atomic nuclei. 
In contrast, the dynamics of electrons occurs on a much faster time scale. Capturing 
these phenomena requires sophisticated tools such as ultrafast two-colour pump-
probe spectroscopy, which will be discussed in the remainder of this thesis. 
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3. Femtosecond Laser System 
The remainder of this thesis concerns the investigation of the ultrafast dynamics of 
Rydberg electrons at a gold nanotip in the strong-field regime by two-colour                 
pump-probe spectroscopy. Specifically, a gold nanotip, as discussed in more depth in 
Chapter 4, is a thin piece of wire, which converges conically to an apex radius of 
curvature of few nanometres. The high density of electric fields at its apex gives rise 
to an enhancement of an incident electric field [26,27]. This sets a scale for the 
requirements, which need to be fulfilled for a laser system facilitating two-colour pump-
spectroscopy on a gold nanotip. 

First, to access the strong-field regime the laser system needs to provide pulses of 
sufficient strength. Typically, as discussed in more depth in Chapter 4, this requires a 
laser intensity on the order of ͳͲଵଵ W/cmʹ, which is then enhanced at the apex of the 
metallic nanotip by about two orders of magnitude [38]. Second, in the strong-field 
regime the electron dynamics is not solely governed by the intensity envelope of the 
laser pulses anymore, but driven by the light field itself [24,38,81]. Their phase 
difference is the carrier-envelope phase (CEP). Control over the motion of electrons in 
the strong-field regime therefore requires a controllable, stable CEP. In particular, the 
CEP varies most strongly under the envelope for few-cycle laser pulses. Such pulses 
will be in the domain of few femtoseconds and thus also provide the necessary time 
resolution to study ultrafast dynamics. Finally, their wavelength should be tuneable, for 
example, to the near-infrared in order to exploit the field enhancement at the apex of 
the gold nanotip [26,27,82], avoid damage due to absorption and enable an easier 
access to the strong-field regime as discussed in more depth in Chapter 4. For two-
colour pump spectroscopy femtosecond laser pulses in a different spectral range are 
additionally required. In particular, the requirement for a pump pulse to prepare an 
electron wave packet in the gold nanotip is substantially different from that for a probe 
pulse to subsequently photoionise and strongly drive the electron wave packet in its 
oscillatory light field. Furthermore, using laser pulses of a different colour avoids, for 
example, interference effects, which would result in a change in intensity, which 
thereby could not be controlled independently. 

Wavelength tuneability and sub-100-fs pulses may be achieved with dye lasers [83]. 
However, this requires an exchange of the dye as the laser medium followed by a 
lengthy re-adjustment. An easy-to-handle, solid-state alternative is provided by 
Ti:sapphire [84,85]. Here, mode-locking techniques have pushed the pulse duration 
down to few femtoseconds [86,87]. Moreover, the pulse energy can be increased by 
chirped pulse amplification [88,89] to several joule, which allows for subsequently 
driving a cascade of nonlinear processes such as optical parametric generation [90,91] 
to achieve wavelength tuneability. Here, the techniques of white light generation in bulk 
materials [92,93] or nonlinear fibres [94,95] are a focus of current research. They 
provide a seed for subsequent optical parametric amplification achieving few-cycle 
laser pulses tuneable from the visible to the far-infrared spectral region [96-99], thereby 
covering the range of transparency of common nonlinear crystals such as beta-barium 
borate (BBO) [100,101]. These techniques have further been shown to preserve the 
CEP [102,103] and may therefore be used in combination with an actively CEP 
stabilised laser system [104-107], which, however, requires a feedback loop built into 
the laser system and is powered by electronics. The stabilisation of the CEP may also 
be realised passively in an all-optical scheme, which predominantly employs the 
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technique of difference frequency generation (DFG), in which two laser pulses carrying 
the same CEP fluctuations are mixed [108-114]. 

In particular, our group chose to follow a design pioneered by the group of Professor 
Giulio Cerullo [108]. Here, a home-built widely tuneable two-stage non-collinear 
parametric amplifier (NOPA) provides broadband, few-cycle laser pulses in the visible 
(VIS) and narrowband laser pulses in the infrared (IR). Their subsequent mixing by 
DFG additionally provides few-cycle laser pulses in the near-infrared (NIR), which are 
passively CEP stabilised. The system is seeded by the process of white light 
generation and pumped by frequency-doubled laser pulses from a regenerative 
Ti:sapphire amplifier. 

To provide a more general understanding of ultrashort laser pulses and their 
characterisation this chapter will first introduce the theoretical framework of an 
ultrashort laser pulse, focussing particularly on its duration. The discussion will then 
shift to the experimental generation of ultrashort laser pulses as realised in our group. 
It will start with a short description of the regenerative Ti:sapphire amplifier, which was 
modified as part of this thesis to optimise the performance of the NOPA system. Next, 
the NOPA technique will be explained, followed by an experimental characterisation of 
the NOPA and DFG stages as implemented in our laser system. Finally, the scheme 
of passive CEP stabilisation will be introduced. In particular, the CEP stability was 
improved as part of this thesis and, importantly, characterised shot-to-shot by spectral 
f-to-2f interferometry. 

3.1. Theoretical Background of an Ultrashort Laser Pulse 

To understand how an ultrashort laser pulse is described and, in particular, its pulse 
duration is characterised and optimised, this section will look into its theoretical 
background in more depth. For this, the electric field of an ultrashort laser pulse will be 
discussed in the time-frequency domain, whereas its spatial dependence is neglected 
and linear polarisation is assumed. In general, the electric field of an ultrashort laser 
pulse may be written in the time domain as a complex valued function with an 
amplitude and a phase [67]: 

ሻݐሺܧ  ∝  ሻ݁�ሺ௧ሻݐሺܫ√
 

( 3.1 ) 

Here, ߮ሺݐሻ = ߮ா + ߱ݐ + ߮ሺݐሻ is the temporal phase of the laser pulse.  

Similarly, the ultrashort pulse is described in the frequency domain by 

ሺ߱ሻܧ  ∝ √ܵሺ߱ሻ݁టሺఠሻ 
 

( 3.2 ) 

Here, ܵሺ߱ሻ is the spectral intensity, which is usually referred to as the optical spectrum 
measured with a spectrometer. Furthermore, ߰ሺ߱ሻ = ߰ሺ߱ሻ + ߰′ሺ߱ሻ ∗ ሺ߱ − ߱ሻ +ଵଶ ߰′′ሺ߱ሻ ∗ ሺ߱ − ߱ሻଶ + … is the spectral phase [67], assuming a well-behaved 

ultrashort laser pulse centred around the angular frequency ߱. In the time domain, 
the zeroth order term ߰ሺ߱ሻ corresponds to the carrier-envelope phase ߮ா. The first 
order term translates the laser pulse in time. It is known as the group delay, i.e. the 
delay experienced by an ultrashort laser pulse as a whole, as it travels through a 
dispersive medium. The quadratic term is called the group delay dispersion and 
describes the dependence of the group delay on frequency, i.e. the delay experienced 
by each individual spectral component. It may occur, if an ultrashort laser pulse travels 
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through an optical medium with a frequency-dependent refractive index and is known 
as chromatic dispersion. Common optical materials exhibit positive dispersion [67]. 
That is, the refractive index increases with decreasing wavelength, which results in red 
spectral components travelling faster than blue ones. This causes an ultrashort laser 
pulse to broaden in time, also referred to as linear chirp. 

The representations of an ultrashort laser pulse in the time and in the frequency domain 
are related to each other by the Fourier transform pair [115]: 

ሻݐሺܧ  = ͳʹ� ∫ ∞+ሺ߱ሻܧ
−∞ ݁−ఠ௧ ݀߱ 

 

( 3.3 ) 

and 

ሺ߱ሻܧ  = ∫ ∞+ሻݐሺܧ
−∞ ݁ఠ௧ ݀ݐ 

 

( 3.4 ) 

Specifically, if the ultrashort laser pulse is assumed to be described by a Gaussian 
profile in the time domain as in Section 3.1, its Fourier transform will be a Gaussian 
profile in the frequency domain. In particular, a broad spectral profile provides the basis 
for a narrow temporal profile. Quantitatively, the equations above may be converted 
into a single number by expressing them in terms of FWHM quantities. These are the 
measurable spectral bandwidth ȟ߱ ʹ�⁄ = ȟߥ and the measurable pulse duration ȟ�, 
defined as the intensity FWHM. Their relationship is known as the time-bandwidth 
product [67], which for a Gaussian-shaped pulse gives: 

 ȟ�ȟߥ = �ܿଶ ȟ�ȟ�  Ͳ.ͶͶͳ 
 

( 3.5 ) 

Here, the equality holds for a Fourier limited pulse duration, assuming a flat spectral 
phase. 

Dispersion Management 

 

Figure 3.1: Common setups for dispersion management, explained in the main 
text: (a) Prism compressor. (b) Grating compressor. (c) Chirped mirror. 

In order to maintain a pulse duration as close as possible to the Fourier limit, one has 
to compensate for chromatic dispersion. Here, the general idea is to introduce negative 
dispersion, that is delaying the red spectral components with respect to the blue ones. 
This may be achieved in a prism compressor [67], shown in Figure 3.1a, in which the 
red spectral components are forced to travel a longer distance through the prisms than 
the blue ones. However, the blue spectral components travel a longer distance through 
air in this setup, which needs to be balanced. Furthermore, the relatively low change 
in refractive index of the prism material introduces only little negative dispersion. A 
higher amount of negative dispersion can be achieved using a grating compressor [67], 
as shown in Figure 3.1b. Here, however, the losses due to diffraction efficiency are 
comparatively high. A third option is the use of chirped mirrors [67], shown in Figure 
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3.1c. They are made of different layers of dielectric material. Light of a different 
wavelength is reflected at a different layer. Thus, the red spectral components 
propagate more deeply into the stack of layers than the blue ones. Hence, they are 
delayed more in time. Thereby, spectral components advancing a dispersed optical 
pulse can be synchronised in time with the lagging components of the same pulse, 
such that overall the dispersed pulse is compressed, ideally to its Fourier-limited pulse 
duration as given by the time-bandwidth product. 

Pulse Duration Measurement 

To confirm these theoretical considerations in an actual experiment, one needs to 
measure the duration of an ultrashort laser pulse. Usually, the pulse duration is in the 
femtosecond time domain. Such a short event cannot be resolved with electronic 
equipment, which would be limited to the picosecond time domain. For example, the 
instrument response function of the TCSPC setup discussed in Chapter 2 was               
~100 ps. To measure an ultrashort laser pulse, one needs something, which is as 
short. This is usually the ultrashort laser pulse itself. 

Thus, in the most common technique a replica of the ultrashort laser pulse is created 
in a Mach-Zehnder interferometer [67]. The original pulse and its replica travel on 
different paths, before they are recombined and spatially overlapped onto the same 
path. In one arm of the interferometer the path length and thereby the time delay 
between the original pulse and its replica may be varied. In this way, the replica can 
be scanned across the original pulse and the interference signal between the two 
pulses is observed. Specifically, the highest signal will be recorded, when the maxima 
of the electric fields of the original pulse and its replica coincide. 

As information on the spectral phase is lost in the interference of the fundamental light 
beams, a nonlinear process such as second-harmonic generation in a beta-barium 
borate (BBO) crystal is employed [91]. The second-harmonic signal is recorded by a 
spectrometer. In this way, an interferometric frequency-resolved autocorrelation 
(IFRAC) trace is obtained: 

,ሺ߱ܫ  ȟݐሻ = |∫ ሻݐሺܧ] + ݐሺܧ − ȟݐሻ]ଶ݁−ఠ௧+∞
−∞  ଶ|ݐ݀ 

 

( 3.6 ) 

 

Figure 3.2: (a) An IFRAC and (b) an IAC trace of a few-cycle laser pulse, centred 
at � = ͳͲͲ nm. The pulse duration was determined as �ிௐுெ = ͳͲ. fs [JR1]. 

An example of an IFRAC trace is shown in Figure 3.2a. Integrating over the frequency 
domain gives an interferometric autocorrelation (IAC) trace, displayed in Figure 3.2b. 
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Experimentally, integration over the frequency domain is equivalent to replacing the 
spectrometer by a photodiode. 

By Fourier transformation along the time delay axis, extracting the dc component with 
a super-Gaussian filter and back transformation, an IFRAC trace can be converted to 
a FROG trace [116], which is the abbreviation for frequency resolved optical gating 
[117]: 

,ிோைீሺ߱ܫ  ȟݐሻ = |∫ ݐሺܧሻݐሺܧ − ȟݐሻ݁−ఠ௧+∞
−∞  ଶ|ݐ݀ 

 

( 3.7 ) 

An example of a FROG trace is shown in Figure 3.3a. Integrating over the frequency 
domain yields an intensity autocorrelation, displayed in Figure 3.3b. 

 

Figure 3.3: (a) A FROG and (b) an intensity autocorrelation trace of a few-cycle 
laser pulse, centred at � = ͳͲͲ nm. The pulse duration was determined as �ிௐுெ = ͳͲ. fs [JR1]. 

Experimentally, the FROG trace and the corresponding intensity autocorrelation may 
also be recorded directly without the need of post-processing the data. This is achieved 
by letting the original pulse and its replica propagate parallel at a distance to each other 
[67]. A focussing element then results in both pulses propagating towards each other 

in directions ݇  ⃗ଵ and ݇  ⃗ଶ, before they cross at one point, at which a BBO crystal is placed. 

Here, the sum-frequency is generated and emitted in the direction of ݇⃗ ଵ + ݇⃗ ଶ. This 
signal is observed, while the signal from each individual beam is filtered out by an 
optical aperture. 

The traces shown in Figure 3.2 and Figure 3.3 correspond to the laser pulse published 
in [JR1]. It was centred at 1600 nm. A nearly Fourier-limited pulse duration of 10.6 fs 
was concluded, corresponding to two cycles of the electric field and a nearly flat 
spectral phase. Here, the spectral phase was retrieved using an iterative FROG 
algorithm [117]. Note, that the direct reconstruction of the electric field is also possible 
via spectral phase interferometry in a technique called SPIDER [118]. 

Electron Autocorrelation 

While these techniques are useful to characterise an ultrashort laser pulse itself, their 
major disadvantage is that they use an optical medium for generating a nonlinear 
signal. This is necessarily different from the actual sample to be probed by the 
ultrashort laser pulse. Hence, it is much more useful to employ the nonlinear signal 
from the sample itself and characterise the ultrashort laser pulse in situ. In this thesis, 
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predominantly photoemission of electrons from a gold nanotip is investigated. As we 
shall learn in Chapter 4, this is a nonlinear process. It can be employed to characterise 
both the temporal and spatial properties of an ultrashort laser pulse. This method of 
characterisation will be presented in Chapter 10. 

3.2. Chirped Pulse Amplification System 

We have now developed the theoretical description of an ultrashort laser pulse and 
explored how its pulse duration is influenced, optimised and eventually measured. The 
next step is to look into the experimental generation of ultrashort laser pulses, tuneable 
over a wide wavelength range. In this thesis, this is achieved in a home-built two-stage 
NOPA system with a further DFG stage for passive CEP stabilisation. The limited 
conversion efficiency of this cascade of nonlinear processes requires input pulses of 
sufficient strength to achieve output pulses suitable for strong-field experiments 
[96,99,108,119]. Therefore, the NOPA system is pumped by a commercially available 
regenerative Ti:sapphire amplifier (Spectra-Physics, Spitfire Pro XP), which was 
modified as part of this thesis to optimise its performance and shall therefore be briefly 
sketched here. 

Its setup is schematically shown in Figure 3.4. Here, a diode-pumped Ti:sapphire 
oscillator (Spectra-Physics, Mai Tai) provides pulses with a duration of 100 fs and a 
pulse energy of 10 nJ at a repetition rate of 80 MHz corresponding to a cavity round-
trip time ܶ = ͳʹ.ͷ ns. The associated optical spectrum is centred around 795 nm with 
a bandwidth of 10 nm. For amplification, they pass a Ti:sapphire crystal, in which the 
population inversion is created by optically pumping with an intra-cavity doubled, 
diode-pumped Nd:YLF laser (Spectra-Physics, Empower-30) operating at 527 nm. 

 

Figure 3.4: Regenerative Ti:sapphire amplifier (Spitfire Pro XP, Spectra Physics). 
The seed laser pulses are provided by a Ti:sapphire oscillator. The pump pulses 
originate from a Nd:YLF laser. In a chirped pulse amplification scheme described 
in the main text the seed laser pulses are stretched, amplified and recompressed. 
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The oscillator pulses to be amplified are selected by Pockels cells, which down-convert 
the repetition rate of the laser system from 80 MHz to 5 kHz. A first, extra-cavity 
Pockels cell turns the polarisation of the incoming pulses by 90°, such that the pulses 
are allowed to enter the amplifier cavity defined by two focussing mirrors (FM). In the 
amplifier cavity, a second, intra-cavity Pockels cell in combination with a � Ͷ⁄  wave 
plate turns the polarisation again by 90° to vertical, such that the pulses are kept in the 
amplifier cavity. After several round trip times, the intra-cavity Pockels cell is switched 
off, such that the amplified pulses may now exit the amplifier cavity. The horizontally 
polarised output pulses are separated in height from the vertically polarised input 
pulses by a polarisation sensitive periscope (PPS). 

To avoid damage to optical components the system employs the technique of chirped 
pulse amplification [88,89]. Before passing the amplifier medium the oscillator pulses 
are first stretched by a grating assembly. The amplified output pulses are 
recompressed in another grating assembly, as explained in the context of Section 3.1. 
Here, a movable horizontal retroreflector allows for fine tuning of the optical path length 
to ensure optimal compression of the output pulses. Overall, this system provides 
horizontally polarised pulses at a repetition rate of 5 kHz with a pulse energy of 0.8 mJ, 
a centre wavelength 795 nm and a pulse duration of around 120 fs, switchable to                
30 fs. For pumping the NOPA system as shown in Section 3.3 their linear, horizontal 
polarisation is turned to vertical by a periscope, sketched in Figure 3.5. This is followed 
by a telescope, which reduces the beam diameter. 

3.3. Non-collinear Optical Parametric Amplifier (NOPA) 

 

Figure 3.5: Setup of the NOPA system for the generation of passively CEP 
stabilised two-cycle NIR laser pulses, as described in the main text. CM: Chirped 
Mirror. FM: Focussing Mirror. BS: Beam splitter. 

As Ti:sapphire lasers are restricted in the wavelength range around 800 nm [85], this 
section will focus on the requirement of wavelength tuneability as outlined in the 
introduction to this chapter. In our laser system, this is achieved by further manipulating 
the output pulses from the regenerative Ti:sapphire amplifier introduced in Section 3.2 
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by the process of optical parametric generation [90,91] / amplification [96-99] and 
subsequent difference frequency generation [108,113]. The experimental setup is 
schematically sketched in Figure 3.5, whereas a more compact, but technically 
identical illustration may be found in [JR1]. The NOPA technique requires seed pulses, 
which are obtained by white light generation [92,93] for broadband wavelength 
tuneability, and pump pulses, obtained by frequency-doubling [91,120,121], to cover 
the visible spectral range in the amplification process. 

This process is similar to optical parametric generation [90,91], in which an input beam 
of high-frequency ߱, usually referred to as pump, in converted into two output beams 

of lower frequencies ߱௦ and ߱, usually referred to as signal and idler. Usually, the 
output beam is weak, so in an experimental setup, the related technique of optical 
parametric amplification [96-99] is employed. Here, there are two input beams, the 
pump and the signal. The signal beam acts as a seed and is amplified at the expense 
of the pump beam. 

White Light Generation (Seed) 

In order to achieve broadband amplification, the signal beam to be amplified needs to 
cover a broad spectral range in the first place. This is achieved in the process of white 
light generation [92,93]. In this method, an ultrashort laser pulse is focussed into an 
optically transparent nonlinear medium such as sapphire or an optical fibre [94,95]. 
According to the optical Kerr effect [67] the refractive index of the optical medium 
depends on the laser intensity ܫሺݐሻ 
 ݊ሺݐሻ = ݊ + ݊ଶܫሺݐሻ 

 
( 3.8 ) 

Here, ݊ is the linear and ݊ଶ is the nonlinear refractive index. Consequently, self-
focussing of the laser pulse sets in. This enforces other nonlinear processes such as 
optical shock wave formation and self-phase modulation [122-124]. As the refractive 
index now varies in the time-dependent electric field of the laser pulse, the phase of 
the laser pulse also becomes time-dependent: 

 ߮ሺݐሻ = ߱ݐ + ݖ݇ = ߱ݐ + �ܮ�ʹ ݊ሺݐሻ 
 

( 3.9 ) 

Here, ߱ is the centre angular frequency, � is the associated wavelength, ݇ is the 
wave vector, ݖ is the propagation distance and ܮ is the length of the nonlinear medium. 
As the instantaneous frequency is related to a change in phase by ߱ሺݐሻ = ߲߮ ⁄ݐ߲ , this 
leads to the generation of new frequencies, with the lower frequencies generated at 
the front and the higher frequencies trailing the laser pulse. The polarisation of the 
incident laser pulses is preserved in this process. 

In our setup, white light is generated by focussing a small fraction of the pulses from 
the regenerative Ti:sapphire amplifier, that is with a pulse energy of 600 nJ, into a               
2-mm thick sapphire plate. This results in a white light spectrum, plotted in Figure 3.6, 
which extends from the blue to the infrared spectral range, where it is limited in this 
measurement due to the silicon (Si) detector of the spectrometer. The fundamental at            
795 nm dominates the visible part of the white light spectrum by five orders of 
magnitude. Specifically, the spectral components of the white light are 
inhomogeneously distributed and peak around 500 nm. 
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Figure 3.6: White light spectrum, 
corrected for the response of the       
Si detector of the spectrometer. The 
fundamental at 795 nm dominates 
the spectrum by several orders of 
magnitude. New spectral 
components appear in the visible and 
in the infrared. The detected 
wavelength range is limited by the 
spectral response of the Si detector. 

 

Second Harmonic Generation (Pump) 

Energy conversion implies that the seed pulses are amplified at the expense of a pump 
beam. Specifically, the photon energy and thereby the frequency of the signal beam 
cannot be higher than that of the pump beam. Consequently, to achieve optical 
parametric amplification in the visible spectral range, for example, from 500 nm to          
750 nm, a pump with a shorter wavelength is required. This is supplied by frequency-
doubling the pulses from the regenerative Ti:sapphire amplifier. This process of second 
harmonic generation is the non-linear response of an optical medium, which may be 
induced by a sufficiently strong electric field [91,120,121]: 

 � = ߳(߯ሺଵሻ� + ߯ሺଶሻ�ଶ + … ൯ 
 

( 3.10 ) 

This results in an additional electric field, which oscillates with twice the frequency of 
the fundamental electric field. In our setup, type I phase matching in a BBO crystal 
results in horizontally polarised pump pulses centred around ~400 nm derived from the 
vertically polarised pulses from the regenerative Ti:sapphire amplifier centred around 
~800 nm. Second-harmonic generation is a special case of the more general                  
sum-frequency generation (SFG) [91]. 

Optical Parametric Amplification 

The next step is now to amplify the white light seed at the expense of the pump pulses 
by the technique of optical parametric amplification [96-99]. This process obeys energy 
and momentum conservation [96]: 

 ℏ߱ = ℏ߱௦ + ℏ߱ 
 

( 3.11 ) 

 

 ℏ݇ = ℏ݇௦ + ℏ݇ 
 

( 3.12 ) 

The requirement of momentum conversion, Equation 3.12, is also known as the phase 
matching condition [91]. From a microscopic point of view, the individual atomic dipoles 
of the optical medium, through which the light propagates, then oscillate in phase, such 
that their individual contributions to the output wave from different locations add 
constructively in the direction of propagation resulting in a high conversion efficiency 
[91]. Moreover, group velocity mismatch [67] would prevent the interaction between 
light beams of different frequencies due to chromatic dispersion and thereby limits the 
interaction length in the optical medium. 
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The light beams therefore need to experience the same refractive index. This 
requirement is achieved by using a birefringent material such as beta-barium borate 
(BBO), in which the refractive index depends on the polarisation and the direction of 
the incident light [100,101]. BBO is a negative uniaxial crystal, with two ordinary axes 
and one extraordinary axis. Light propagating with its polarisation perpendicular to the 
optic axis will experience the ordinary refractive index ݊, while light propagating with 
its polarisation parallel to the optic axis will experience the extraordinary refractive 
index ݊. The attribute negative in case of BBO means that ݊ < ݊. For type I phase 
matching the signal and the idler will have the same polarisation, whereas for type II 
phase matching they are orthogonally polarised [125]. For a particular type of phase 
matching the orientation of the crystal is then chosen, such that the phase matching 
condition is fulfilled. This technique is called angle tuning [91] or critical phase 
matching, as it depends critically on the phase matching angle. 

Non-collinear Geometry 

Figure 3.7: Definition of the angle ߙ between the 
pump and the signal as well as the angle ȳ 
between the signal and the idler wave vectors in 
the process of non-collinear optical parametric 
amplification. 

In an optical parametric amplification process with a given pump wavelength the phase 
matching angle depends strongly on the signal wavelength [96]. Consequently, if the 
pump and signal beams propagate collinearly, optical parametric amplification only 
occurs over a narrow bandwidth, which would prevent the generation of ultrashort 
pulses from this process. However, if the angle between the signal and the pump 
beams is varied, the phase matching condition can be fulfilled over a much larger 
bandwidth [96,97,108]. The phase matching condition is a two-dimensional vector 
equation, schematically illustrated in Figure 3.7: 

 ݇⃗  − ݇⃗ ௦ − ݇⃗  = Ͳ 
 

( 3.13 ) 

Here, ݇⃗  is the wave vector of the pump (), signal (ݏ) and idler (݅), respectively. The 

projection parallel and perpendicular to ݇⃗ ௦ gives [96]: 

 ȟ݇∥ = ݇ cos ߙ − ݇௦ − ݇ cosȳ = Ͳ 
 

( 3.14 ) 

and 

 ȟ݇⊥ = ݇ sin ߙ − ݇ sin ȳ = Ͳ 
 

( 3.15 ) 

Here, ȳ is the angle between the signal and the idler and ߙ is the angle between the 
signal and the pump wave vectors. These conditions are fulfilled, if [96]: 

௦ݒ  = ݒ cosȳ 
 

( 3.16 ) 

That is, the group velocity of the idler ݒ along the signal direction must match the 

group velocity of the signal ݒ௦. It also implies ݒ >  ௦, which is satisfied in type Iݒ

phase matching in negative uniaxial crystals such as BBO. Whereas the angle ȳ is 
required for broadband phase matching, it is the angle ߙ, which is adjusted in an 
experimental setup. It may be calculated according to [96]: 
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ߙ  = sin−ଵ ቌ√ ͳ − ௦ݒ) ⁄ݒ ൯ଶͳ + ௦ݒ)ʹ ⁄ݒ ൯ሺ݊௦� ݊�௦⁄ ሻ + ሺ݊௦� ݊�௦⁄ ሻଶቍ 

 

( 3.17 ) 

Here, � is the idler wavelength, �௦ is the signal wavelength and ݊ and ݊௦ are the 
corresponding (ordinary) refractive indices. 

In this non-collinear geometry, the phase matching angle ߠ depends on the signal 
wavelength �௦ and the internal non-collinear angle ߙ between the pump and the signal 
beams as [126]: 

ߠ  = cos−ଵ ൮√[(݊ �⁄ ൯ଶ� − ͳ] [(݊ �⁄ ൯ଶ(݊ �⁄ ൯ଶ − ͳ]⁄ ) 

 

( 3.18 ) 

with 

 � = ሺ݊௦ �௦⁄ ሻଶ + ሺ݊ �⁄ ሻଶ + ʹሺ݊௦ �௦⁄ ሻሺ݊ �⁄ ሻ cosሺߙ +  ሻߚ
 

( 3.19 ) 

where 

is the angle between the idler beam and the pump beam at wavelength � and ݊ and ݊  denote the corresponding ordinary () and extraordinary (݁) refractive indices. The 

values for the refractive indices may be found in [100,101] and have been used here 
to calculate the phase matching angle given by Equation 3.18 as a function of signal 
wavelength, which is shown in Figure 3.8. For example, using a pump beam at           � = ͶͲͲ nm a non-collinear angle ߙ = ͵.° (corresponding to an angle of 6.2° outside 

the BBO) gives broadband phase matching over a signal wavelength range from about 
500 nm to 750 nm for a phase matching angle ߠ = ͵ͳ.͵° [96]. The non-collinear 
geometry results in an idler beam, which is angularly dispersed. In an experimental 
setup, femtosecond laser pulses sustained by broadband spectra tuneable over the 
visible range have been achieved [96,98,99,127], which by mixing with the output from 
a second NOPA stage translate into broadband spectra sustaining femtosecond NIR 
laser pulses by DFG [108,111,113]. 

Figure 3.8: Phase matching angle as a 
function of signal wavelength for various 
non-collinear angles ߙ given by 
Equation 3.18. Broadband phase 
matching in the visible spectral region is 
achieved for ߙ = ͵.°. 
 

 

 

In our setup [JR1], broadband amplification of the seed pulses in the VIS spectral range 
according to the scheme above and narrowband amplification in the IR is performed in 

ߚ  = sin−ଵ ቆ݊௦ �௦⁄݊ �⁄ sin  ቇߙ

 

( 3.20 ) 
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two NOPA stages. For this, the vertically polarised seed pulses in each stage are 
focussed into a BBO crystal at a non-collinear angle as explained above to the 
horizontally polarised pump pulses, with which they are spatially and temporally 
overlapped. Specifically, the beam diameters of the seed and pump pulses inside the 
BBO crystal are 320 µm and 650 µm, respectively. Whereas the seed pulses have a 
pulse energy of few nJ each, the pump pulses are provided with a pulse energy of          
110 µJ in the VIS stage and 130 µJ in the IR stage. 

In the VIS stage a coloured glass filter (2 mm of BG39, Schott) suppresses the driving 
pulses from the regenerative Ti:sapphire amplifier otherwise dominating the seed as 
shown in Figure 3.6 and allows for amplification over a wide tuning range from 475 nm 
to 675 nm [JR1], as displayed in Figure 3.9a. Typically, the NOPA system is operated 
with the spectrum from the VIS stage centred around 600 nm with a ~100-nm 
bandwidth (FWHM), which sustains a pulse duration down to 7 fs and was as part of 
this thesis further measured in situ as 9 fs by an electron autocorrelation shown in 
Chapter 10. The corresponding pulse energy is 4 µJ. In the IR stage a bandpass filter 
(FB890-10, Thorlabs) limits the spectrum to a centre wavelength of 890 nm. Here, the 
pulse energy is 2 µJ. 

 

Figure 3.9: (a) Spectra obtained from the VIS stage of the NOPA system are 
widely tuneable between � = Ͷͷ nm and � = ͷ nm by changing the time delay 
between seed and pump pulses. The spectrum of the IR stage is centred at              � = ͺͻͲ nm. Modified from [JR1]. (b) Spectra obtained from the DFG stage are 
widely tuneable between � = ͳʹͲͲ nm and � = ʹͳͲͲ nm. The detected 
wavelength range is limited by the spectral response of the InGaAs detector. 

The output signals of the two NOPA stages are then spatially and temporally 
overlapped in a BBO crystal to facilitate DFG. Here, the broad spectral bandwidth and 
the wide tuneability of the spectra from the VIS stage directly translates into broad NIR 
spectra tuneable between 1200 nm and 2100 nm [JR1], as displayed in Figure 3.9b. 
Typically, the NOPA system is operated with the spectrum from the DFG stage centred 
around 1600 nm with a ~500-nm bandwidth (FWHM), which sustains nearly Fourier-
limited 10.6-fs laser pulses shown in Section 3.1. The pulse energy of the 
corresponding output pulses is 110 nJ. Their generation involves the propagation 
through dispersive optical components, which requires dispersion management, as 
explained in Section 3.1. In our NOPA system, this is realised after the VIS stage with 
3 bounces between a pair of chirped mirrors (DCM9, Venteon) followed by fused silica 
wedges for dispersion fine tuning. In a comparable NOPA system [113] operated at a 
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higher repetition rate of 100 kHz, a prism compressor in the VIS stage ensures 
dispersion management. Similar to our NOPA system, ~10-fs pulses centred around 
~1800 nm are achieved by DFG with a pulse energy of ~100 nJ. 

3.4. Passive Carrier Envelope Phase (CEP) Stabilisation 

An important consequence arising from mixing the output from two NOPA stages in 
order to generate their difference frequency is the passive stabilisation of the carrier-
envelope phase (CEP) of the resulting ultrashort laser pulses [108]. To understand this 
concept, let us first illustrate the CEP with the help of a simple description of an 
ultrashort laser pulse by a sinusoidal wave, multiplied by a temporal envelope function �ሺݐሻ. Assuming linear polarisation, the electric field strength as a function of time is 
given by: 

ሻݐሺܧ  = �ሺݐሻ cosሺ߱ݐ + ߮ாሻ 
 

( 3.21 ) 

Here, ߮ா is the CEP, ߱ = ʹ�ܿ �⁄  is the centre carrier angular frequency, ܿ is the 
speed of light and � is the centre wavelength. Assuming a Gaussian envelope gives: 

ሻݐሺܧ  = ܧ cosሺ߱ݐ + ߮ாሻ݁−ଶlnଶሺ௧ �����⁄ ሻమ 
 

( 3.22 ) 

Here, ܧ is the peak electric field strength and �ிௐுெ is the pulse duration, defined as 
the intensity FWHM. To illustrate the CEP, an example of an ultrashort laser pulse with �ிௐுெ = ͳͲ fs and � = ͳͲͲ nm is plotted in Figure 3.10 for two different settings of 
the CEP, ߮ா = Ͳ and ߮ா = �. 

Figure 3.10: The envelope (black 
curve) and the carrier electric field of a 
few-cycle laser pulse, centred at       � = ͳͲͲ nm and with a pulse duration �ிௐுெ = ͳͲ fs, is shown for a CEP ߮ா = Ͳ (red) and ߮ா = � (blue). 

 

 

 

In general, the CEP of a laser system is not stabilised. An instability of the CEP arises, 
because the envelope of an ultrashort laser pulse travels at the group velocity [67,115]: 

ݒ  = ߲߲߱݇ = ܿ݊ሺ߱ሻ − ܿ݇݊ሺ߱ሻଶ ݀݊݀݇ 
 

( 3.23 ) 

Here, ݇ is the angular wavenumber and ݊ is the refractive index. However, each 
spectral component of the wave packet defining an ultrashort laser pulse travels at its 
phase velocity [67,115]: 

ݒ  = ߱݇ = ܿ݊ሺ߱ሻ 
 

( 3.24 ) 

These relationships imply, that the group velocity is only equal to the phase velocity, if ݀݊ ݀݇⁄ = Ͳ, i.e. for a constant refractive index corresponding to a non-dispersive 
medium. Thus, letting an ultrashort laser pulse propagate through a dispersive 
medium, such as glass or even air, will influence the offset between the carriers 
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travelling at the phase velocity and the envelope travelling at the group velocity, i.e. 
the CEP illustrated in Figure 3.10. 

However, to study CEP dependent processes such as switching a current in a dielectric 
[24], steering the motion of electrons in the vicinity of a metallic nanotip [38], above-
threshold ionisation [81] or high harmonic generation [128], a scheme of CEP 
stabilisation is required. This may be done actively [104-107], which requires a built-in 
feedback loop powered by electronics, or passively in an all-optical scheme [108-114], 
which was chosen here. 

 

Figure 3.11: Passive CEP stabilisation scheme. The CEP fluctuations of an 
unstabilised source are inherited by the processes of white light generation 
(WLG) and optical parametric amplification (OPA). They cancel out in the process 
of difference frequency generation (DFG). 

The scheme of passive CEP stabilisation, sketched in Figure 3.11, is the following 
[108]. Let us assume an initial source with a fluctuating CEP ߮ி. The white light 
generation process inherits the CEP of the driving pulses apart from a constant phase 
shift and an additional phase shift due to propagation. For the seed, this gives a CEP ߮௦ = ߮ி − � ʹ⁄ + ܿௐ, which it carries on after amplification apart from a further phase 
shift due to propagation, i.e. ߮ଵ = ߮௦ + ܿଵ. The CEP of the idler is coupled to the phase 
of the pump via ߮ = ߮ − ߮௦ − � ʹ⁄ + ܿଵ. Combining both NOPA stages the shot-to-

shot fluctuations from the driving laser pulses cancel out in theory. In particular, the 
CEP is given by ߮ி = ܿଵ − ܿଶ − � ʹ⁄ + ܿி. Experimentally, it will depend on phase 
shifts, which result, for example, from propagation of the two laser pulses in the 
separate NOPA stages. This is influenced by the refractive index of the medium, 
through which the laser pulses propagate. For example, this medium may be air. Its 
refractive index depends on fluctuations in temperature and pressure, which contribute 
to the instability of the CEP. 

Measurement of the CEP Stability 

Having devised a scheme to passively stabilise the CEP, the next step is now to 
confirm its performance experimentally. A tool for measuring the CEP stability is a 
common-path f-to-2f interferometer [129], schematically sketched in Figure 3.12 in its 
realisation as part of this thesis. Here, the NIR output pulses from the DFG stage of 
our NOPA system are focussed by an off-axis parabolic mirror into a combination of 
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an 8-mm thick yttrium aluminium garnet (YAG) crystal followed by a 100-µm thin BBO 
crystal, which are mounted as close as possible to each other. In the YAG crystal the 
NIR laser pulses are first spectrally broadened in the process of white light generation 
[92,123] preserving their horizontal polarisation. Next, their second harmonic is 
generated in the BBO crystal, which will be polarised vertically [91]. A polariser is then 
used to balance both pulses in intensity. The interference pattern of the spatially 
overlapped pulses is finally recorded by a spectrometer equipped with a nitrogen-
cooled charge-coupled device (CCD) camera. 

 

Figure 3.12: Common-path f-to-2f interferometer. The output pulses from the 
NOPA system are focussed into a YAG crystal for white light generation and a 
BBO crystal for second harmonic generation. A polariser balances both pulses in 
intensity, before their interferogram is recorded with a spectrometer. 

On the detector, an interference pattern is observed, which is given by [108]: 

ሺ߱ሻܫ  = ௐሺ߱ሻܫ + ௌுሺ߱ሻܫ + ௐሺ߱ሻܫ√ʹ + ௌுሺ߱ሻܫ ∗ �ሺ߱ȟݏܿ + ߮ாሻ 
 

( 3.25 ) 

Here, ܫௐ is the intensity of the white light generated in the YAG crystal, ܫௌு is the 
intensity of the second harmonic generated in the BBO, ȟ� is the time delay between 
them and ߮ா is the CEP, which does not drop out because the spectrally broadened 
fundamental NIR pulses and their second harmonic are overlapped. 

Figure 3.13: Interference fringes resulting 
from the interference of the spectrally 
broadened fundamental NIR pulses and 
their second harmonic, here recorded for 
an integration time of 100 ms. The 
position of the peaks is analysed to 
deduce the CEP instability, as described 
in the main text. 

 

 
A typical interferogram, recorded at an integration time of 100 ms, is shown in Figure 
3.13. It can be seen from Equation 3.25, that the sinusoidal pattern and thereby the 
interference maxima will move, if the CEP changes [108]. In particular, for a CEP shift 
of ȟ߮ா = ʹ� the interference maxima would move by one period, whereas for a stable 
CEP, i.e. ȟ߮ா = Ͳ, they would not move. To extract information on the CEP instability 
the positions of the interference maxima are recorded for each consecutive 
measurement. Their standard deviation divided by the period of the interference fringes 
and multiplied with ʹ� then gives a measure of the CEP instability. Alternatively, the 
CEP instability can be extracted by taking a Fourier transform [108]. 
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Figure 3.14: (a) Interference fringes recorded by spectral f-to-2f interferometry 
over a time interval of 18 minutes and averaging over 100 pulses. From this 
measurement a CEP instability of ~50 mrad was extracted. (b) Control of the CEP 
over a range of ͳͲ� is achieved by inserting dispersive material. Modified from 
[JR1]. 

The interference fringes corresponding to a measurement over a long-term interval of 
18 minutes and averaging over 100 pulses are displayed in Figure 3.14a. From this 
measurement a residual CEP instability of ~50 mrad was extracted. Furthermore, 
controllable adjustment of the CEP over a range of ͳͲ� was demonstrated as displayed 
in Figure 3.14b by inserting dispersive material in the form of fused silica wedges. This 
measurement constitutes an improvement of a previously obtained CEP instability of 
66 mrad averaging over 1000 pulses [38] from this laser system and compares 
favourably to a passive CEP instability of 79 mrad averaging over 100 pulses obtained 
from a similar system over a short-term interval of 0.5 s [113]. 

 

Figure 3.15: Temperature management. (a) After switching on the laser system 
the pulse energy of the fundamental (red) has reached its maximum after about 
15 minutes, whereas the pulse energy of the second harmonic (blue) follows the 
temperature (black circles) in the laboratory. (b) Removing the chillers from the 
laboratory resulted in a decrease of the temperature fluctuations from 1.5 °C (red) 
to only 0.5 °C (blue). 

The excellent performance shown here is primarily attributed to an improvement of the 
temperature management in the laboratory as implemented as part of this thesis. For 
this, a designated housing was built around the NOPA system to decouple it from the 
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surroundings. Furthermore, correlations between the CEP instability and the second 
harmonic generation process in the NOPA system were found, which were traced back 
to an instability of the duration of the driving pulses originating from the regenerative 
Ti:sapphire amplifier Spectra-Physics Spitfire Pro XP described in Section 3.2. Hence, 
heat shields were introduced into the regenerative Ti:sapphire amplifier to enclose the 
stretcher and compressor units, sketched in Figure 3.4. This corresponds to an 
upgrade to the Spectra-Physics Spitfire Ace configuration and reduced the instability 
in the duration of the driving pulses from 2.6 fs RMS to 1.3 fs and thereby the 
correlation with the CEP instability [JR1]. Additionally, as can be seen in Figure 3.15a, 
the second harmonic generation efficiency follows the increase in room temperature 
by switching on the laser system. Therefore, the chillers were moved into a separate 
room outside the laboratory. As can be seen from Figure 3.15b this measure reduced 
the temperature fluctuations in the laboratory. Specifically, switching on the laser 
system now results in an increase in temperature of only 0.5 °C, as compared to a 
previous variation of 1.5 °C. This improved temperature performance is achieved even 
in the summer months, when the climate conditioning unit has to cope with higher 
temperatures outside. 

Importantly, a further advancement in the characterisation of the passive CEP 
stabilisation scheme was made in this thesis by a shot-to-shot measurement. So far, 
measurements of the CEP stability from this [38] and a comparable [113] system have 
only been performed by averaging over pulses. However, if one would like to put a 
reported CEP stability into context with other measurements, the effect of averaging 
over pulses needs to be taken into account. It arises from the law of large numbers, 
which implies that the average of a large number of trials will tend to the expectation 
value. Here, the CEP is as likely to vary in one direction as in the other, so that this 
expectation value would be zero. Hence, by averaging over pulses the reported CEP 
stability will seemingly improve. Experimentally, this was shown in a stereo above-
threshold ionisation measurement capable of deducing the CEP shot-to-shot [130]. 
This is an important observation, because in an experiment any CEP-dependent 
response of a sample will necessarily occur for each single laser pulse. Therefore, a 
shot-to-shot measurement of the CEP stability, as achieved as part of this thesis, 
constitutes a significant experimental progress in the characterisation of the passive 
CEP stabilisation scheme. 

A shot-to-shot measurement will necessarily be limited by the acquisition speed of the 
detector. In our setup, the interference fringes are captured with a nitrogen-cooled 
charge-coupled device (CCD) camera (Princeton Instruments Pro EM512B-EX), which 
due to its electron-multiplying technology is particularly suitable for low-light 
applications. To acquire the CEP stability shot-to-shot, the time required for its read 
out process must be shorter than the time interval between two pulses. Experimentally, 
such a shot-to-shot measurement as shown in Figure 3.16 was achieved by reducing 
the read out time to 0.9771 ms and setting its shutter time to 10 µs. Operating the 
NOPA system at a repetition rate of ݂ = ͳ kHz corresponding to a time delay 

between consecutive pulses of ܶ = ͳ ݂⁄ = ͳ ms, optimising the processes of white 

light generation and second-harmonic generation in the f-to-2f interferometer as well 
as their spatial overlap for a measurable signal then allowed single-shot acquisition of 
the interference fringes. In particular, the detector recorded 15000 photons per pulse, 
such that shot-noise induced phase jitter only amounted up to ~10 mrad [131]. 
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Figure 3.16: (a) Interference fringes recorded shot-to-shot by spectral f-to-2f 
interferometry over a time interval of 20 minutes. From this measurement a CEP 
instability of ~800 mrad was extracted (b) A zoom into a time interval of 1 s 
reveals the fluctuations between adjacent single spectra. Modified from [JR1]. 

The interference fringes corresponding to a shot-to-shot measurement over a long-
term interval of 20 minutes are shown column by column in Figure 3.16a. In particular, 
a residual shot-to-shot CEP instability of ~800 mrad was extracted, which agrees with 
an indirect approach via the visibility of the interference pattern [JR1]. Looking into a 
shorter time interval of 1 s as displayed in Figure 3.16b the residual fluctuations of the 
CEP between adjacent spectra are revealed. Such fluctuations would average out by 
capturing a larger number of pulses with the CCD camera, as shown in Figure 3.17 
below. Overall, the measured shot-to-shot CEP instability compares favourably to 
previously reported results of ~2.5 rad from a system operating at 100 Hz [129] and   
~1 rad from a system operating at 1 kHz [132]. 

Figure 3.17: The residual CEP 
instability is plotted as a function of 
spectrometer exposure time. The two 
outermost right data points mark 
measurements of the shot-to-shot CEP 
instability. The grey line serves as a 
guide to the eye. Modified from [JR1]. 

 

 

To further demonstrate the effect of averaging on the measured CEP instability, the 
interference fringes were recorded for different exposure times of the spectrometer in 
the range from <1 ms to 11 ms. From these measurements the CEP instability was 
extracted as before, which is plotted in Figure 3.17 as the outermost right data point 
for each exposure time. In addition, the data was post-processed to simulate the 
averaging over pulses, which gives the other data points for each exposure time. For 
example, averaging over 100 spectra obtained in a shot-to-shot measurement, which 
had led to a shot-to-shot CEP instability of ~800 mrad, gives a result similar to the 
measured CEP instability of ~50 mrad with the spectrometer exposure time set to      
100 ms corresponding to averaging over 100 pulses. Overall, the value for the reported 
CEP instability reduces with the square root of the number of averaged pulses, which 
is in agreement with the expectation from the law of large numbers. 
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4. Metallic Nanotips 
A particularly intriguing application of the femtosecond laser pulses discussed in 
Chapter 3 arises from their combination with a metallic nanotip, rendering it a nano-
localised source of electrons for ultrafast electron microscopy [28-30]. 

An electron microscope is a powerful tool to obtain structural information with a 
resolution below an optical microscope owing to the shorter de Broglie wavelength of 
an electron as compared to the wavelength of a photon in the visible spectral range. It 
was developed in the 1930s [133] and nowadays achieves an atomic resolution below 
50 pm [134,135]. Common modes of operation are thermionic emission, that is by 
heating a thin metallic filament, or field emission, i.e. by applying a DC bias voltage to 
a sharp metallic nanotip. In both cases a continuous beam of electrons is emitted, 
which is collimated and focussed onto a sample by the use of electrostatic lenses. 
However, both techniques lack the dimension of time, such that functional information 
on the sample remains unresolved.  

To realise ultrafast electron microscopy or diffraction a pulsed electron source is 
required [136,137]. Triggering the release of an electron wave packet from a 
photocathode with femtosecond optical pulses has allowed for ultrafast electron 
diffraction with a sub-picosecond time resolution [136,138-140]. This technique has 
been further miniaturised and improved to a time resolution of ~300 fs [31]. Here, an 
ultra-bright electron source provided sufficient structural sensitivity to observe the non-
reversible process of non-thermal melting of aluminium, while the ultrafast electron 
pulses allowed taking snapshots before the onset of blurring due to diffusive motion. 
Recently, the phase transition of the molecular crystal Me4P[Pt(dmit)2]2 from an 
electrical insulator to a metal under illumination with light could be attributed to a 
rearrangement of individual atoms on a femtosecond time scale [32]. So far, electron 
pulses with a duration of ~100 fs have been experimentally demonstrated [141]. 

However, electron pulses generated by these techniques suffer from two major 
drawbacks. First, electrons are emitted from a broad area given by the µm-sized focal 
spot of the illuminating light source [136]. Second, Coulomb repulsion leads to 
broadening of electron bunches [142]. This may be overcome by going to the single 
electron pulse regime [143-145] or sophisticated electron pulse compression schemes 
possibly promising attosecond electron pulses [146-148]. 

To improve the temporal resolution and the spatial coherence of the electron wave 
packet, an alternative compact ultrafast electron source is provided by a sharp metallic 
nanotip. This is a thin wire conically converging down to an apex radius of curvature of 
few nanometres. The high density of electric field at its apex gives rise to a strong 
enhancement of an incident electric field [26,27], such that electron emission is 
localised to the nanometre-sized apex region. In particular, illuminating the apex of a 
sharp metallic nanotip with ultrashort laser pulses from a femtosecond laser system as 
presented in Chapter 3 enables the release of an electron wave packet in an ultrashort 
interval of time from its nanometre-sized apex region [28-30]. For example, by 
combining laser-triggered electron emission from a metallic nanotip with a point 
projection electron microscopy setup [33-35], a time resolution of ~100 fs has been 
shown [34]. In fact, as also suggested in this thesis [JR5], the duration of an electron 
pulse may even be confined to an attosecond time window [29,40,149]. 
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To understand laser-triggered emission of electrons from a metallic nanotip, the 
process of photoemission needs to be elucidated in more depth. Specifically, it is sub-
divided into different regimes. Its first observation was the well-known photoelectric 
effect [18], which was generalised from a single- to a multiphoton picture [150,151] 
after the advent of the laser [152,153]. In particular, exposing atomic systems to an 
increasingly stronger laser intensity, the description of the photoemission of electrons 
in the perturbative multiphoton picture broke down and a much richer electron 
dynamics was revealed. In reaching the non-perturbative strong-field regime control 
over the electron motion gave access to concepts such as above-threshold ionisation 
(ATI) [5-7,81,154] and high harmonic generation (HHG) [8,9,155,156] providing the 
foundation of modern attosecond science [1,2]. Specifically, this led to the generation 
of attosecond optical pulses [12,13], which are accompanied by attosecond electron 
pulses [10]. An increasing number of experiments exists to transfer the concept of HHG 
to solids [19,20,22,23], whereas ATI on solid surfaces has been limited to low photon 
orders [157-163], possibly due to low damage thresholds. This limitation is naturally 
overcome by the use of sharp metallic nanotips owing to their property of field 
enhancement [26,27]. Consequently, first evidence of strong-field phenomena at solid 
state nanostructures was obtained [36-40], starting to bridge a gap between the 
concepts of atomic and solid state physics. Moreover, in contrast to bulk materials 
metallic nanotips further provide directivity, as electron emission does not occur from 
an area defined by the focal spot of the illuminating laser pulse, but is confined to a 
single, well-defined point in space, i.e. the nanometre-sized apex. Metallic nanotips 
have therefore emerged not only as candidates for ultrafast electron microscopy [28-
30,34,149,164,165], but also as model systems to study strong-field phenomena at the 
nanoscale [36-40,166-168]. 

This chapter will introduce the properties of metallic nanotips and relevant 
experimental observations. In the first sections the fabrication and properties of 
metallic nanotips will provide a background for the different regimes of electron 
emission discussed in the following sections. This chapter will conclude with key 
experimental observations, part of which require concepts from atomic physics, to be 
further discussed in Chapter 5. 

4.1. Fabrication and Properties 

In the experiments presented in this thesis the photoemission of electrons from gold 
nanotips is investigated. To meet their advanced specifications such as sharpness and 
a clean and smooth surface they are fabricated in a dedicated home-built 
electrochemical etching setup, which is outlined in the following. 

Electrochemical Etching 

The starting point of this process is a 125-µm thin gold wire. It is commercially available 
(Advent Research Materials) in a polycrystalline form, which would result in an 
inhomogeneous surface structure. Therefore, the gold wire is annealed to render it 
monocrystalline. For this procedure, the gold wire is cut into small pieces of 
approximately ~10-cm length, which are put into a ceramic boat. The ceramic boat is 
placed into an oven, where it is surrounded by a glass tube filled with a constant flow 
of argon. The gold wires are then heated over eight hours to a temperature of 800°C, 
kept at this temperature for eight hours and cooled down to room temperature for eight 
hours. 
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Figure 4.1: Etching setup (not to scale). Voltage 
pulses are applied between a platinum ring and 
a gold wire, immersed in hydrochloric acid    
(HCl (aq)). A meniscus travels down the wire, 
resulting in its progressive sharpening. 

The gold wire is then electrochemically etched in 37% concentrated grade hydrochloric 
acid. This is the solution of hydrogen chloride in water, in which positively charged 
hydronium ions and negatively charged chloride ions form: ܪ�݈ + ଶܱܪ ⟶ +ଷܱܪ + �݈− 

As shown in Figure 4.1, the gold wire serves as one electrode and a platinum ring is 
the second electrode. The platinum ring resides just below the surface of the 
hydrochloric acid. The gold wire is then centred in the middle of the platinum ring and 
immersed perpendicularly to the surface plane into the hydrochloric acid by a length of 
~500 µm. Rectangular voltages pulses with a frequency of ͵ kHz, a peak-to-peak 
voltage ܸ = .ͷ V, a DC offset of −ʹͷͲ mV and a duty cycle of 10% are then applied 

to the electrodes. This results in the following chemical reactions between the gold wire 
and the hydrochloric acid: �ݑ + Ͷ�݈− ⟶ −ସ݈�ݑ� + ݑ� −݁͵ + ʹ�݈− ⟶ −ଶ݈�ݑ� + ͳ݁− 

In effect, gold from the wire is transformed into the chloroaurate anions �ݑ�݈ଶ− and �ݑ�݈ସ−. To keep up the etching reaction, the consumed �݈− ions need to be resupplied 
to the etching region. This is achieved by setting the duty cycle to 10% and may be 
additionally supported by stirring. By immersion of the gold wire into the hydrochloric 
acid a meniscus forms due to the surface tension. In each etching cycle this meniscus 
moves further down the wire and gets narrower, until the lower part of the wire drops 
offs. This process is monitored on a camera. The upper part of the wire should now be 
well above the surface of the hydrochloric acid. Furthermore, the drop-off should be 
abrupt, and the etching process should not have taken longer than ~20 s in total. These 
conditions increase the chance of having a tip with a small radius of curvature. 

Characterisation in a Scanning Electron Microscope 

Figure 4.2: Scanning electron microscopy image 
of a gold nanotip. The annealing and etching 
process results in a smooth and conical surface. 
The magnification of the apex region reveals a 
radius of curvature ܴ = ͳͲ nm and a (full) opening 
angle ߠ = ʹͲ°. 
 

 

To select sharp and clean tips to be used in an experiment they are inspected under a 
scanning electron microscope (SEM). In this device, a primary beam of electrons ejects 
secondary electrons from the sample, which are sensitive to its topography. Depending 
on the angle of incidence, a different number of secondary electrons may be emitted, 
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such that steep surfaces appear brighter. Furthermore, insulating material such as 
oxides will be positively charged resulting in less emitted secondary electrons and will 
therefore appear darker. To prevent damage to the nanotips the brightness of the 
electron beam is set to a low value of 11 pA and a moderate acceleration voltage of 
10 kV. Furthermore, the nanotips are illuminated as short as possible, typically with an 
integration time of 100 ns, especially in high magnification operation, in which there is 
a high density of electrons in the imaged region of the nanotip. Figure 4.2 shows a 
SEM image of a tip typically used in an experiment. It has a radius of curvature             ܴ = ͳͲ nm, a (full) opening angle ߠ = ʹͲ° and is characterised by a clean and smooth 
conical surface. 

Field Enhancement 

Figure 4.3: Field enhancement. Illuminating a 
metallic nanotip with light polarised along its 
axis, here along the x-direction, results in a 
strongly enhanced field at the apex, which was 
calculated according to [27]. The nanotip is 
modelled as a hyperboloid with the parameters 
deduced from the SEM image in Figure 4.2. 

 

 

The geometry of the nanotip results in an enhancement of an electric field at its apex 
due to the quasi-static lightning rod effect [26]. The apex approaches a singularity, 
which is finite for a real tip and results in an increased density of electric field lines. In 
case of an external static electric field, the highly localised density of surface charge 
at the apex is responsible for the emission of electrons [82]. In case of an optical 
excitation, assuming the light field to be polarised along the tip axis, the field 
enhancement may be calculated in a quasi-static approximation [27]. Here, as shown 
in Figure 4.3, the nanotip is modelled as a hyperboloid, with the parameters chosen to 
match the geometry of a gold nanotip as deduced from the SEM image in Figure 4.2, 
and assumed to be illuminated with near-infrared light (NIR) around 1600 nm. 

The enhanced electric field is spatially inhomogeneous. Outside the nanotip, it decays 
exponentially on a length scale roughly given by the apex radius of curvature. Inside 
the bulk material, the electric field switches sign [169] and its field strength is reduced. 
Explicitly, for illumination with the NIR laser pulses presented in Chapter 3, the electric 
field inside the nanotip becomes negligible, as may be inferred from the large and 
negative real part of the dielectric function of gold, i.e. ߝ௨ሺͳͲͲ nmሻ =  −ͳʹͲ + ͳʹ݅. 
Furthermore, the field enhancement depends on the material. For example, a field 
enhancement factor ݂ = ͻ is observed for a gold nanotip [38], whereas for a tungsten 
nanotip only a reduced value ݂ = ͷ is reported [40]. The higher field enhancement for 
the plasmonic material gold with its negative real part of the dielectric function arises 
from the surface plasmon mode localised to the apex of the nanotip [170]. Hence, gold 
nanotips are favourable for the strong-field experiments presented in this thesis, 
because a low incident electric field may be enhanced to a stronger effective electric 
field as compared to tungsten. This outweighs concerns about possible damage due 
to heating of the nanotip as a consequence of the deposited laser energy, considering 
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the lower melting point of gold (1300 K) as compared to tungsten (3700 K). 
Furthermore, as the field enhancement in the quasi-static approximation depends on 
the conductivity of the material, it increases towards the infrared spectral region 
[27,82,171], in which gold hardly absorbs any light. However, an intense laser field will 
still excite the electron gas, which transfers energy via electron-phonon scattering to 
the lattice eventually causing the nanotip to disintegrate [172-175]. 

In contrast, the field enhancement and localisation to the apex are suppressed in the 
visible (VIS) spectral region due to interband absorption in gold [176]. This is also 
indicated by investigating typical gold nanotips used in our experiments by electron 
energy-loss spectroscopy (EELS) performed by our colleagues from the group of 
Professor Peter van Aken [177], in which the coupling of electrons to the optical modes 
of the nanotip is probed. In particular, above energies of 2 eV corresponding to the VIS 
spectral region the EELS signal is spatially homogeneous, whereas for energies of 
0.75 eV corresponding to the NIR spectral region a spatially well-localised EELS signal 
is measured. 

4.2. DC Field Emission 

Figure 4.4: DC field emission. To leave a metallic nanotip 
electrons need to overcome the energy difference 
between the Fermi level ܧி and the vacuum level ܧ. The 
potential barrier (black curve) is bent down by a static 
electric field. Electrons may tunnel through the lowered 
potential barrier (red curve). 

Due to the high density of electric field lines at the apex of a metallic nanotip with a 
radius of curvature ܴ the extraction of electrons can be facilitated by applying a bias 
potential ܷ, which leads to a local electric field strength [178]: 

ܧ  = ܷܴ݇  
 

( 4.1 ) 

Here, ݇ ≈ ͷ is a geometrical factor, which accounts for the geometry of the emitter and 
the anode, for example, resulting in a shielding of the electric field due to the tip shank 
[39,178]. Due to the presence of a strong electric field the potential barrier sketched in 
Figure 4.4 is bent down, such that electrons will begin to tunnel out from their 
continuous Fermi-Dirac distribution [179] of states with energy ܧ given by: 

ሻܧሺܨ  = (݁ሺா−ா�ሻ �்⁄ + ͳ൯−ଵ
 

 

( 4.2 ) 

Here, ܧி is the Fermi level, ݇ denotes Boltzmann’s constant and ܶ is the temperature 
of the electron gas. At ܶ = Ͳ K, the Fermi level is a sharp edge, whereas for ܶ > Ͳ K 
and at thermodynamic equilibrium the Fermi level is the hypothetical energy level, 
which is occupied by an electron with a probability of 50%. 

The phenomenon of DC field emission was first reported in 1897 by Wood [180] and 
theoretically described in 1928 by Fowler and Nordheim [181]. In particular, the current 
density of field emitted electrons is calculated by considering the transmission 
probability ܶሺܧሻ of an electron through a triangular barrier of height � due to the 
presence of an electric field of strength ܧ in the Wentzel-Kramers-Brillouin (WKB) 
approximation [178]: 
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 ܶሺܧሻ = Ͷ√ܧሺ� − �ሻܧ + ிܧ expቌ−Ͷ√ʹ݉ሺ� − ሻଷܧ ଶ⁄͵݁ℏܧ  ሻቍݖሺݒ

 

( 4.3 ) 

Here, ݉ and ݁ are the mass and charge of an electron and ℏ is the reduced Planck 
constant. Furthermore, the slowly varying Nordheim function [182] 

ሻݖሺݒ  = ͳ − ଶݖ + ͳ͵ ଶݖ lnሺݖሻ 
 

( 4.4 ) 

with 

ݖ  = √݁ଷܧ ሺͶ�ߝܧிଶሻ⁄  
 

( 4.5 ) 

accounts for the modification of the triangular barrier by the image potential of the 
released electron. The current density as a function of applied electric field strength ܧ 
is then given by the Fowler-Nordheim law of field emission [181]: 

 ݆ሺܧሻ ∝ expቌ−Ͷ√ʹ݉�ଷ ଶ⁄͵݁ℏܧ  ሻቍݖሺݒ

 

( 4.6 ) 

4.3. Linear Photoemission 

While applying a static DC bias voltage results in a well-defined emission of electrons 
from the nanotip, it lacks the possibility of electron emission in a femtosecond or even 
attosecond time window. This may be achieved by illuminating the apex of a metallic 
nanotip with a time-dependent electric field, for example, associated with an ultrashort 
laser pulse as described in Chapter 3. More generally, the photoemission of electrons 
may be classified into different regimes, of which the well-known photoelectric effect 
may be seen as a starting point. 

It was first found by Hertz in 1887, who observed the enhancement of an electric spark 
under illumination of UV light [183]. His assistant Hallwachs continued this experiment 
in 1888 and could charge an isolated metallic plate by UV light [184]. Lenard found in 
1902 [185] that the light intensity ܫ determined the number of photoemitted electrons: 

 ܲሺܫሻ ∝  ܫ
 

( 4.7 ) 

The kinetic energy, however, was found to depend only on the (angular) frequency ߱ 
of the light, as later quantified by Einstein [18] as: 

ܧ  = ℏ߱ − � 
 

( 4.8 ) 

Here, ℏ is the reduced Planck constant and � is the work function of the metal, which 
for gold is � ≈ ͷ.ͷ eV [43]. To remove an electron from the metal this energy must be 
provided by a photon, which in this case would be in the UV spectral region with a 
wavelength �  ʹʹͷ nm. Clearly, these experiments deviate from classical intuition. 
Their underlying mechanism was explained theoretically by Einstein in 1905 [18], who 
adapted Planck’s hypothesis of the quantisation of light [186]. Einstein’s prediction was 
quantitatively confirmed in 1916 by the experiments of Millikan, who determined a 
value for Planck’s constant [187].  
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Nowadays, the photoelectric effect is widely understood as a coupling between a 
discrete bound state and a continuum, which is mediated by a time-dependent 
sinusoidal perturbation due to an electric field, i.e. treating only matter as quantised, 
but making no assumption on the quantisation of the light field [188]. In fact, Equation 
4.8 follows from calculating the matrix element responsible for transitions between the 
bound and an ionised state, whereas the transition rate is proportional to the square of 
the electric field strength and thereby to the intensity as given by Equation 4.7. 

Moreover, the simple picture of the release of an electron wave packet from a solid 
after excitation by light must be extended by a further step. Usually, the electron wave 
packet is launched from a quantum state lying beneath the surface of the solid. 
Consequently, the electron wave packet must propagate through the solid and may 
experience a delay as compared to electron wave packets launched from other 
quantum states. This phenomenon of charge migration has recently been elucidated 
by means of attosecond spectroscopy [17]. In particular, a delay in photoemission of 
~100 as between electron wave packets launched from localised core states and 
delocalised conduction band states in a tungsten crystal was found. 

4.4. Multiphoton Photoemission 

In his 1905 paper [18], Einstein further hinted at lifting the restriction of electron 
photoemission as a single photon process. A multiphoton process would be achieved, 
if the photon flux of the illuminating source was high enough. In the language of that 
time this would result in the probability of a multiple number of photons being absorbed 
by an electron to overcome the work function of a metal or the ionisation potential of 
an atom, which nowadays can also be explained in a wave picture as shown at the end 
of this section and calculated in Chapter 7. Technically, such a source was not feasible 
at that time. This situation changed after 1960 with the advent of the laser [152,153]. 
Multiphoton photoemission [151] had already been predicted as early as 1931 [189] 
and was first observed in 1961 by illuminating a CaF2:Eu2+ crystal with red light from a 
ruby optical maser [150]. Here, a two-photon excitation process was concluded from 
measuring a quadratic dependence on the applied laser intensity ܫ. In general, for a 
multiphoton process of order ܰ the photoemission rate ܲሺܫሻ is given by a power law 

 ܲሺܫሻ ∝  ேܫ
 

( 4.9 ) 

The kinetic energy of the emitted electrons follows: 

ܧ  = ܰℏ߱ − � 
 

( 4.10 ) 

Setting ܰ = ͳ yields the equations for the well-known photoelectric effect introduced in 
the previous section. 

Figure 4.5: Multiphoton photoemission. An electron 
overcomes the energy difference between the Fermi level ܧி and the vacuum level ܧ by absorbing a multiple 
number of photons. The light field perturbs the potential 
barrier (black curve) only weakly (red curve). 

 

In the multiphoton regime, the potential barrier set by the work function of the metal is 
hardly bent down, as illustrated in Figure 4.5, such that effects like tunnelling of 
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electrons as seen in Section 4.2 for DC field emission are negligible. Instead, the 
multiphoton regime is known as the perturbative regime, in which the laser field is only 
seen as a weak perturbation. This results in the emission of electrons, which – in a 
photon picture commonly found in the literature – absorb a multiple number of photons 
to overcome the potential barrier and keep the remainder as kinetic energy. In this 
regime, the kinetic energy spectra are dominated by the origin of electrons from the 
distribution of energies near or below the Fermi level, convoluted with the spectral 
width of the illuminating light source, electron temperature and spectrometer resolution 
[37]. 

Making use of multiphoton photoemission allows for electron emission, for example, 
from a gold nanotip by illuminating it with light in the infrared spectral range, at which 
gold hardly absorbs. Damage to the nanotip is further avoided by exploiting the field 
enhancement at its apex, which allows for illumination with a low incident laser 
intensity. In particular, with an easy-to-handle solid-state Ti:sapphire femtosecond 
laser system multiphoton photoemission of electrons from metallic nanotips has been 
established [28-30]. Specifically, for an ultrashort laser pulse described by a temporal 
intensity distribution ܫሺݐሻ and a pulse duration �ிௐுெ the process of multiphoton 

electron emission is limited by Equation 4.9 to a temporal window �ிௐுெ/√ܰ measured 
at FWHM. However, originating from a broad Fermi-Dirac distribution of energies some 
electrons travel faster than others, such that the electron pulse would disperse. 
Nonetheless, electron emission from metallic nanotips contributes an alternative 
approach to the field of ultrafast electron microscopy and diffraction, providing a point-
like electron source [33-35] in contrast to other concepts [31,32,136,142-146,148,190] 
with the goal of approaching the regime of attosecond electron pulses [142,148,191] 
as outlined in the introduction to this chapter. 

 

Figure 4.6: (a) The incident kinetic energy spectrum of a free ultrashort electron 
pulse becomes (b) phase-modulated after traversing an optical near-field at the 
apex of a gold nanotip as described in the main text. The electron wave packet 
exchanges energy with the optical near-field in integer multiples of the photon 
energy. Modified from [149]. 

Within this field of research a particularly neat method of generating attosecond 
electron pulses recently [149] emerged in a series of experiments in the sub-field of 
photon-induced near-field microscopy (PINEM) [192-194] and demonstrates the 
interpretation of multiphoton absorption in a wave picture as theoretically predicted 
[195]. In this experiment [149], a fine beam of free electrons is obtained by 
photoemission from a needle-shaped tungsten emitter and traverses an optical near-
field excited at the apex of a gold nanotip. The optical near-field may be approximated 
as a harmonic oscillator. Their interaction induces Rabi oscillations between the optical 
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near-field and the freely propagating electron wave packet, such that the initial 
momentum state of the electron wave packet is modulated resulting in a population of 
multiple sidebands separated by the photon energy as exemplary shown in Figure 4.6. 
This periodically phase-modulated electron wave packet may recompress itself in its 
subsequent propagation to an attosecond electron pulse [149].  

A different concept followed in this thesis, which may possibly lead to an attosecond 
electron pulse, stems from the field of strong-field physics. In atomic systems the use 
of strong ultrashort laser pulses has enabled the control of electron trajectories and led 
to the generation of attosecond optical pulses via high harmonic generation [12,13], 
which by the closely linked phenomenon of above-threshold ionisation, further 
explained in Chapter 5, are accompanied by an attosecond electron pulse [10]. As we 
shall explore in the next section, metallic nanotips have emerged as model systems to 
study such strong-field phenomena usually observed in atomic systems, while also 
features in the strong-field regime unique to metallic nanostructures have been found. 

4.5. Strong-Field Photoemission 

As the light field becomes strong enough to periodically bend down the potential 
barrier, the probability of electrons tunnelling through the lowered barrier increases. As 
illustrated in Figure 4.7, these electrons may now get accelerated in the oscillatory 
potential created, for example, by the electric field of an ultrashort laser pulse. Thus 
the motion of the electrons may be driven by the light field itself, which at the apex of 
a metallic nanotip is strongly enhanced and spatially inhomogeneous. Importantly, the 
light field can no longer be seen as a small perturbation and the simple description of 
the photoemission process by the photon picture breaks down. Evidently, it needs to 
be extended to account for much richer electron dynamics expected to be observed. 
Specifically, the strong-field electron dynamics may be described in the semiclassical 
Simple Man’s Model [8,196], which consists of two steps, that is the adiabatic tunnelling 
of an electron through the lowered potential barrier and its subsequent classical 
propagation as a point-like particle. 

Figure 4.7: Strong-field photoemission. An electron may tunnel 
through the potential barrier, bent down by a strong electric field 
of a laser pulse. It may receive an acceleration in the light field, 
before it is driven back, when the oscillating electric field 
changes sign. 

 

Keldysh Parameter 

To start with let us consider the first step of the Simple Man’s Model, i.e. the adiabatic 
tunnelling of an electron through a lowered potential barrier. Its contribution to the 
photoemission process will gradually increase with the strength of the incident light 
field, such that there will be a smooth transition from the multiphoton regime discussed 
in Section 4.4 to the strong-field regime presented here. Quantitatively, it may be 
expressed in terms of the Keldysh parameter [197,198], which relates the tunnelling 
frequency of an electron of mass ݉  and charge ݁  through a barrier of height � lowered 
by the presence of an electric field of strength ܧ 
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 ߱௧ =  �√ʹ݉ܧ݁

 

( 4.11 ) 

to the optical driving frequency ߱ via 

ߛ  = ߱߱௧ = √ʹ݉�݁ܧ ߱ 
 

( 4.12 ) 

Here, the work function � of a metal may be replaced by the binding energy ܫ of an 
atomic system in its ground state [197,198]. 

As the presence of a strong electric field bends down the potential barrier and thereby 
enables electrons to tunnel out, one may expect a deviation from the multiphoton 
photoemission rate in the strong-field regime. This deviation has, for example, been 
measured in non-sequential multiple ionisation of rare gas atoms by high-intensity 
laser pulses from a Ti:sapphire laser [199]. Quantitatively, this transition to the strong-
field regime may be understood both for atomic systems and solids by considering the 
photoemission rate as a function of the Keldysh parameter [197,198], which is plotted 
in Figure 4.8 and given by: 

 ܲሺߛሻ ∝ exp(− ʹ�ℏ߱ [(ͳ + ͳʹߛଶ) arcsinhሺߛሻ − √ͳ + ߛʹଶߛ  ]) 

 

( 4.13 ) 

 

Figure 4.8: (a) Photoemission rate (black curve) for a photon energy ℏ߱ = Ͳ.ͺ eV 
as calculated according to Equation 4.13. The transition from the multiphoton to 
the strong-field regime is characterised by the Keldysh parameter ߛ. For ߛ ب ͳ 
the photoemission rate is described by the nonlinearity of the process (red line). 
For ߛ ا ͳ, it approaches the tunnelling rate (blue curve). (b) Experimentally 
measured electron yield from the apex of a gold nanotip illuminated with 18-fs 
laser pulses centred at 1600 nm. A soft kink in the electron yield is observed by 
increasing the pulse energy, i.e. lowering ߛ. It occurs roughly at ܧ௨௦ = Ͳ.͵Ͳ nJ, 
for which by Equation 10.6 an electric field strength ݂ܧ = ͳͲ V/nm is estimated. 

In the limit of a weak electric field and/or high frequency, ߛ ب ͳ, so that            arcsinhሺߛሻ ≈ lnሺʹߛሻ. Furthermore, ͳ ⁄ଶߛʹ → Ͳ and √ͳ + ଶߛ ⁄ߛʹ → Ͳ.ͷ. This gives: 
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 ܲሺߛሻ ∝ exp (− ʹ�ℏ߱ lnሺʹߛሻ) exp ( �ℏ߱) 
 

( 4.14 ) 

Noting that lnሺʹߛሻ = ln ʹ + ln  :this further simplifies to ,ߛ

 ܲሺߛሻ ∝ ( ͳߛଶ)� ℏఠ⁄ ∝  ேܫ
 

( 4.15 ) 

Hence, in this limit the multiphoton photoemission rate, given by Equation 4.9, is 
retrieved. Here, the photoemission rate is governed by the nonlinearity ܰ of the 
process. Plotted against intensity on a double logarithmic plot, this nonlinearity is 
indicated by the slope of a straight line, as shown in Figure 4.8a. 

In the limit of a strong electric field and/or low frequency, ߛ ا ͳ, so that          arcsinhሺߛሻ ≈ ߛ − ఊయ . This results in: 

 ܲሺߛሻ ∝ exp (− ʹ�ℏ߱ ⋅ (ߛ͵ʹ ∝ expቆ−Ͷ√ʹ݉�ଷ ଶ⁄͵݁ℏܧ ቇ 

 

( 4.16 ) 

This limit corresponds to the tunnelling regime. Here, the photoemission rate follows 
the tunnelling rate as also found by Fowler and Nordheim [181] in the case of DC field 
emission, explained in Section 4.2. Thus, the tunnelling regime in strong-field 
photoemission is also called the quasi-static regime. In particular, the photoemission 
rate is no longer governed by the nonlinearity of the process. The slope of a straight 
line fitted to the photoemission rate would therefore not indicate the nonlinearity 
anymore, but would give a lower value.  

In particular, for a fixed wavelength the Keldysh parameter is varied with the pulse 
energy, which translates by Equation 10.4 linearly into an intensity. Increasing the 
pulse energy lowers the Keldysh parameter. Specifically, focussing 18-fs laser pulses 
centred around 1600 nm onto the apex of a gold nanotip with a Cassegrain objective 
and recording the number of photoemitted electrons as a function of pulse energy, a 
soft kink in the electron yield is observed, as shown in Figure 4.8b. It occurs roughly 
for a measured pulse energy ܧ௨௦ = Ͳ.͵Ͳ nJ, which translates by Equation 10.6 into 

an estimated electric field strength ݂ܧ = ͳͲ V/nm, and thereby agrees with previous 
measurements [38]. 

Note, that for a sharp tip illuminated with few-cycle NIR laser pulses centred around 
1600 nm electron emission may set in at a pulse energy of about 0.06 nJ. For typical 
experimental parameters, characterised in more detail in Chapter 10, this pulse energy 
corresponds to a Keldysh parameter ߛ ≈ ʹ. From Figure 4.8a it can be seen that even 
at such a low pulse energy the photoemission rate is not solely governed by 
multiphoton emission. Hence, the expected nonlinearity of � ℏ߱⁄ = ͷ.ͷ eV Ͳ.ͺ eV⁄ =.ͳ is not observed. Instead, a slightly reduced nonlinearity ܰ ≈  is usually measured. 

Quiver Motion 

To gain an understanding of the subsequent electron dynamics, let us now consider 
the second step of the Simple Man’s Model [8], i.e. the motion of an electron in an 
oscillatory electric field. Specifically, a time-dependent, monochromatic, continuous-
wave light field with angular frequency ߱ and peak electric field strength ܧ exerts a 
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force on a free electron of mass ݉, charge ݁ and initially at rest at ݔ = Ͳ, such that its 
acceleration is given by: 

 ݀ଶݐ݀ݔଶ = ݁݉ ܧ cosሺ߱ݐሻ 
 

( 4.17 ) 

Integrating once yields the speed of the electron: 

ݐ݀ݔ݀  = ݁݉߱ ܧ sinሺ߱ݐሻ 
 

( 4.18 ) 

Integrating twice gives the time evolution of its position: 

ሻݐሺݔ  = ݁݉߱ଶ ܧ cosሺ߱ݐሻ 
 

( 4.19 ) 

Hence, the electron performs an oscillatory motion with a quiver amplitude 

 ݈ =  ݉߱ଶܧ݁
 

( 4.20 ) 

Its mean kinetic energy is: 

 ܷ = ۄܧۃ = ͳʹ݉ۃ ۄଶ(ݐ݀ݔ݀) = ݁ଶܧଶͶ݉߱ଶ 
 

( 4.21 ) 

This quantity is called the ponderomotive energy ܷ. If this energy gained by an 

electron in a light field becomes comparable to its binding energy, i.e. the ionisation 
potential ܫ of an atomic system or the work function � of a metal, strong-field 
phenomena may be observed. Quantitatively, the Keldysh parameter given by 
Equation 4.12 may be expressed in terms of the ponderomotive energy as: 

ߛ  = √ �ʹܷ 

 

( 4.22 ) 

Sub-Cycle Dynamics 

      

Figure 4.9: Sub-cycle dynamics. In the strong-field regime photoelectron kinetic 
spectra show a plateau, whereas narrow kinetic energy spectra are seen in the 
multiphoton regime (black curve). Modified from [36] and [37]. 

As the electrons are not just emitted, but also their motion is influenced in the oscillatory 
potential created by a strong electric field, one may expect the transition from the 
multiphoton to the strong-field regime to be further accompanied by a change in the 
kinetic energy distribution of the photoemitted electrons. Experimentally, this effect was 
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demonstrated for gold nanotips using low-frequency electric fields associated with 
femtosecond laser pulses centred around the near-infrared and mid-infrared spectral 
range [36,37]. As evident from Equations 4.21 and 4.22 the use of low-frequency laser 
fields enables an access to the strong-field regime at a lower laser intensity, which 
avoids damage to the nanotip. Furthermore, a gold nanotip provides a higher field 
enhancement than, for example, a tungsten nanotip, as mentioned in Section 4.1. 

As shown in Figure 4.9 the photoelectron kinetic energy spectra in the strong-field 
regime are characterised by a distinct plateau region. The plateau extends to electron 
kinetic energies of ~300 eV. This contrasts the narrow kinetic spectra observed in the 
multiphoton regime, such as depicted in Figure 4.9b (black curve). There, an electron 
performs a quiver motion as explained above, in which the oscillatory potential created 
by a weak light field causes the electron to accelerate away from the nanotip and upon 
reversal of the electric field to decelerate. This limits the kinetic energy attained by 
quivering electrons. However, if the light field is strong enough to bend down to the 
potential barrier, electrons tunnelling through the lowered potential barrier are born, 
before the electric field reverses. In consequence, they may receive an acceleration 
from the electric field, which is strongly enhanced at the apex region, into which the 
electrons are born. This may result in such a high acceleration, that the electrons may 
leave the near-field region within less than one cycle of the oscillating electric field, i.e. 
within one sub-cycle, before the reversal of the electric field would cause them to 
decelerate. Consequently, these sub-cycle electrons gain a higher kinetic energy than 
electrons quivering in front of the nanotip, such that the spectra substantially broaden 
and develop a plateau-like region [36,37]. In the absence of a nanostructure the 
transition into such a regime would require relativistic electrons [36]. 

Spatial Adiabaticity Parameter 

Evidently, such sub-cycle effects depend on the spatial-temporal vectorial field 
distribution in the region, into which electrons are born after tunnelling. The quiver 
length ݈ of their subsequent motion is determined by the electric field strength, with 

which it scales linearly as given by Equation 4.20. If this quiver length is longer than 
the decay length ݈ி of the spatially inhomogeneous near-field, electrons may escape 
from this near-field region within less than one cycle of the oscillating electric field as 
described above. In analogy to the Keldysh parameter given by Equation 4.12, which 
describes the adiabaticity of the photoelectron emission process in time, the observed 
sub-cycle effects on the kinetic energy of photoelectrons originating from metallic 
nanotips may be quantitatively described by a spatial adiabaticity parameter [36]:  

ߜ  = ݈ி݈ 

 

( 4.23 ) 

The limit ߜ ب ͳ corresponds to the atomic case, in which electrons quiver in a 
homogeneous laser field. In this case, the width of the photoelectron kinetic energy 
spectra approaches ʹܷ [196]. In contrast, if ߜ ا ͳ, the quiver length is longer than the 

near-field decay length. In this case electrons may escape from the spatially 
inhomogeneous near-field region within one sub-cycle. Thereby the quiver motion of 
an electron is quenched. In this scenario the width of the  photoelectron kinetic energy 
is given by ܷߙ with ߙ < ʹ [36]. Whereas ߙ ≈ ʹ for weak spatial field gradients like in 
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an atomic system, it was found to take a reduced value ߙ ≈ ͳ.ʹ in case of a sharp gold 
nanotip [38]. 

These findings for direct electrons, to be further explained in the context of electron 
trajectories below, were supported by a model assuming a one-dimensional free-
electron gas confined by a crystalline potential and calculating the temporal evolution 
of a single-electron wave function under the influence of an oscillatory electric field by 
numerically solving the time-dependent Schrödinger equation [167]. It was further 
found that electrons scattering back from a nanotip do not gain a maximum kinetic 
energy of ͳͲܷ, as observed in a homogeneous electric field in the case of an atomic 

system [200]. Instead, a reduced maximum kinetic energy of ͵ܷ was calculated, 

assuming a near-field decay length ݈ி = ͳͲ nm corresponding to a spatial adiabaticity 
parameter ߜ = Ͳ. [167]. 

In addition, a narrowing of the cone, into which electrons are emitted from the nanotip, 
was observed [37], which indicates the steering of electrons by the electric field of an 
ultrashort laser pulse in the strong-field regime. This may be explained by sub-cycle 
electrons escaping the near-field region directly on well-defined trajectories. In 
contrast, quiver electrons describe a more complicated, less directional zig-zag 
trajectory involving deflection during back acceleration and possibly rescattering from 
the nanotip. To gain a deeper understanding of the sub-cycle regime, let us now focus 
more deeply onto these electron trajectories. 

Electron Trajectories 

 

Figure 4.10: Snapshots of the trajectories of a sub-cycle electron (red) emitted at ߮ = −Ͳ.ͷ� reaching a kinetic energy ܧ = ʹͷ eV and a quiver electron (blue) 
emitted at ߮ = Ͳ.ͳͺ� reaching a kinetic energy ܧ = ͵.ͷ eV. The black arrows 
indicate the vectorial electric field distribution in the vicinity of the nanotip’s apex. 
Illumination with a 30-fs laser pulse centred at � = ͳͷͲͲ nm and with an 
enhanced peak electric field strength ݂ ܧ = ʹͺ V/nm is assumed. A decay length ݈ி = ͳ.ͷ nm is taken. Modified from [37]. 

In particular, the shape of the plateau-like spectra in the sub-cycle regime is well 
understood in an extended semi-classical Simple Man Model [36,37,40,166]. This 
takes an analytical solution for the spatially inhomogeneous optical near-field at the 
apex of the gold nanotip into account, which is modelled as a two-dimensional 
hyperboloid [27,201], as also shown in Figure 4.3. Electron emission is calculated as 
a function of emission site and birth time ݐ = ߮ ߱⁄  according to a Fowler-Nordheim 
tunnelling probability [36,181,202], assuming electron emission in negative half cycles 
only (i.e. away from the tip) and neglecting the field-dependent barrier suppression. 
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Here, ߮ is the emission phase and ߱ is the carrier angular frequency of the oscillatory, 
time-dependent electric field associated with an ultrashort laser pulse. Electron 
trajectories are simulated by treating electron motion classically under the action of the 

force field ܨ ሺݎ , ሻݐ = , ݎሺ ܧ⃗݁  .ሻ, assuming perfect elastic collisions with the tip [40]ݐ

Exemplary electron trajectories are shown in Figure 4.10 for two different types of 
electron motion at different instants in time [37]. Initially, both electrons are accelerated 
along the electric field lines, whereas they describe distinctly different trajectories 
thereafter depending on their birth time. Sub-cycle electrons, emitted for emission 
phases ߮ < Ͳ.ͳʹ�, are accelerated out of the strongly enhanced near-field region in 
the first half cycle of the electric field of the near-infrared laser pulse and are weakly 
affected in their trajectory by subsequent half cycles. In contrast, quiver electrons, 
emitted for emission phases ߮ > Ͳ.ͳʹ�, do not escape from the near-field region. They 
are back-accelerated to the nanotip, where they possibly recollide. Local magnetic 
fields hardly affect the electron trajectories, as they are weak [37]. 

To exemplify the spatially inhomogeneous near-field at a metallic nanostructure as a 
distinguishing feature from the homogeneous field distribution around atomic systems, 
the nanotip’s radius of curvature was varied within the framework of this model [166]. 
As shown in Figure 4.11a, the trajectories of sub-cycle and quiver electrons differ 
substantially from each other, if a small tip radius ܴ = ͳ nm is assumed, corresponding 
to a spatial adiabaticity parameter ߜ = Ͳ.ʹͺ. Specifically, a quiver electron hardly 
traverses the near-field region within one cycle of the oscillatory electric field and is 
driven away from the taper axis by a backwards pointing electric force. In contrast, a 
sub-cycle electron escapes from the near-field region within one half cycle of the 
oscillatory electric field and follows the strongly curved electric field lines during its 
motion. Such an electron is therefore steered towards the taper axis. However, 
assuming a tip radius ܴ = ͳͲͲ nm corresponding to a spatial adiabaticity parameter ߜ = ʹͺ the difference between the trajectories of sub-cycle and quiver electrons is 
negligible [166], as shown in Figure 4.11b. 

 

Figure 4.11: Trajectories of a sub-cycle (red) and a quiver electron (blue), 
calculated for different tip radii (a) ܴ = ͳ nm and (b) ܴ = ͳͲͲ nm. The black 
arrows indicate the vectorial electric field distribution in the vicinity of the nanotip’s 
apex. Illumination with a 30-fs laser pulse centred at � = ͳͷͲͲ nm and with an 
enhanced peak electric field strength ݂ܧ = ʹͷ.Ͷ V/nm corresponding to a quiver 
amplitude ݈ = ʹ.ͺ nm is assumed. Modified from [166]. 
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The findings presented so far are summarised in Figure 4.12 as follows [38]: 

Figure 4.12: Schematic 
illustration of electron 
trajectories and photo-
electron kinetic energy 
spectra as a function of 
Keldysh parameter ߛ and 
spatial adiabaticity para-
meter ߜ, as described in the 
main text. Taken from [38]. 

 

 

 

For ߛ > ͳ and ߜ > ͳ, both the ponderomotive energy ܷ as compared to the work 

function of, for example, a gold nanotip and the spatial gradients of the optical near-
field are weak. This regime is known as multiphoton ionisation (MPI) [28] and 
characterised by exponentially decaying spectra, possibly superimposed by above-
threshold ionisation (ATI) peaks [39,40,167], further elucidated at the end of this 
chapter. 

For ߛ < ͳ and ߜ > ͳ, photoemitted electrons quiver in a strong, spatially homogeneous 
electric field similar to an atomic system. Recollisons, for example, with a gold nanotip, 
give rise to a plateau extending up to a high-energy cut-off at ͳͲܷ [38], similar to 

atomic systems [200]. 

For ߛ > ͳ and ߜ < ͳ, spatial field gradients are present, but electrons are only weakly 
accelerated along the field lines. This regime may be reached with low-frequency (THz) 
radiation [147,173]. 

For ߛ < ͳ and ߜ < ͳ, electrons are emitted by strong-field tunnel ionisation and strongly 
accelerated along the field lines. This regime of photoemission is known as the sub-
cycle regime [36,37,166,167] described in the main text above. In contrast to atomic 
systems, recollisions are suppressed and plateau-like spectra characteristic for 
photoemission from a metallic nanostructure arise. 

CEP Effects 

 

Figure 4.13: Illustration of different settings of the CEP. For ߮ா = Ͳ mainly one, 
high-amplitude half-cycle contributes to electron emission and subsequent 
acceleration. For ߮ா = � electron emission occurs within two half-cycles, which 
are lower in amplitude. 
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As electrons are driven by the light field itself in the strong-field regime, their dynamics 
is expected to depend on the exact form of the carrier electric field beneath the intensity 
envelope of an ultrashort laser pulse, i.e. the carrier-envelope phase ߮ா. As illustrated 
in Figure 4.13 electrons emitted for ߮ா = Ͳ may gain a higher kinetic energy than for ߮ா = � due to being acceleratd in an electric field of higher amplitude in the former 
case. Electrons born at the beginning of the main half cycle gain the highest kinetic 
energy, as they receive an acceleration for the maximum duration. In this way, the 
high-energy cut-off of photoelectrons originating from a metallic nanotip may be 
controlled via the CEP [38]. Specifically, this was achieved by illuminating a gold 
nanotip with an apex radius of curvature ܴ ≈ ͳͲ nm by 15-fs laser pulses centred 
around 1600 nm originating from a previous version of the laser system explained in 
Chapter 3. An additional observation in this experiment was the variation of the electron 
yield with the CEP in the transition region from the multiphoton to the strong-field 
regime. Assuming electron emission in negative half cycles only, this dependence on 
the CEP arises, because most electrons will be emitted at the highest electric field 
strength, which additionally scales with the high nonlinearity of the photoemission 
process. Specifically, the measured electron yield doubled for two different settings of 
the CEP offset from each other by ȟ߮ா = � [JR1]. Such CEP effects become 
pronounced for few-cycle laser pulses, for which the CEP varies more strongly from 
one optical cycle to another. 

Above-Threshold Photoemission 

Figure 4.14: Above-threshold 
photoemission. Photoelectron spectra 
are characterised by peaks separated 
by the photon energy of the laser 
pulses illuminating a tungsten 
nanotip. Taken from [39]. 

 

 

So far photoelectron kinetic spectra have been discussed, which were either narrow 
as in the multiphoton regime or broad with a distinct plateau pointing to sub-cycle 
dynamics in the strong-field regime. In contrast, a distinctly different observation, that 
is a periodic modulation of the photoelectron kinetic energy spectra displayed in Figure 
4.14, was made by illuminating the apex of a tungsten nanotip with 6-fs laser pulses 
from a Ti:sapphire oscillator centred around 800 nm [39,40]. In contrast to the gold 
nanotips investigated in the experiments presented above, a tungsten nanotip provides 
a comparatively weak field enhancement, as discussed in Section 4.1. Additionally, the 
tungsten nanotips had a slightly larger apex radius of curvature ܴ ≈ ʹͲ nm. Overall, 
these conditions point to an increased spatial adiabaticity parameter, i.e. ߜ ≈ ͳͲͲ in 
the case of [39], and thereby away from the sub-cycle regime discussed above, but 
towards a quiver regime. 

The periodic modulation arises, as further illustrated in Chapter 5, because the wave 
function representing a quivering electron partially leaks out at the outermost points of 
its oscillatory motion. The interference of these freely propagating electron wave 
packets released in temporal slits spaced by the optical period of the driving laser 
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pulses corresponds in the energy domain to peaks in the photoelectron kinetic energy 
spectrum separated by the photon energy. This strong-field phenomenon is well-
known as above-threshold ionisation (ATI) from atomic systems. This experiment 
provided the first clear signature of this concept, here termed above-threshold 
photoemission, from a solid, after numerous attempts had been made before [157-
163]. Yet, they were limited to low photon orders as recently also reported for a 
measurement of an Au(111) surface, in which electron emission has been attributed 
to occur from the Shockley surface state [203]. Using metallic nanotips, however, also 
higher photon orders were achieved by exploiting the field enhancement at the apex 
of the metallic nanotip, which allowed for reaching the strong-field regime, while staying 
below the damage threshold of the solid-state nanostructure. 

In particular, control over the CEP determined the cut-off and increased the modulation 
contrast in the high-energy part of the photoelectron kinetic energy spectrum to up to 
30% [40]. This observation is explained by the notion of ATI as an interference 
phenomenon. For a few-cycle laser pulse used in this experiment, the photoemission 
of electrons may either occur in one or in two half cycles, depending on the CEP, as 
also illustrated in Figure 4.13. The contribution of two half cycles corresponds to the 
presence of two arms in an interferometer. Hence, the highest modulation contrast is 
observed in this case. If only one half cycle contributes to electron emission, no 
interference is possible and hence no modulation in the photoelectron kinetic energy 
spectrum is seen. 

While the origin of ATI peaks separated by the photon energy of the driving laser pulses 
may be seen as the interference of electron wave packets released in temporal slits 
spaced by the optical period [204], the width of each slit may be estimated from the 
width of the region of higher-order ATI peaks. Specifically, this region was shown to 
extend over a range in energy ȟܧ ≈ ͻ eV, so that the width of a temporal slit was 
estimated as ȟݐ ≈ ℎ ȟܧ⁄ ≈ ͶͷͲ as [40]. 

However, in contrast to the deeply modulated photoelectron kinetic energy spectra 
obtained from atomic systems [6], as displayed in Figure 5.2 and further discussed 
Chapter 5, the modulation contrast in the low energy part of the ATI spectrum from the 
metallic nanotip amounted to few percent only. This is a consequence of the one-step 
photoemission strategy employed in this experiment, in which electrons are emitted 
from a broad distribution of states near or below the Fermi level. Specifically, an 
electron emitted from a deeper lying state will arrive at a detector will less residual 
kinetic energy than an electron originating from a higher lying state. Thereby, the broad 
distribution of states maps directly onto a kinetic energy spectrum and smears out 
distinct features such as ATI peaks. 

These findings were reconciled with the quantum mechanical model used to elucidate 
the sub-cycle regime before [167]. Instead of plateau-like spectra characteristic for the 
sub-cycle regime, peaks separated by the photon energy appear in this case, which 
are pronounced by considering the contribution of electrons from a single level, but 
wash out when a higher number of states near the Fermi level contributes to electron 
emission. Furthermore, it could be confirmed that the high-energy tail extending up to ~ͳͲ ܷ in this experiment originates from electrons, which were backscattered at the 

nanotip. In contrast, such recollisions are suppressed in the sub-cycle regime. 
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Here, the question now arises whether the limitation of the weak modulation may be 
overcome. In particular, one would need to achieve a similar situation as in the 
theoretical simulation, in which ideally a single level contributes to electron emission 
like in an atomic system. This requires the decoupling of electrons from the broad 
distribution of states near and below the Fermi level. In this thesis, a conceptually new 
approach of bridging the gap between an atomic system and a solid-state device is 
suggested, which involves atomic-like image potential states at metallic surfaces to be 
introduced in Chapter 6. First, however, to provide a deeper understanding of the 
concept of ATI it will be discussed from the perspective of an atomic system in       
Chapter 5. 
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5. Above-Threshold Ionisation in Atomic Systems 
Exposing noble gas atoms to strong laser intensities has facilitated modern attosecond 
science [1,2], which relies on the closely linked concepts of high harmonic generation 
(HHG), further elucidated in the outlook in Chapter 9, and above-threshold ionisation 
(ATI) as investigated as part of this thesis. In particular, the strong-field phenomenon 
ATI [6,7,205] was first observed in 1979 by exposing xenon atoms to a strong electric 
field associated with a nanosecond laser pulse [5]. In the framework of the Simple 
Man’s Model [8] introduced in Chapter 4 the action of a strong laser pulse results in 
the release of a bound electron from a discrete atomic state, followed by its subsequent 
acceleration and quiver motion in the spatially homogeneous light field, as depicted in 
Figure 5.1. At its outermost points of its oscillatory motion, a freely propagating electron 
wave packet separates from the bound state electron wave packet. The interference 
of the released electron wave packets in temporal slits spaced by the optical period of 
the driving laser pulses results in a photoelectron kinetic spectrum, which is 
characterised by peaks separated by the photon energy, which form a plateau for 
higher orders and abruptly cut off [81,154,200]. 

Figure 5.1: ATI. An electron wave 
packet bound (dashed blue curve) in 
an atomic potential (black curve) is 
released by the action of an oscillatory 
light field, which modifies the potential 
barrier (red curve). The wave packet 
representing the released electron 
quivering in one half cycle by a length ݈ partially leaks out at its outermost 

point of its oscillatory motion in temporal slits spaced by the optical period ܶ௦ 
of the driving laser pulses. 

In particular, a deeply modulated comb-like ATI photoelectron kinetic energy spectrum 
in the energy domain, as displayed in Figure 5.2, may correspond to a train of 
attosecond electron pulses in the time domain [10,11]. This feature may be understood 
in terms of an analogy to mode-locking [67,115]. There, phase-locking of longitudinal 
modes oscillating in a laser cavity results in the generation of an ultrashort laser pulse. 
Here, the oscillatory motion of the electron wave packet defined by the optical period 
of the driving laser pulses may yield an ultrafast electron pulse. Specifically, a deeply 
modulated photoelectron kinetic energy spectrum with ܰௗ௦ = ͳͲ ATI peaks 
separated by a photon energy of Ͳ.ͺ eV corresponding to a centre wavelength           � = ͳͲͲ nm and an optical period ܶ௦ = ͷ fs, as provided by the ultrashort laser 
pulses in the near-infrared presented in the Chapter 3, may sustain a train of electron 
pulses with an individual pulse duration roughly given by ܶ௦ ܰௗ௦⁄ = ͷͲͲ as. 

Figure 5.2: ATI spectrum obtained 
by illuminating xenon atoms at an 
intensity of ʹ ∗ ͳͲଵଷ W/cmଶ with 
100-ps laser pulses centred 
around 1060 nm. Taken from [6]. 
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It would be particularly interesting to transfer such a concept to a metallic nanotip, 
because such an attosecond electron pulse would controllably emerge from its 
nanometre-sized apex instead of an extended volume defined by the focal spot of the 
illuminating laser pulses in case of an atomic system. It is therefore important to 
understand the concept of ATI in further depth. In particular, apart from its 
characteristic modulation by the photon energy of the driving laser pulses the 
photoelectron kinetic energy spectra in the ATI regime display further properties, which 
are of relevance in understanding the tungsten nanotip experiment [39,40] and the ATI 
spectra presented in this thesis [JR5]. 

Peak Shifting and Channel Closing 

The position of the ATI peaks may not remain at a constant kinetic energy, but may 
change with laser intensity. This arises, because the ionisation potential upshifts by 
the ponderomotive energy [206], which increases linearly with the laser intensity. 
Consequently, the initial kinetic energy of an electron is reduced: 

ܧ  = ܰℏ߱ − ܫ − ܷ 
 

( 5.1 ) 

This equation does not only predict, that the ATI peaks will shift towards lower 
energies, but also implies that at some point the kinetic energy for the lowest photon 
order would become negative. Experimentally, the lowest-order ATI peak will diminish 
in magnitude until it disappears. This effect has been termed channel closing [207]. 
Both effects, peak shifting and channel closing, have also been observed in the 
tungsten nanotip experiment [39] described in Chapter 4. In particular, by increasing 
the laser intensity the first order peak was found to exceed the lowest order peak in 
electron yield. Furthermore, the peaks shifted to lower energies. In fact, this shift was 
larger than expected. This discrepancy was attributed to the enhancement of the 
electric field at the apex of the tungsten nanotip, which in a quantitative evaluation 
translated into a field enhancement factor ݂ = Ͷ [39]. 

Peak shifting, however, is not observed in the long pulse regime [6], that is for laser 
pulses with a duration above ~1 ps. Here, the kinetic energy of an electron is initially 
reduced by an amount equal to the ponderomotive energy as described above. The 
electron then propagates in the slowly varying electric field of the laser pulse, leaves 
the focal spot and reaches the field-free region of the detector, before the interaction 
with the laser pulse is over. Pictorially, the electron “surfs down” the ponderomotive 
potential [206]. In this process, the electron converts the ponderomotive potential 
energy ܷ into kinetic energy exactly compensating for the upshift in ionisation 

potential. Consequently, ATI peaks will not shift and are narrow, as displayed in Figure 
5.3 below. In the short pulse regime, however, the electron’s quiver motion in the time-
dependent electric-field of the laser pulse stops, once the laser pulse is over. Hence, 
the initially lost energy is not regained by the electron and the ATI peaks will shift as 
described above. 

Freeman Resonances 

Furthermore, as shown in Figure 5.3, the narrow ATI peaks observed in the long pulse 
regime were observed to split up into a finer structure in the short pulse regime [190], 
with sharp features occurring at 

ܧ  = ܰℏ߱ − ܫ − ሺܯℏ߱ −  ሻܧ
 

( 5.2 ) 
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Figure 5.3: Freeman resonances. In the long-pulse 
regime, narrow ATI peaks are observed. However, in 
the short-pulse regime, the ATI peaks split up and 
display a finer structure due to Freeman resonances. 
Modified from [190]. 

 

 

 

 

 

 

This fine structure is explained by the resonant excitation of weakly bound excited 
states of the atom at an intermediate energy level ܧ with ܯ photons. As not only the 
ionisation potential, but all states are upshifted by the ponderomotive energy, these 
states will eventually sweep into a multiphoton resonance. This situation arises, 
because the ponderomotive energy as given by Equation 4.21 increases linearly with 
the laser intensity, which is governed by the temporally varying envelope of the laser 
pulse. Exciting a multiphoton resonance causes an enhancement of the ionisation rate 
and hence the appearance of sharp features in the photoelectron kinetic energy 
spectrum. These sharp features are called Freeman resonances, named after their 
discoverer [190]. 

CEP Effects 

A further characteristic feature of an ATI spectrum is a low-energy part, in which the 
magnitude of the photon orders rapidly decreases, and a high-energy part, in which 
the number of detected electrons stays almost constant and abruptly drops in a cut-off 
region [154,200]. The low-energy part of an ATI spectrum is ascribed to direct 
electrons, which do not return to its parent ion. The high-energy plateau region consists 
of electrons, which have elastically rescattered from the ionic core, and are 
subsequently accelerated in the laser field to kinetic energies up to ͳͲܷ. The effect of 

rescattering has also been predicted for solids [208] and has been assigned to the 
development of a plateau region of higher-order ATI peaks in the tungsten nanotip 
experiment [39,40,167]. 

In particular, the high-energy plateau region of an ATI spectrum is sensitive to the CEP 
[81]. High-energy electrons, tunnelling through the potential barrier at a time ݐ, may 
only be created at the highest electric field strength, on which their probability of 
tunnelling depends exponentially. They return at a later time ݐଵ to their parent ions. 
Here, they may rescatter and receive an efficient acceleration only, if the electric field 
strength during the subsequent optical cycle is high. As the time of photoionisation of 
an electron at ݐ and its return time ݐଵ to its parent ion differ by approximately three 
quarters of an optical cycle, the requirement of fulfilling both conditions is hard to meet 
and results in a strong dependence on the CEP. In particular, the CEP of a few-cycle 
laser pulse may be determined in a so called stereo-ATI measurement [130]. In an 
atomic system every half cycle contributes to electron emission in opposite directions. 
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The left-right asymmetry in the ATI spectra yields information on the CEP, as shown 
in Figure 5.4. Specifically, a CEP ߮ா = Ͳ yields a higher high-energy cut-off in one 
direction than in the other, whereas this argument is reversed for ߮ா = �. Without 
control over the CEP of a few-cycle laser pulse no difference is seen between the ATI 
spectra detected on opposite sides [81]. 

 

Figure 5.4: Photoelectron kinetic spectra for different settings of the CEP obtained 
in a stereo-ATI measurement by illuminating xenon atoms with 5-fs laser pulses 
centred at 760 nm with a peak intensity ~ͳͲଵସ W/cmʹ. The black (red) curves 
correspond to photoemission to the right (left). Modified from [81]. 
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6. Image Potential States 
The discussion in Chapters 4 and 5 has elucidated on the atomic concept of above-
threshold ionisation (ATI), which in conjunction with the related concept of high 
harmonic generation (HHG) has found numerous applications in the rapidly growing 
field of attosecond science [1,2]. Different approaches exist to transfer these concepts 
to solid-state materials [23], for example, by exploiting the field enhancement at the 
apex of a metallic nanotip to reach the strong-field regime [39,40] as shown in Chapter 
4 or by mimicking an atomic system in a semiconductor material [19-21], as sketched 
in the outlook in Chapter 9. 

In this thesis, the gap between an atomic system and a solid-state nanostructure is 
suggested to be bridged in a conceptually new approach by the well-known concept of 
image potential states [41,42]. These are long-lived states, which have been 
extensively studied on extended metallic films [43,209]. Here, a negatively charged 
electron in front of the surface induces a positive image charge inside the bulk, such 
that the electron is bound to its own, hydrogen-like image potential. Consequently, it 
occupies a Rydberg series of weakly bound states and is characterised by a hydrogen-
like wave function with a reduced spatial overlap with the bulk [42,43]. This results in 
a long lifetime of up to few picoseconds [41], as rapid dephasing processes such as 
electron-electron scattering, electron-phonon scattering or scattering with defects such 
as impurity atoms [210] typically occurring in a solid due to the high density of electrons 
are suppressed. It also allows for the observation of long-lived coherences by quantum 
beat spectroscopy [41,211]. 

Image potential states have widely served as a probe of the properties of surfaces [43]. 
For example, a Rydberg series of image potential states with the finite penetration of 
their associated wave functions into the bulk corresponds either to the surface itself or 
an adsorbate, depending on the number of monolayers of the adsorbate. A particularly 
interesting situation arises for free-standing graphene, which is a single monolayer of 
graphite and thus has two surfaces in close proximity. It has been predicted, that in 
this situation a double Rydberg-like series of image potential states exists, resulting 
from a symmetric or antisymmetric superposition of the eigenstates of each surface 
[212]. Moving such a layer of graphene closer to a metal surface should eventually 
result in single Rydberg series corresponding to the metal surface [213]. Other 
examples of the observation of image potential states at nanostructures include related 
materials such as carbon nanotubes [214] or fullerenes [215,216] and also metal 
nanoclusters [217,218]. 

However, strong-field phenomena known from atomic systems such as ATI have so 
far not been observed arising from the atomic-like image potential states at an 
extended metallic film. This is most likely due to the low damage threshold, which is 
exceeded when increasing the laser intensity required to reach the strong-field regime. 
Here, metallic nanotips provide a solution, as they permit the application of a weak 
incident electric field, which is enhanced by the geometry of the nanotip, as explained 
in Chapter 4. However, image potential states have not been reported for metallic 
nanotips so far and strong-field photoemission from metallic nanotips has been mainly 
facilitated from the broad distribution of states near the Fermi level [36-40]. It would be 
particularly intriguing to decouple an electron from this continuous distribution and 
store it in a discrete image potential state at the apex of a metallic nanotip. This might 
open the possibility for subsequently photoionising and driving the electron in the 
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strongly enhanced electric field of an ultrashort laser pulse and hence provide a 
conceptually new approach to observe ATI from a metallic nanotip.  

To introduce the concept of image potential states, their properties will be discussed 
in this chapter in the context of well-established experiments on extended metallic 
films. A deeper understanding, especially of the so far unknown nature of image 
potential states at a metallic nanotip, will then be gained in Chapter 7 from a numerical 
model based on solving the Schrödinger equation, which will account for specific 
properties of a metallic nanotip such as its curved geometry and the spatially 
inhomogeneous electric field at its apex. 

Energy Levels 

In the following, the physical concept of image potential states will be explained [41-
43]. As illustrated in Figure 6.1, an electron in front of or emitted from a metallic surface 
will induce a positive image charge inside the metal. This image charge is located at 
an equal distance inside the surface, as the electron is at a distance in front of the 
surface. Specifically, if the electron is at a distance ݔ from the surface, the distance 
between the negatively charged electron and its positive image charge is ʹݔ. Hence, 
the magnitude of the electric force between them is ܨ ∝ −ͳ ሺʹݔሻଶ⁄ , which by the 
relation for a conservative force, ܨ = −grad ܸ, gives rise to an attractive Coulomb-like 
potential of the form ܸ ∝ −ͳ Ͷݔ⁄ . Thus, outside the metal the electron will experience 
a potential, which is similar to the potential created by the positively charged proton in 
a hydrogen atom, but scaled by a factor ͳ Ͷ⁄  . 

Figure 6.1: Image charge. A negatively charged 
electron, a distance ݔ in front of a metallic 
surface, induces a positive image charge, at an 
equal distance ݔ inside the bulk. Adapted from 
[41]. 

 

 

In this potential the electron may occupy a discrete set of states. Like in a hydrogen 
atom, their energy levels follow a Rydberg series 

ܧ  = −Ͳ.ͺͷ eV ݊ଶ⁄ , ݊ = ͳ,ʹ,͵, … 
 

( 6.1 ) 

In the case of image potential states, the ground state energy is a scaled down 
Rydberg energy. Specifically, −Ͳ.ͺͷ eV = −ͳ͵. eV/Ͷଶ. 

Wave Functions 

The associated electron wave functions are the s-like radial wave functions of the 
hydrogen atom ܴ= with ݊ = ͳ,ʹ,͵, …, expanded by a factor of ͳ Ͷ⁄  and multiplied by 
the distance ݔ to the surface [42]. Analytically, the wave functions outside the metal 
are described by: 

 ߰ሺݔሻ =  Ͷሻ/ݔ=ሺܴݔ
 

( 6.2 ) 

As shown in Figure 6.2, with increasing principal quantum number ݊ their probability 
density peaks further away from the surface. Inside the metal, the wave functions 
decay exponentially. This part has been obtained from a well-established one-
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dimensional model [43,219,220] by matching the Coulomb-like potential given above 
to equally spaced potential wells representing the ionic cores of the bulk and solving 
the time-independent Schrödinger equation. This calculation is discussed in Chapter 
7, where also a comparison to the analytical solution is given. Overall, the wave 
functions are predominantly located outside the metal. This reduced spatial overlap of 
the wave functions with the bulk results in a long lifetime associated with an electron 
occupying an image potential state. 

Figure 6.2: Wave functions associated 
with the first three image potential 
states, resulting from a potential ܸሺݔሻ 
described by equally spaced potential 
wells inside the metal matched to a 
Coulomb-like potential outside. The 
wave functions are described by an 
exponentially decaying tail inside the 
bulk, which is modulated by the 
periodicity of the lattice, and a dominant 
hydrogenic part outside, increasing in 

extent with the principal quantum number ݊. 

Lifetime 

Experimentally, the lifetime of an image potential state may be determined by two-
photon photoemission (2PPE) spectroscopy [43]. Here, a first laser pulse excites 
electrons from the Fermi level into an image potential state, which is then probed by a 
time-delayed second laser pulse. Specifically, in an exemplary experiment [41] 70-fs 
IR probe pulses and frequency-tripled 95-fs UV pump pulses were used to investigate 
image potential states on the Cu(100) surface. Lifetimes of up to � = ʹ.Ͳ ps were 
found, which scaled according to � ∝ ݊ଷ, in agreement with theoretical expectations 
[42]. 

The lifetime � of an image potential state may also be inferred from the width Ȟ of a 
Lorentzian shaped peak in the photoelectron spectrum via the relation Ȟ ⋅  � = ℏ. In this 
way, the lifetime of the ݊ = ͳ image potential state of an Au(111) surface has been 
experimentally deduced as �ଵ = Ͷ fs [43], which was in agreement with theoretical 
calculations [221]. 

Quantum Beats 

A coherent superposition of multiple states may be excited by an ultrashort laser pulse 
with an associated spectral width spanning across several image potential states. This 
results in oscillations, which reflect the beating of the associated wave functions with 
a period corresponding to the energy spacing of the states involved. The observation 
of such quantum beats manifests the involvement of a set of discrete states and clearly 
distinguishes the electron signal from electrons originating from a continuous 
distribution. 

Specifically, the wave function associated with a particular state with principal quantum 
number ݊ evolves in time as 

 Ȳሺݔ, ሻݐ = ߰ሺݔሻ expሺ−݅߱ݐሻ 
 

( 6.3 ) 
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Here, ߱ = ܧ ℏ⁄  with ܧ given by Equation 6.1. 

A wave packet of multiple states excited by a pump pulse into a coherent superposition 
is then given by: 

 Ȳሺݔ, ሻݐ = ∑ܽ߰ሺݔሻ݁−ఠ�௧  

 

( 6.4 ) 

The electron will perform an oscillatory motion in the image potential. A probe pulse 
maps the image potential states onto continuum states, which propagate as a coherent 
wave packet partially towards the detector. In particular, if two states are involved and 
provided there is no loss in coherence, the electron count on this detector will evolve 
in time as [41]: 

ሻݐሺܫ  ∝ |ܽሺݐሻȲሺݐሻ + ܽ+ଵሺݐሻȲ+ଵሺݐሻ|ଶ 
 

( 6.5 ) 

Inserting the expressions for the wave function above and retaining only the real part 
corresponding to the measured observable yields: 

ሻݐሺܫ  ∝ ܽଶ + ܽ+ଵଶ + ʹܽܽ+ଵ cos(߱,+ଵݐ൯ 
 

( 6.6 ) 

Here, ܽ is the coefficient of the wave function corresponding to the image potential 
state with principal quantum number ݊. This coefficient will decay exponentially over 
time due the limited lifetime of the electron in the image potential state. Superimposed 
on this decay a beating pattern will be observed, with a beating frequency given by 

,+ଵߥ  = ߱,+ଵʹ� = ሺܧ+ଵ − ሻℎܧ  
 

( 6.7 ) 

An example of such a quantum beat measurement on an extended metallic film is 
shown in Figure 6.3. 

 

Figure 6.3: Quantum beats associated with the population of image potential 
states on an extended metallic film. The Fourier transform reveals an oscillatory 
pattern on top of an overall exponential decay. Here, the decay and the beating 
periods are associated with the ݊ = Ͷ, ݊ = ͷ and ݊ =  image potential states. 
Modified from [41]. 



67 

7. Numerical Model: The Schrödinger Equation 
To gain a deeper understanding of image potential states beyond their well-known 
properties on extended metallic films, a numerical model has been developed in this 
thesis, which accounts for the specific features of a metallic nanotip such as its curved 
geometry and the field enhancement at its apex. For such a nanostructure, image 
potential states have not been observed so far. 

Commonly, image potential states on extended metallic films are calculated in a one-
dimensional (1D) model [43,219,220,222] assuming equally spaced potential wells 
representing the ionic cores of the bulk matched to a Coulomb-like potential outside, 
as for example displayed in Figure 6.2. Specifying such a potential sets a framework, 
which the quantum system needs to obey according to the Schrödinger equation. 
Specifically, to find its stationary eigenstates and their associated electron wave 
functions, the Schrödinger equation has been solved numerically in this thesis using 
the software package Matlab. 

To draw a comparison between the known properties of image potential states on 
extended metallic films [41-43] and the numerical implementation developed here, the 
stationary wave functions corresponding to image potential states are first calculated 
by solving the time-independent Schrödinger equation in 1D, which is presented in 
Section 7.1. 

In contrast to an extended metallic film, a metallic nanotip exhibits a curved geometry. 
The spatial variation of the potential perpendicular to the nanotip’s axis may influence 
the nature of the wave functions associated with image potential states. Consequently, 
in this thesis the time-independent Schrödinger equation model was extended to a two-
dimensional (2D) model, as discussed in Section 7.2. The obtained 2D stationary wave 
functions are compared to the 1D solutions and the possibility of a further quantisation 
of the wave functions is discussed. However, this approach lacks the enormous density 
of states in the solid-state material as well as many-body interactions of the electrons. 
To check the validity of our model, the results are compared to a model based on 
density functional theory (DFT), which was developed by our colleagues from the 
theoretical physics groups of Professor Angel Rubio and Professor Esa Räsänen, and 
makes no initial assumption on the potential. 

Having found the stationary states of the quantum system, the next step is to perturb 
it, for example, by an ultrashort laser pulse. This modifies the potential barrier and 
induces bound-state and freely propagating electron dynamics. In this thesis, good 
agreement between the 2D stationary wave functions projected onto the taper axis and 
the 1D solutions was found, so that a computationally feasible calculation of solving 
the 1D time-dependent Schrödinger equation was performed in a Crank-Nicolson 
scheme [223,224], which is presented in Section 7.3. Specifically, this allows for 
obtaining kinetic energy spectra to be compared to an actual experiment and 
investigating the temporal structure of the freely propagating electron packet, 
separated from the bound state electron wave packet by the action of the ultrashort 
laser pulse. In particular, it is found that preparing the quantum system in a discrete 
image potential state results in a deeply modulated ATI spectrum, which would indeed 
support an attosecond electron pulse, as envisaged in Chapter 5. 

Furthermore, interesting electron dynamics arise, if a coherent superposition of states 
is excited leading the quantum beats introduced in Chapter 6. In this section the 
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numerically obtained results are verified by comparison to the analytical solution given 
in Chapter 6, before they are applied to provide a background vital for the 
understanding of the experimental observation of discrete image potential states at the 
apex of a single gold nanotip presented in Chapter 8. 

7.1. Stationary Wave Functions in 1D 

To relate the results of our numerical model to the well-known properties of image 
potential states [41,42], let us first calculate the stationary electron wave functions 
associated with image potential states in a 1D model similar to that commonly used for 
a metallic film [43,219,220]. The stationary wave functions ߰ሺݔሻ of a quantum system 
and their associated energies ܧ are found by solving the time-independent 
Schrödinger equation: 

ሻݔሺ߰ܧ  =  ሻݔሺ߰ܪ
 

( 7.1 ) 

Here, 

ܪ  = (− ℏଶʹ݉ ߲ଶ߲ݔଶ + ܸሺݔሻ) 

 

( 7.2 ) 

is the Hamiltonian of the quantum system, where ܸሺݔሻ is the potential, ℏ is the reduced 
Planck constant and ݉ is the mass of an electron. 

1D Potential Representing a Metallic Nanotip 

In particular, the potential ܸሺݔሻ is characteristic of the quantum system to be 
investigated and determines both its stationary eigenstates as well as its further 
evolution. Here, the system under investigation is a metallic nanotip, which will be 
modelled in this section in 1D as equally spaced potential wells representing the ionic 
cores inside the metal matched to a Coulomb-like potential outside. This simplification 
proposed by Chulkov et al. [219,220] has been shown to resemble realistic surface 
electron dynamics, which would otherwise require a complex and computationally 
hardly feasible 3D model [210,222]. It assumes that the charge density and the one-
electron potential are constant in a plane parallel to the surface and vary only in the 
perpendicular direction. This approach has been shown to work well for image potential 
states on extended metallic films [43,210,222] and shall be adopted here as a first step, 
before its validity in the case of the curved 2D geometry of a metallic nanotip is 
investigated in the next section. 

Specifically, the 1D potential inside the metal is taken as, similar to [43]: 

 ܸሺݔሻ = � +  ܸ − �ʹ [ͳ − cos (ʹ�݀ [(ݔ , ݔ  ݀ʹ
 

 

( 7.3 ) 

Here, � is the work function, ܸ is the crystal potential and ݀ is the spacing of the ionic 
cores. The gold surface terminates with the last potential well of the bulk, where it is 
matched to a Coulomb-like potential accounting for the image potential of an electron 
[42,43]: 

 ܸሺݔሻ = −ͳͶ ݁ଶͶ�ߝݔ , ݔ > ݀ʹ
 

 

( 7.4 ) 

Here, ݁ is elementary charge and ߝ is the permittivity of free space. 
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Specifically, the parameters in this model were chosen to match an Au(111) surface, 
which has been indicated by a detailed analysis of SEM images in our group [225] to 
represent the surface of the facets converging to the apex of a typical gold nanotip 
[226] used in our experiments, though different types of facetting may occur at the 
apex. Furthermore, for an Au(111) surface, specific values are known from the 
literature as � = −ͷ.ͷͷ eV [43], ܸ = −ͳͶ. eV [43] and ݀ = Ͳ.ʹͻ nm as the nearest-
neighbour distance in gold with a face-centred cubic (FCC) lattice and lattice constant ܽ = ͶͲ.ͺʹ pm [227]. These values may be different for another surface [220] due to 
the different work function, which may affect details such as the exact values of the 
calculated binding energies. Nevertheless, this model shall convey an understanding 
of the essential physics such as the nature of image potential state wave functions and 
their subsequent temporal evolution treated in Section 7.3. Furthermore, as sketched 
in Section 7.2, these assumptions are not made in a DFT model developed by our 
colleagues from the theoretical physics groups of Professor Angel Rubio and Professor 
Esa Räsänen supporting the following calculations. 

1D Stationary Wave Functions 

 

Figure 7.1: Comparison between the analytical (blue) and the numerical (red) 
wave functions associated with the first four image potential states, here plotted 
as a probability density. Overall, good agreement is achieved, both qualitatively 
and quantitatively, including the binding energies ܧ. The numerical solutions 
also account for the bulk potential. 

The stationary wave functions are now numerically obtained by discretising the 
Hamiltonian, writing it in matrix form as outlined in Chapter 10 and solving the 
eigenvalue equation by Matlab, which is optimised for calculations involving matrices. 
The probability density of the wave functions is plotted in Figure 7.1 (red curves). It 
shows a pronounced maximum, which peaks at a further distance away from the 
surface for increasing principal quantum number ݊. The numerical wave functions 
compare well to the analytical solutions (blue curves) associated with image potential 
states [41,42], as given by Equation 6.2. In contrast to the analytical expression, the 
numerical model also accounts for the bulk potential. This results in a small deviation 
of the numerical results from the analytical solution for distances closer to the surface. 
Furthermore, also the binding energies agree well with theoretical expectations [41-
43], as given by Equation 6.1. 
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7.2. Stationary Wave Functions in 2D 

Image potential states are usually calculated in a 1D model potential [43,219,220] as 
shown in the previous section. In fact, a 3D calculation of image potential states on 
extended metallic films gives electron wave functions, which resemble those obtained 
in a 1D approach when averaged over the surface plane [222]. However, such a model 
does not account for the 2D curvature of a metallic nanotip, which results in a variation 
of the potential perpendicular to the axis of the nanotip. Consequently, the properties 
of electron wave functions associated with image potential states in this geometry have 
not been analysed in detail, yet. In this thesis, the model was therefore extended to 2D 
to investigate the nature of image potential states at a metallic nanostructure, which 
have not been observed so far. 

2D Potential Representing a Metallic Nanotip 

 

Figure 7.2: Potential of the nanotip in 2D. (a) The ionic cores of the bulk are 
represented by equally spaced potential wells, terminated by a curved surface, 
where the bulk potential is matched to a Coulomb-like potential. (b) The potential 
along the axis of the nanotip, i.e. at ݕ = Ͳ, is shown. Modified from [JR5]. 

In 2D the time-independent Schrödinger equation to be solved is:  

,ݔሺ߰ܧ  ሻݕ = ,ݔሺ߰ܪ  ሻݕ
 

( 7.5 ) 

Here, 

ܪ  = (− ℏଶʹ݉ ቆ ߲ଶ߲ݔଶ + ߲ଶ߲ݕଶቇ + ܸሺݔ,  (ሻݕ

 

( 7.6 ) 

Specifically, the potential ܸሺݔ,  ሻ now describes a 2D arrangement of potential wellsݕ
representing the ionic cores of the bulk: 

 ܸሺݔ, ሻݕ = � +  ܸ − �ʹ [ͳ − cos (ʹ�ܽ (ݔ cos (ʹ�ܽ  [(ݕ
 

( 7.7 ) 

Here, the periodicity is chosen as the lattice spacing ܽ, such that the spacing of 
potential wells along the diagonal of the 2D grid is equal to the nearest neighbour 

distance ݀ = ܽ √ʹ⁄ . The bulk potential is terminated by a surface describing a 
hyperboloid, where it is matched to a Coulomb-like potential similar to Equation 7.4, 
but here with its isopotential lines running parallel to the surface. 
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To account for the specific geometry of a metallic nanotip its surface is calculated in 
prolate spheroidal coordinates ͳ  ߦ  ∞ and −ͳ  ߟ  ͳ [27]. Here, the surface of 
the nanotip is assumed to be described by a rotationally symmetric hyperboloid with 
an apex radius ܴ and a full opening angle ߠ. In particular, the surface of the nanotip is 
located at ߟ = cosሺߠ ʹ⁄ ሻ. This surface is converted into Cartesian coordinates 
according to the relationships [27]: 

ሻߦሺݔ  =  ߦߟ݇
 

( 7.8 ) 

and 

ሻߦሺݕ  = ±݇√ͳ − ଶߦ√ଶߟ − ͳ 
 

( 7.9 ) 

In the simulation, ͳ  ߦ  ͳ.ͳ. Furthermore, ݇ = �బோଵ−�బమ is a scaling parameter influenced 

by the apex radius of the nanotip. Specifically, the properties of the nanotip are chosen 
as ܴ = ͳͲ nm and ߠ = ʹͲ°, as deduced from the SEM image of a typical gold nanotip 
used in the experiments, displayed in Figure 4.2. 

2D Stationary Wave Functions 

 

Figure 7.3: (a-d). The probability densities of 2D wave functions arising from the 
potential described in the main text are shown, which are predominantly located 
in front of the surface of the nanotip (yellow curve) and display only nodes parallel 
to the axis of the nanotip, increasing in number from 0 to 3. The highest probability 
density is found at the outermost maximum. (e-f) The comparison between the 
probability densities of these 2D wave functions projected onto the taper axis (red 
curves) and the 1D wave functions obtained in Section 7.1 (blue curves) yields 
good agreement. Modified from [JR5]. 

The 2D stationary wave functions are now numerically obtained by discretising the 
Hamiltonian, writing it in an appropriate matrix form as outlined in Chapter 10 and 
solving the eigenvalue equation by Matlab. Their probability density is shown in Figure 
7.3a-d. Overall, they are localised to the apex region of the nanotip. The number of 
nodes parallel to the axis of the nanotip increases from 0 to 3, with the outermost 
maximum located at an increasing distance from the nanotip for increasing principal 
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quantum number ݊, as for the stationary wave functions obtained in the 1D model in 
Section 7.1. In fact, a projection of the wave functions onto the axis of the nanotip at ݕ = Ͳ (red curves) closely agrees with the 1D stationary wave functions (blue curves), 
as shown in Figure 7.3e-h, where the probability density of the wave functions is 
plotted. Furthermore, also the binding energies obtained from the 2D and the 1D 
model, as shown in Figure 7.1, closely agree. 

Quantisation of the Wave Functions Perpendicular to the Axis of the Nanotip 

 

Figure 7.4: Quantisation perpendicular to the tip axis. All panels show the 
probability density of 2D wave functions predominantly located in front the surface 
of the nanotip (yellow curve), associated with image potential states. Column 
wise, the principal quantum number increases from ݊ = ʹ via ݊ = ͵ to ݊ = Ͷ. Row 
wise, the number of nodes perpendicular to the tip axis increases from 0 to 3, and 
with the number of these nodes also the binding energies ܧ. Taken from [JR5]. 
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In contrast to an extended metallic film the potential of the metallic nanotip is not 
constant along the surface. Hence, apart from a principal quantum number ݊ a further 
quantisation is expected arising from the nanotip’s circular symmetry and the variation 
of the potential perpendicular to the axis of the nanotip. For the investigation of the 
circular symmetry, a 3D calculation would be required, which is beyond the scope of 
this thesis. However, in this thesis the influence of the potential variation perpendicular 
to the axis of the nanotip on the quantisation of the electron wave functions could be 
deduced. In particular, wave functions were found, which do not only show a 
quantisation parallel to the axis of the nanotip as displayed in Figure 7.3, but also 
perpendicular to it. This is shown column for column in Figure 7.4 for the wave 
functions with principal quantum number ݊ = ʹ, ݊ = ͵ and ݊ = Ͷ, where the probability 
density of the wave functions is plotted. Row for row, the number of nodes 
perpendicular to the axis increases from 0 to 3. The binding energies appear to depend 
only weakly on the number of these nodes and hence only weakly on the component 
of angular momentum around the axis of the nanotip. In our current experimental setup, 
described in further detail in Chapter 8, the corresponding energy splitting is too small 
to be resolved. However, the results of this simulation point to future experiments, in 
which the momentum distribution of an electron wave function is projected onto a 
suitable detector, for example, a velocity map imaging [228,229] spectrometer or a 
delay line detector as currently set up as part of another project in our group. This may 
result in a direct imaging of electron wave functions associated with individual image 
potential states. 

Stadium Wave Functions 

The 2D wave functions shown so far represent only a subset of several hundreds of 
wave functions corresponding to bound states of the metallic nanotip. The probability 
density of an exemplary wave function of a further subset of solutions is displayed in 
Figure 7.5. It shows a complex structure within the nanotip, but no localisation in front 
of the surface. It resembles a highly excited resonator mode of the metallic nanotip, 
which is reminiscent of stadium wave functions [230]. The lifetime of a state associated 
with such a wave function is, however, expected to be extremely short, as the wave 
function is located mainly inside the nanotip, where it is subject to rapid dephasing 
processes. 

 

Figure 7.5: Probability density of a 2D wave function corresponding to a bound 
state of the metallic nanotip with binding energy ܧ = −ͳ.Ͳͳ eV. 
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2D Density Functional Theory Model 

The Schrödinger equation model presented above, however, is based on making an 
assumption on the model potential, which inevitably influences the electron dynamics. 
Furthermore, it neglects the many-body interactions of the electrons within the nanotip. 
To support the validity of the Schrödinger equation model, our colleagues from the 
theoretical physics groups of Professor Angel Rubio and Professor Esa Räsänen have 
developed a 2D density functional theory (DFT) model of the metallic nanotip, which is 
described in further detail in [JR5]. The DFT is based on the Hohenberg-Kohn theorem 
[231], which states that the ground state of a many-electron system is determined by 
the local electron density. As such, this model makes no initial assumptions on the 
potential, which distinguishes it conceptually from the Schrödinger equation model and 
makes calculations of many-electron systems computationally feasible. The interaction 
of the electrons with each other, for example via Coulomb forces or the Paul exclusion 
principle, is modelled via an exchange-correlation potential in the local density 
approximation [232-234]. For example, the number of electrons determines the work 
function, which in this case matches ~5 eV in the case of 5000 electrons. The metallic 
nanotip is described in a jellium model [235] as a background of positive charge 
contained in a hyperbolic shape, which is softened at the tip-vacuum boundary and 
thereby gives rise to a Coulomb-like potential. In this potential weakly bound states 
have been found with their associated electron wave functions displaying a 
pronounced electron probability density in front of the nanotip, exemplary shown in 
Figure 7.6. 

Figure 7.6: Electron density of a weakly 
bound excited state with binding energy   ܧ = −Ͳ.ʹʹ eV obtained from the 2D jellium 
model. Modified from [JR5]. 

 

 

 

They show an increased number of nodes and a larger spatial extent than the wave 
functions found in the Schrödinger equation model, but may nevertheless be identified 
as Rydberg electron wave functions. As such, both models independently confirm the 
existence of image potential states at the apex of a gold nanotip. 

7.3. Time Evolution in 1D and Kinetic Energy Spectra 

So far only the stationary properties of wave functions associated with image potential 
states have been considered. To investigate the electron dynamics induced by the 
perturbation of the quantum system by an ultrashort laser pulse, the model is now 
extended in this thesis in order to solve the time-dependent Schrödinger equation. In 
particular, this extension of the model allows us to investigate the temporal structure 
of the freely propagating electron wave packet, which is separated from the bound 
state electron wave packet by the action of the ultrashort laser pulse, and to obtain its 
kinetic energy distribution, which can be compared to an experimental kinetic energy 
spectrum. 
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For this, having established the stationary wave functions in the previous sections, the 
quantum system is prepared in one of the associated states or a superposition of them. 
As the projection of the 2D stationary wave functions onto the taper axis closely agrees 
with the 1D solutions as shown in the Section 7.2, the calculation of the time evolution 
of the quantum system is carried out using the 1D model potential. Such an approach 
was computationally feasible within the framework of this thesis. 

The time evolution of the quantum system is calculated by solving the time-dependent 
Schrödinger equation 

 ݅ℏ ݐ߲߲ ߰ሺݔ, ሻݐ = (− ℏଶʹ݉ ߲ଶ߲ݔଶ + ܸሺݔ, ,ݔሻ)߰ሺݐ  ሻݐ
 

( 7.10 ) 

Here, a time-dependent part of the potential arises from the perturbation of the wave 
function by an ultrashort laser pulse. Its time-dependent electric field is: 

ሻݐሺܧ  = ܧ cosሺ߱ݐ + ߮ாሻ݁−ଶlnଶሺ௧ �����⁄ ሻమ 
 

( 7.11 ) 

Here, ܧ is the peak electric field strength, ߱ = ʹ�ܿ �⁄  is the centre carrier angular 
frequency, ܿ is the speed of light, � is the centre wavelength, ߮ா is the CEP and �ிௐுெ is the pulse duration. 

The resulting time-dependent potential is then given by: 

 ாܸሺݔ, ሻݐ = ,ሻݔሺݏሻݐሺܧݔ݁− ݔ > ݀ʹ
 

 

( 7.12 ) 

Specific to the experiments presented in this thesis and in contrast to an extended 
metallic film, an incident electric field is enhanced at the apex of a metallic nanotip, as 
explained in Chapter 4. This feature is accounted for by including a spatial function 

ሻݔሺݏ  = ͳ + ሺ݂ − ͳሻ݁−௫/௫� 
 

( 7.13 ) 

In particular, in the simulation it was assumed, that an incident electric field is enhanced 
by factor ݂ = ͻ for illumination with NIR laser pulses and decays over a length scale ݔ = ͵ nm [38]. Physically, the electric field should fulfil the continuity condition at the 

tip-vacuum boundary. However, the NIR electric field inside the nanotip is negligible 
as explained in Chapter 4. In the simulation, it has therefore been neglected, which is 
not expected to influence the results. 

The combined potential is then given by ܸሺݔ, ሻݐ = ܸሺݔሻ + ாܸሺݔ,  ሻ is theݔሻ. Here, ܸሺݐ
time-independent potential arising from the periodic potential wells representing the 
ionic cores matched to a Coulomb-like potential outside, as discussed in Section 7.1. 

Numerical Implementation via the Crank-Nicolson Method 

Numerically, the time dynamics of the quantum system is calculated using the Crank-
Nicolson method [223]. In an iterative algorithm the wave function at a subsequent time 
step ߰ሺݔ,  +ଵሻ is calculated by operating on the wave function at the previous timeݐ
step ߰ሺݔ,  :ሻ according toݐ

 (ͳ + ͳʹℏ (ݐ�ܪ݅ ߰ሺݔ, +ଵሻݐ = (ͳ − ͳʹℏ (ݐ�ܪ݅ ߰ሺݔ,  ሻݐ
 

( 7.14 ) 

Here, the Hamiltonian ܪ is given by Equation 7.2, with the static potential there 
replaced by a varied potential for each time step here. In the numerical implementation 
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it is a tridiagonal matrix, i.e. a matrix with non-zero elements on its main diagonal, 
subdiagonal and superdiagonal only. Hence, this set of equations is solved very 
efficiently using a tridiagonal matrix algorithm [223], which was implemented into the 
numerical simulation in this thesis. 

Furthermore, ȟݐ is the step size in time. Typically, the simulation is carried out with a 
numerical resolution of ȟݔ = ͵. pm and ȟݐ = ͷ.ͺͲ as, obeying the stability criterion �ݐ < ሺ�ݔሻଶ/ʹ [223] in atomic units, in which the simulation is run. The numerical grid 
was discretised into 4800 spatial and 27596 temporal elements, spanning an interval 
of 180 nm space and 160 fs in time. In particular, the large spatial extent was chosen, 
such that the electron wave function propagates for 100 fs after the peak of the laser 
pulse without reaching the fully reflective grid boundaries. The peak of the laser pulse 
was typically set at ݐ = Ͳ fs to include all significant optical cycles. 

Comparison of the Numerical and the Analytical Solution 

 

Figure 7.7: The comparison between the time evolution of an unperturbed (a) 
numerical and (b) analytical wave packet yields good agreement. The wave 
packet was prepared in a superposition of the ݊ = ʹ and ݊ = ͵ image potential 
states. The probability density is plotted linewise for each subsequent time step. 

To check the numerical implementation, the time evolution of an unperturbed wave 
packet prepared in the ݊ = ʹ and ݊ = ͵ image potential states is calculated by running 
the Crank-Nicholson algorithm, as shown in Figure 7.7a. Here, each line in the plot 
represents the spatial probability density of the wave function at a subsequent step in 
time. It can be seen, that the amplitude of the electron wave function oscillates between 
two extremes corresponding to an alternating population of the ݊ = ʹ and the ݊ = ͵ 
image potential states. The period of this oscillatory motion is given by the energy 
spacing of these states according to Equation 6.7. Quantitatively, the simulation yields 
for the binding energies ܧଶ = −Ͳ.ʹʹ eV and ܧଷ = −Ͳ.ͳͲ eV corresponding to a beating 
frequency ߥଶ,ଷ = ͵Ͷ fs. This is in excellent agreement with the analytical solution, which 
was calculated according to Equation 6.4 and is displayed in Figure 7.7b. Analytically, 
the binding energies are taken according to Equation 6.1 as ܧଶ = −Ͳ.ͺͷ eV ʹଶ⁄ =−Ͳ.ʹͳ eV and ܧଷ = −Ͳ.ͺͷ eV ͵ଶ⁄ = −Ͳ.Ͳͻ eV, giving a beating period of ߥଶ,ଷ = ͵Ͷ fs. In 
summary, the Crank-Nicolson scheme to solve the time-dependent Schrödinger 
equation implemented in this thesis can be confidentially applied to explain the 
experimental observations presented in Chapter 8. 
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Perturbation of the Quantum System by an Ultrashort Laser Pulse 

To provide a background vital for the understanding of these experiments, the next 
step is now to gain a deeper insight into the implications of perturbing the quantum 
system by an ultrashort laser pulse. In particular, the temporal evolution of a released 
electron wave packet and its kinetic energy distribution is investigated more closely in 
the following. For this, the quantum system is initially prepared in the ݊ = ʹ state. This 
assumption mimics the action of a pump pulse, which is assumed to have excited an 
electron from the broad distribution of states near the Fermi level into an image 
potential state. This situation is shown in Figure 7.8a. Here, each line in the plot 
represents the spatial probability density of the electron wave function at a subsequent 
step in time. As the chosen ݊ = ʹ state is an eigenstate of the quantum system, the 
wave function is stationary and does not change in the beginning of the simulation. 
The quantum system is then perturbed by a 25-fs near-infrared laser (NIR) pulse 
centred at 1600 nm, with the maximum of its electric field set at ݐ = Ͳ fs. This causes 
a freely propagating electron wave packet to separate from the bound state electron 
wave function and subsequently to propagate away from the surface. In particular, in 
each optical cycle a small fraction splits from the bound state electron wave packet. 
The electric field strength increases for each optical cycle until the main cycle is 
reached, after which it decreases again. This causes fractions of the wave packet 
released in different optical cycles to propagate at a different speed. Consequently, 
different fractions subsequently interfere with each other in space. Analysing this freely 
propagating electron wave packet the following conclusions arising from this situation 
are drawn, which are important in the framework of this thesis and for an understanding 
of the experimental observations to be described in Chapter 8. 

 

Figure 7.8: (a) Time evolution of a quantum system prepared in the ݊ = ʹ image 
potential state: A freely propagating electron wave packet separates from the 
bound state electron wave packet under the influence of a 25-fs NIR laser pulse. 
(b) The kinetic energy distribution of the released electron wave packet reveals 
up to 7 peaks separated by the NIR photon energy, which increase in number 
with the electric field strength. (c) Extracting the probability density at a fixed 
position shows a train of attosecond electron pulses. Modified from [JR5]. 

Photoelectron Kinetic Energy Spectra 

First, the momentum ( = ℏ݇) distribution of the freely propagating electron wave 
packet in space is obtained at a fixed time, typically ݐ௫ௗ = ͳͲ fs, by its Fourier 

transformation according to the relation 

 Ȳ̃(݇, ௫ௗ൯ݐ = ͳ√ʹ� ∫Ȳ(ݔ, ௫ௗ൯ݐ ݁−௫݀ݔ 
 

( 7.15 ) 
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Using the relation ܧ = మଶ = ℏమమଶ , its probability density |Ȳ̃(݇,  ௫ௗ൯|ଶ represents aݐ

kinetic energy spectrum. For this, a freely propagating electron wave packet is defined 
for positions ݔ  ʹͷ nm to keep it well separated from bound electron wave packets. 

In particular, as shown in Figure 7.8b, the kinetic energy spectra display distinct peaks 
separated by the photon energy of the perturbing 25-fs NIR laser pulse, increasing in 
number with the electric field strength, here calculated from ݂ܧ = ͳ V/nm to           ݂ܧ = Ͷ V/nm. This modulation is explained in the framework of ATI discussed in 
Chapter 5. Here, the deep modulation contrast arises, because the quantum system 
was initially prepared in a discrete state, in this case an image potential state. 

In the experiments presented in Chapter 8 a higher electric field strength is typically 
applied. To draw a comparison to this situation, a further simulation was performed. 
Here, the quantum system was initially prepared in the ݊ = ʹ state and perturbed by 
an 18-fs NIR laser pulse typically used in the experiments. For an electric field strength ݂ܧ = Ͷ V/nm the spectra display eight peaks and do not vary considerably with the 
CEP as shown in Figure 7.9a. For an electric field strength ݂ܧ =  V/nm, 12 peaks 
can be discerned as shown in Figure 7.9b. Here, a more complex structure and a 
strong dependence on the CEP can be identified. As demonstrated in Chapter 3, our 
experimental setup provides a residual shot-to-shot CEP instability of ~800 mrad, 
which may be a limiting factor in the experiments presented in Chapter 8. 

 

Figure 7.9: Simulated kinetic energy spectra obtained by perturbing the quantum 
system initially prepared in the ݊ = ʹ state with an 18-fs NIR pulse for eight 
settings of the CEP. (a) For a peak electric field strength ݂ܧ = Ͷ V/nm, no 
influence of the CEP is visible. (b) For a peak electric field strength ݂ ܧ =  V/nm, 
the spectra change considerably with the CEP. 

Temporal Structure of the Electron Wave Packet 

Next, extracting the probability density of the wave packet at a fixed position in space, 
here at a distance ݔ = ʹ͵ nm in front of the surface and after perturbation of the initial ݊ = ʹ state with a 25-fs NIR laser pulse with electric field strength ݂ܧ = Ͷ V/nm, 
shows the release of a train of electron pulses, displayed in Figure 7.8c. Closer 
inspection reveals that the FWHM of an individual electron pulse is 790 as. This 
simulation thereby indicates, that a deeply modulated ATI spectrum as displayed in 
Figure 7.8b may indeed sustain a train of attosecond electron pulses, as envisaged in 
Chapter 5. So in summary, both a deeply modulated ATI spectrum and a train of 
attosecond electron pulses are obtained by assuming electron emission from a 
discrete initial state such as an image potential state. 
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Population of Image Potential States 

Here, the question now arises, how image potential states may be populated, as the 
electrons in a metallic nanotip usually occupy states near or below the Fermi level. In 
fact, our 1D Schrödinger equation model, like in 2D, does not only yield weakly bound 
states, which may be associated with image potential states, but also states with a 
higher binding energy. Exemplary, the probability density of a wave function associated 
with such a bound state with a binding energy ܧ = −ͷ.ͲͶ eV is shown in Figure 7.11a. 
In contrast to the probability density of wave functions associated with image potential 
states it is mainly located within the bulk with only a small fraction of the wave function 
leaking out. 

Let us now consider a quantum system initially prepared in this state and perturb it by 
an 18-fs NIR laser pulse of variable peak electric field strength, which translates by 
Equation 10.5 into an intensity and by Equations 4.21 and 4.22 into a Keldysh 
parameter ߛ. Integrating over the calculated kinetic energy spectra gives the electron 
yield, plotted in Figure 7.10. It scales with a nonlinearity ͷ.ͲͶ eV Ͳ.ͺ eV⁄ = .Ͷ for    ߛ ا ͳ, which is attributed to the regime of multiphoton ionisation explained in       
Chapter 4. However, in this case no assumption on the quantisation of the NIR light 
field was made. Here, this behaviour emerges in a wave picture from a quantum 
system obeying the Schrödinger equation. Furthermore, the transition to the strong-
field regime can be identified as a soft kink in the electron yield for ߛ → ͳ. 

Figure 7.10: Calculated electron 
yield by preparing the quantum 
system in a bound state with binding 
energy ܧ = −ͷ.ͲͶ eV and perturbing 
it with an 18-fs NIR laser pulse. The 
electron yield scales with a 
nonlinearity of 6.46 and shows a soft 
kink, as the Keldysh parameter 
explained in Chapter 4 is lowered. 

 

 

Finally, let us look more closely at what happens during the presence of the NIR light 
field. Here, the peak electric field strength is now fixed to ݂ܧ = Ͷ V/nm. The incident 
electric field will induce an oscillatory back-and-forth motion of the wave function 
associated with the bound state. During the course of its oscillatory motion it will 
eventually overlap with wave functions associated with image potential states with their 
probability density located further in front of the surface as depicted in Figure 7.11a. In 
this way, image potential states are transiently populated. This can be quantified by 
calculating the coefficients of their associated wave functions ߰ሺݔሻ according to: 

 ܿ = ,ݔሻ|Ȳሺݔሺ߰ۃ|√  ଶ|ۄሻݐ
 

( 7.16 ) 

Here, ݊ is the principal quantum number and Ȳሺݔ,  .ሻ is the total wave functionݐ
Exemplary, the evolution of the coefficients of the ݊ = ʹ and ݊ = ͵ wave functions in 
time is plotted in Figure 7.11b. Initially, both coefficients are zero, because the quantum 
system is solely prepared in the bound state with binding energy ܧ = −ͷ.ͲͶ eV. The 
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action of the laser pulse then causes an oscillatory variation of the coefficients, which 
indicates a transient population of image potential states associated with the wave 
functions. After the laser pulse is over, the total wave function consists to a small 
fraction of wave functions associated with the image potential states with principal 
quantum numbers ݊ = ʹ and ݊ = ͵. In the real experiment, their coefficients would 
decay exponentially due to the finite lifetimes of the associated states, which are not 
included in this simulation. 

 

Figure 7.11: (a) The probability density of the wave function associated with a 
bound state with binding energy ܧ = −ͷ.ͲͶ eV (blue curve) is predominantly 
located within the bulk, which contrasts the probability density of wave functions 
associated with image potential states (red and green curves). (b) The 
coefficients of the wave functions associated with the ݊ = ʹ and ݊ = ͵ image 
potential states show their transient population during the presence of an 18-fs 
NIR laser pulse of peak electric field strength ݂ܧ = Ͷ V/nm, of which a small 
fraction remains thereafter. The quantum system was initially prepared in the 
bound state with ܧ = −ͷ.ͲͶ eV. 

The same arguments explaining the population of image potential states also hold true 
for another colour such as associated with a VIS or an IR laser pulse. Note, that the 
transient population of image potential states may provide an alternative explanation 
of above-threshold photoemission reported for tungsten nanotips [39,40] as explained 
in Chapter 4, for which, however, no further evidence was found in a follow-up two-
colour photoemission study carried out with an experimental setup providing laser 
pulses with a duration of ~70 fs [236]. In fact, a second colour is needed to reveal the 
subtle population of image potential states, which would otherwise be masked by the 
photoemission of electrons due to a change in intensity associated with the 
interference of two laser pulses of the same colour. Moreover, a weaker field 
enhancement is expected for illuminating a gold nanotip with VIS laser pulses as 
explained in Chapter 4, such that weakly bound image potential states are more likely 
to survive in the VIS light field than in the strongly enhanced NIR light field. In this 
thesis, a two-colour pump-probe scheme with 9-fs VIS laser pulses and 18-fs NIR laser 
pulses is devised to realise the population and observation of image potential states at 
a single gold nanotip experimentally, which will now be presented in Chapter 8. 
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8. Two-Colour Pump-Probe Spectroscopy 
To investigate the ultrafast dynamics of electrons photoemitted in a two-step process 
from a single gold nanotip introduced in Chapter 4 a two-colour pump-probe 
spectroscopy scheme was established as part of this thesis. In particular, the 
experimental strategy is to excite electrons into image potential states, discussed in 
Chapters 6 and 7 at the apex of the gold nanotip with a visible (VIS) pump pulse and 
thereby decouple them from the broad distribution of states near the Fermi level. 
Subsequently the electrons shall be photoionised and driven in the strongly enhanced 
electric field of a near-infrared (NIR) probe pulse to facilitate above-threshold ionisation 
(ATI), explained in Chapter 5. For this, the VIS pulses are generated in the first stage 
of the NOPA system discussed in Chapter 3, while the NIR pulses originate from the 
subsequent difference frequency generation process. 

8.1. Experimental Setup 

 

Figure 8.1: Two-colour pump-probe setup. The output pulses from the NOPA 
system are split into a NIR and a VIS path. In both arms, spectral control by optical 
filters and polarisation control is implemented. Additionally, dispersion 
management and a variable delay is introduced into the VIS arm. Spatially and 
temporally overlapped, the expanded pulses are focussed by a Cassegrain 
objective on the gold nanotip housed in a vacuum chamber. Photoemitted 
electrons are recorded with a photoelectron spectrometer. 

The VIS and NIR laser pulses leave the NOPA system on roughly the same path, which 
is fixed by adjusting the VIS pulses through a pair of irises. In this way, changes to the 
NOPA system do not influence the following optical setup. For controllable individual 
manipulation as outlined below, they are separated from each other and later 
recombined as shown in Figure 8.1 by dichroic beam splitters (Laseroptik, HR200-
900nm HT1300-2500nm). After recombination they are expanded by a telescope, such 
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that they can be optimally focussed onto the apex of the gold nanotip by an all-reflective 
Cassegrain objective (Davin X36, NA=0.5) with a working distance of 8.6 mm. The 
technical arrangement of the mirrors in this objective results in a fraction of the laser 
pulses being blocked. However, in contrast to a lens or microscope objective, the use 
of an all-reflective Cassegrain objective avoids both chromatic dispersion, which would 
lengthen the pulses in time, and chromatic aberration, which would result in a 
wavelength-dependent location of the focal spot. 

In the NIR path a silicon filter (Edmund Optics, 1.05 µm IR long pass filter, OD>3) 
removes the remaining VIS light. Then two polarisers (Codixx, colorPol IR 1300 BC5) 
facilitate the adjustment of the pulse energy allowed onto the apex of the nanotip. For 
this, the second polariser is fixed to transmit horizontally polarised light. The first 
polariser is rotatable and allows for adjusting the fraction of the horizontally polarised 
component. Here, an additional pair of irises ensures, that also the NIR beam path 
stays the same through the optical setup. 

In the VIS path a 2-mm thick absorbing coloured glass filter (Schott, KG5) removes the 
remaining NIR light. Next, the VIS pulses are compressed by 12 bounces between a 
pair of chirped mirrors (Laser Quantum, DCM9) followed by a pair of fused silica 
wedges for fine tuning the dispersion compensation. This dispersion management is 
not necessary in the NIR path, as it is done in the NOPA system itself, as described in 
Chapter 3 and published in [JR1]. After the dispersion management an iris filters out 
stray light, for example, from back reflections. Next, an achromatic � ʹ⁄  wave plate 
(Bernhard Halle Nachfl., RAC 4.2.15L) allows for turning the polarisation of the VIS 
laser pulses from vertical, as emerging from the NOPA system, to horizontal, if desired. 
It is followed by a pair of polarisers (Codixx, colorPol VIS 600 BC4 CW01), with which 
the pulse energy is controlled like in the NIR path. Finally, to allow for time-resolved 
measurements with a controllable delay between the VIS and NIR pulses an optical 
delay line is introduced in the VIS path. For this, a retroreflector is mounted onto a 
motorised stepper positioner (Attocube, ECS3030) with a travel range of 20 mm and a 
minimum step size of 50 nm. It sits on top of a manual stage (Newport, M-UMR5.25) 
with a travel range of 25 mm. The reason for this configuration is beam pointing 
stability, which is explained later in this section. 

Spatial and Temporal Overlap 

To illuminate the apex of a gold nanotip with a controlled sequence of VIS and NIR 
laser pulses, both their spatial and temporal overlap need to be established. Before 
the temporal overlap can be found, the spatial overlap of both laser pulses is adjusted. 
For this, both pulses are aligned through a pair of irises over a long path in the 
laboratory and then even finer onto the apex of the nanotip. This second step is 
monitored by observing the number of photoemitted electrons from the nanotip, here 
with a photoelectron spectrometer explained later in this section. For this, the spatial 
overlap of the apex of the nanotip with the focal spot of the laser pulses needs to be 
found. In this alignment procedure, the nanotip is positioned coarsely by DC motors 
and in finer steps over a distance of up to 100 µm by a three-dimensional piezo scanner 
(PI Nanocube). First, for a newly installed nanotip low-intensity light from the VIS 
pulses is used to observe a shadow image of the nanotip by visual inspection on a 
piece of paper outside the vacuum chamber. Second, low-intensity light from the NIR 
pulses is taken to find the apex of the nanotip by observing the transmitted light on a 
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power meter. Third, the intensity of the NIR pulses is increased, such that electron 
emission localised to the apex of the nanotip occurs. The electron count is observed 
with the photoelectron spectrometer and optimised to its maximum value. Blocking the 
NIR path and now allowing the VIS laser pulses onto the apex of the nanotip should 
result in a similar electron signal, which may need to be optimised by slightly 
readjusting the VIS laser pulses. 

Having established the spatial overlap of the laser pulses, the next step is to find their 
temporal overlap. As the VIS and NIR laser pulses do not interfere with each other, the 
usual approach of observing interference fringes in adjusting a Mach-Zehnder 
interferometer does not work. Therefore, a different approach has to be found for a 
two-colour setup. One simplification in solving this problem arises from the geometrical 
layout of the beam paths. Ideally, this layout resembles a square, such that the optical 
paths will naturally be equal. This requirement is also fulfilled, if the laser pulses never 
travel backwards. However, this cannot be ensured in two instances. First, the VIS 
pulses need to be recompressed by a pair of chirped mirrors, between which the VIS 
pulses bounce back and forth. Second, a delay is introduced in the VIS path, which 
involves a retroreflector. The extra path length travelled by the VIS pulses in these 
parts of the setup can, however, be measured. It is compensated for by introducing a 
fixed delay line in the NIR path. 

In this way, the path lengths are now similar and can be made roughly equal by 
carefully moving the manual stage beneath the retroreflector in the VIS path. In the 
temporal overlap of both laser pulses the electron signal as monitored for finding the 
spatial overlap with the apex of the nanotip should increase significantly. For this, the 
integration time of the CCD camera of the photoelectron spectrometer is set to 1 s and 
the manual stage is moved in steps of about 500 µm. If both pulses were temporally 
overlapped during moving the manual stage, an increase in the electron signal would 
be observed on the detector, as the CCD camera integrates over the duration of 
moving the stage. In this way, the time overlap may be roughly found. The fine tuning 
can now be done by moving the motorised stepper positioner, which is controlled by a 
software. 

The next task is now to check that driving the motorised stepper positioner does not 
change the beam pointing in such a way, that the spatial overlap between the focal 
spot of the laser pulses and the apex of the nanotip would be lost. The accuracy of 
movement of the motorised stepper positioner over a length of travel of 10 mm is 
specified by a pitch angle of <100 µrad. This means, that a laser beam travelling over 
a distance of 1 m after the retroreflector mounted on the motorised stepper positioner 
would become displaced by <100 µm. Clearly, keeping a laser focus, which is ~2 µm 
in diameter, overlapped with the nanometre-sized apex of the gold nanotip is not a 
trivial task. Therefore, the motorised stepper positioner is operated around its centre 
position only. Any coarse adjustment of the delay is done by moving the manual stage, 
onto which the motorised stepper positioner is mounted. To exclude the possibility, that 
an increase in electron yield attributed to the temporal overlap of the VIS and NIR laser 
pulses did not accidently occur by moving the focal spot of the VIS laser pulses across 
the nanotip, a wide scan and a fine scan were performed. They are carried out by 
illuminating the apex of the gold nanotip with a time-delayed sequence of VIS and NIR 
laser pulses. 
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Figure 8.2: Finding the time overlap by illuminating a gold nanotip with a 
sequence of time delay VIS and NIR laser pulses (green curves). (a) A wide scan 
reveals, that the increase in electron yield is the only outstanding signal within a 
time range of 12 ps, and may be attributed to the temporal overlap of the VIS and 
NIR pulses. (b) The exact time overlap is found via a fine scan. Measuring the 
electron yield due to the delayed VIS laser pulses (blue circles) shows, that the 
increase in electron yield is not an artefact due to moving the motorised stepper 
positioner. For comparison, the electron yield due to the NIR laser pulses (red 
circle) is also shown. 

As shown in Figure 8.2a, for a wide scan a distinct increase in the electron yield is 
found at one position of the motorised stepper positioner only. To determine a more 
exact position of the time overlap, the motorised stepper positioner is moved around 
this position in a fine scan. The NIR laser pulses are then blocked, and the gold nanotip 
is illuminated with the delayed VIS laser pulses only to check, that moving the 
motorised stepper positioner has not caused the increase in electron yield. As can be 
seen in Figure 8.2b, the electron signal from VIS illumination only (blue circles) did not 
change significantly while moving the motorised stepper positioner. A discussion of the 
experimental features present in this measurement signal will be given in Section 8.2. 

For comparison, a time delay of 6.7 fs corresponds to moving the motorised stepper 
positioner by a distance of 1 µm, which the light beam travels twice due to the 
retroreflector on the motorised stepper positioner. During a typical fine scan over a 
time interval of ~1 ps, the motorised stepper positioner travels only ~150 µm around 
its centre position, such that beam pointing instability does not influence the 
measurement. 

Electron Detection 

Having established photoemission from the gold nanotip with a controllable sequence 
of VIS and NIR laser pulses, the next part of the setup is the analysis of the 
photoemitted electrons. This task is carried out with a photoelectron spectrometer 
(Phoibos 100, Specs), operated in a medium magnification mode, which gives access 
to both the number and the kinetic energy of the electrons. It consists of three main 
parts. 

First, a system of electromagnetic lenses focusses the electrons via an intermediate 
image onto an entrance slit. For proper focussing of the electrons, the nanotip has to 
be placed 40 mm away from the first lens, such that the electrons originate from the 
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focal plane of the electromagnetic lens system. To ensure that electrons enter the lens 
system on a well-defined axis, the perpendicular component of the Earth’s magnetic 
field deflecting the photoemitted electrons is cancelled by a pair of Helmholtz coils. 
Furthermore, the nanotip is held at a small DC bias voltage of -50 V to assist the 
electrons in their propagation towards the photoelectron spectrometer. 

Second, after passing the entrance slit the electrons are deflected into elliptical 
trajectories in a hemispherical analyser. Here, only electrons with a specified pass 
energy will travel around the whole half sphere towards the detector. Slow electrons 
will approach the inner part of the hemisphere, while high energy electrons hit the outer 
hemisphere. 

Third, having passed the hemispherical analyser electrons are distributed according to 
their kinetic energy onto different regions of the detector. It consists of an assembly of 
two micro-channel plates (MCP) in chevron configuration and a phosphor screen. In 
an MCP thin conductive glass capillaries act as secondary electron multipliers. The 
capillaries are about 10 µm in diameter and aligned at an angle to the plate. Electrons 
will therefore hit the walls of the capillaries and eject further electrons by impact 
ionisation. This happens in the presence of a strong electric field by applying a voltage 
of 1300 V between both sides of the plate. After passing the MCP assembly the original 
electron signal has been amplified by several orders of magnitude. This bunch of 
electrons now impinges on a phosphor screen, which is held at a potential of 3000 V. 
Here, the impact of the accelerated electrons causes the emission of light via 
phosphorescence. 

8.2. Above-Threshold Ionisation of Rydberg Electrons 

The two-colour pump-probe spectroscopy scheme described in the previous section is 
now applied to investigate the ultrafast dynamics of electrons photoemitted from a 
single gold nanotip with the experimental strategy outlined in the introduction to this 
chapter. The discussion in this section closely follows the manuscript prepared for 
publication in a peer-reviewed journal [JR5]. 

Figure 8.3: The apex of a single gold 
nanotip is illuminated with a precisely 
time sequence of a visible (VIS) and a 
near-infrared (NIR) femtosecond laser 
pulse. Photoelectron kinetic energy 
spectra are recorded with a 
photoelectron spectrometer. Modified 
from [JR5]. 

In particular, as shown schematically in Figure 8.3 the apex of a single gold nanotip 
(ܴ = ͳͲ nm, ߠ = ʹͲ°), further discussed in Chapter 4, was illuminated with a precisely 
timed sequence of VIS and NIR laser pulses, as characterised in Chapter 10. The 9-fs 
VIS pulses are centred in wavelength around ~600 nm and perpendicularly polarised 
with respect to the axis of the nanotip. Their task is to decouple electrons from the 
broad distribution of states near the Fermi level by multiphoton absorption and excite 
them into long-lived image potential states in a process elucidated in a wave picture in 
Chapter 7. To achieve an efficient population of image potential states, but to suppress 
electron photoemission in this step as much as possible, the VIS pulse energy is 
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adjusted to the point, at which photoemission starts to set in. Subsequently, 18-fs NIR 
pulses centred in wavelength around ~1600 nm and polarised parallel to the axis of 
the nanotip then induce strong-field photoionisation, exploiting the enhancement of the 
electric field in the apex region of the gold nanotip. Here, a trade-off between a pulse 
energy as low as possible to supress one-colour electron emission, but as high as 
possible to induce strong-field phenomena is required. Furthermore, a high pulse 
energy may induce a variation in the nanotip‘s radius of curvature and thereby affect 
the field enhancement factor. This effect may be reduced by improving the vacuum 
conditions as outlined in Section 9.2 and may need further investigation. 

To distinguish the experimental features of electron photoemission in this two-step 
from a one-step process, photoelectron kinetic energy spectra were first obtained by 
illuminating the apex of the gold nanotip with the individual laser pulses only, as shown 
in Figure 8.4. 

 

Figure 8.4: One-colour photoelectron kinetic energy spectra. (a) Illuminating the 
apex of a gold nanotip with 9-fs VIS pulses centred around ~600 nm results in 
Gaussian-like shaped spectra, which broaden with increasing pulse energy and 
show a single peak. (b) Illuminating the apex of a gold nanotip with 18-fs NIR 
pulses centred around ~1600 nm results in spectra, which broaden with 
increasing pulse energy and show a plateau-like second peak indicating strong-
field acceleration of electrons in the optical near-field at the apex of the gold 
nanotip as explained in Chapter 4. Taken from [JR5]. 

The photoelectron kinetic energy spectra obtained by illuminating the apex of a gold 
nanotip with the 9-fs VIS pulses of variable pulse energy show a single peak and 
display a Gaussian-like shape with a slower decay towards higher kinetic energies. 
Both the electron yield and the width increase with the pulse energy up to a width of   
6 eV (FWHM) at the maximum pulse energy 1.02 nJ. Such spectra are characteristic 
of the regime of multiphoton ionisation as explained in Chapter 4. 

The photoelectron kinetic energy spectra obtained by illuminating the apex of a gold 
nanotip with the 18-fs NIR pulses of variable pulse energy show a distinct plateau-like 
feature towards higher kinetic energies. Both the electron yield and the width increase 
with the pulse energy up to a width of 7.5 eV (FWHM) at the maximum pulse energy 
0.6 nJ. Such spectra indicate the sub-cycle regime of strong-field photoemission as 
explained in Chapter 4. 
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Figure 8.5: Selection of photoelectron kinetic energy spectra (blue symbols) 
recorded at an integration time of 100 ms in the time overlap of the VIS and NIR 
laser pulses. The VIS pulse energy was kept constant and the NIR pulse energy 
was varied. The red curves are the experimental data low-pass filtered with a cut-
off frequency ሺℎ Ͳ.Ͷͳ eV⁄ ሻ−ଵ. Taken from [JR5]. 

Next, 400 individual spectra were recorded at an integration time of 100 ms in the time 
overlap of VIS and NIR laser pulses. In this measurement, the VIS pulse energy was 
kept constant at 0.75 nJ and the NIR pulse energy was varied in four steps from        ܧ௨௦ = Ͳ.ͳʹ nJ to ܧ௨௦ = Ͳ.͵Ͳ nJ, corresponding to electric field strengths from    ݂ܧ = .ͷ V/nm to ݂ܧ = ͳͲ V/nm as estimated from the in situ laser pulse 
characterisation discussed in Chapter 10. A selection of 10 spectra for each setting of 
the NIR pulse energy is shown in Figure 8.5. Here, the electron yield increases from 
about 550 electrons per spectrum for the lowest NIR pulse energy 0.12 nJ to about 
1300 electrons per spectrum for the highest NIR pulse energy 0.30 nJ. In contrast to 
the photoelectron kinetic energy spectra obtained by illuminating the apex of a gold 
nanotip with either VIS or NIR pulses individually, these spectra display an apparent 
modulation. Importantly, considering the signature of an individual electron as 
discussed in Chapter 10, the peaks apparent in these spectra do not arise from a shot-
noise limited distribution of electrons. 
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Figure 8.6: (a) Photoelectron kinetic energy spectrum (blue circles), recorded at 
an integration time of 100 ms in the time overlap of both VIS and NIR laser pulses 
for the lowest NIR pulse energy 0.12 nJ. The red curve is the experimental data 
low-pass filtered with a cut-off frequency ሺℎ Ͳ.Ͷͳ eV⁄ ሻ−ଵ. (b) The Fourier amplitude 
of the spectrum shows a strong period of ℎ Ͳ.ͺ eV⁄ = ͷ.ʹͺ fs. 

To investigate the apparent modulation further, let us look at an individual spectrum 
shown in Figure 8.6a in more depth, obtained for the lowest NIR pulse energy of       
0.12 nJ. A Fourier transform of this spectrum displayed in Figure 8.6b reveals a strong 
period of ℎ Ͳ.ͺ eV⁄ = ͷ.ʹͺ fs and possibly weaker periods.  

Figure 8.7: Sum of 50 photoelectron kinetic 
energy spectra (blue circles) recorded in the time 
overlap of the VIS and NIR laser pulses at four 
different settings of the NIR pulse energy. The red 
curves are the experimental data low-pass 
filtered with a cut-off frequency ሺℎ Ͳ.Ͷͳ eV⁄ ሻ−ଵ. 
The grey curves display the one-colour 
background recorded for a large interpulse delay. 
Taken from [JR5]. 

 

 

 

 

To distinguish whether this apparent modulation of the individual spectra shown in 
Figure 8.5 is significant or whether these spectra are dominated by noise, 50 of such 
spectra were selected for each of the four settings of the NIR pulse energy and 
summed up. The so obtained photoelectron kinetic energy spectra are displayed in 
Figure 8.7. These spectra show an increasing number of up to 12 distinct peaks and 
broaden by increasing the NIR pulse energy, which is in close agreement to the 
calculations presented in Chapter 7. They display a Gaussian-like shape with a slowly 
decaying tail towards higher kinetic energies rather than a plateau-like feature as 
shown in Figure 8.4b for the spectra obtained by illuminating the apex of a gold nanotip 
with NIR laser pulses only. In particular, the modulation apparent in the individual 
spectra did not average out. To quantify this modulation, a Fourier transform was 
performed for each of the individual spectra. The resulting Fourier amplitudes were 
then summed up for each setting of the NIR pulse energy as displayed in Figure 8.8. 
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This analysis reveals, that the individual spectra carry a dominant modulation period ℎ ͷ.ʹͺ fs⁄ = Ͳ.ͺ eV, which corresponds to the photon energy of the NIR laser pulses. 

Figure 8.8: The sums of the Fourier 
amplitudes of the 50 selected individual 
spectra comprising the spectra 
displayed in Figure 8.7 for each of the 
four settings of the NIR pulse energy 
show a dominant modulation period ℎ ͷ.ʹͺ fs⁄ = Ͳ.ͺ eV. 
 

From these observations we therefore conclude the observation of ATI from a gold 
nanotip, which has not been published so far. In distinction from the ATI spectra 
reported from tungsten nanotips before [39,40] the modulation contrast amounts up to 
30%, even in the presence of a background, which stems from the featureless one-
colour electron yield, here recorded for a large intrapulse delay (grey curves in Figure 
8.7). Specifically, this modulation contrast is also achieved in the low-energy part of 
the spectra and thereby renders these spectra more atomic-like than the weakly 
modulated ATI spectra observed from tungsten nanotips. There, electron emission was 
assumed to originate from a broad distribution of states near the Fermi level in a one-
step process, as explained in Chapter 4, which is mapped onto the photoelectron 
kinetic energy spectrum and washes out sharp features such as ATI peaks. Here, the 
two-step process appears to result in a different mechanism of photoemission. 

Figure 8.9: The measured integrated two-colour 
electron yield from the apex of a gold nanotip 
increases linearly with the NIR pulse energy. Modified 
from [JR5]. 

 

 

 

A further indication for this stems from the observation, that the integrated two-colour 
spectra reveal an electron count, which depends linearly on the NIR pulse energy. In 
particular, a slope of ܰ = ͳ.ͳʹ ± Ͳ.ͺͶ is measured rather than ܰ =  .ͳ as expected 
from multiphoton photoemission as explained in Chapter 4. This observation is 
indicative of photoemission from weakly bound intermediate states, effectively 
reducing the work function of the gold nanotip. This mechanism would also enable 
access to the strong-field regime and support the occurrence of the strong-field 
phenomenon ATI at the low NIR pulse energies used here. Specifically, they would 
only yield a Keldysh parameter ߛ > ͳ for typical laser parameters characterised in 
Chapter 10, if electron emission had occurred from the Fermi level at ܧி ≈ ͷ.ͷ eV. It 
changes to ߛ ≈ Ͳ. for the lowest NIR pulse energy 0.12 nJ, if electron emission from 
a weakly bound state with, for example, ܧ = Ͳ.ͺͷ eV is assumed. 
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Figure 8.10: Time-resolved two-
colour photoemission. (a) The 
two-colour electron yield decays 
within ~130 fs (~40 fs) for 
positive (negative) delays. Inset: 
A Fourier transform reveals 
beating periods for positive 
delays (VIS precedes NIR). (b) 
Similarly, the two-colour electron 
yield decays within ~120 fs    
(~40 fs) for positive (negative) 
delays in a control measurement 
performed with a different 
nanotip. Additionally, horizontally 
polarised VIS laser pulses were 
applied in this measurement. (c) 
An oscillatory pattern with 
dominant periods of 54 fs for 
positive and 39 fs for negative 
delays persists over a time 
interval of ~200 fs indicating 
photoemission from discrete, 
long-lived intermediate states. 
Modified from [JR5]. 

 
To further investigate the nature of the apparently populated intermediate states, the 
time delay between the VIS and NIR laser pulses was varied. In the measurement 
shown in Figure 8.10a the pulse energies are chosen as 0.30 nJ (VIS) and 0.36 nJ 
(NIR). Under these conditions, a five-fold increase in electron yield is observed in the 
time overlap of both laser pulses. The electron yield decays mono-exponentially with 
a long time constant of ~130 fs for positive delays corresponding to the VIS laser pulses 
preceding the NIR laser pulses and a short time constant of ~40 fs for negative delays. 
Similar decay constants are reproduced as shown Figure 8.10b for a different nanotip, 
for which the pulse energies were chosen as 0.54 nJ (VIS) and 0.48 nJ (NIR). In 
addition, in this measurement horizontally polarised VIS laser pulses were chosen, for 
which no difference to using vertically polarised VIS laser pulses is observed. In this 
case the electron wave packet is more likely driven away from the surface. Yet, the 
enhancement of the electric field is expected to be weak in the VIS spectral range and 
not localised at the apex, as discussed in Chapter 4. Consequently, a substantial part 
of the electron wave packet may still not overcome the attractive Coulomb-like potential 
and become trapped in front of the surface. 

These measured decay times agree well with the lifetimes of the ݊ = ʹ and the ݊ = ͵ 
image potential states estimated from bulk studies [43,221]. They contrast short-lived 
excitations in the gold nanotip such as an electron-hole-pair excitation, which would be 

screened within ݐ = ݏ ⁄ݒ = ݀ √ʹ� ݉⁄⁄ ≈ Ͳ.ʹ fs. Here, ݒ = √ʹ� ݉⁄  is the Fermi 

velocity, � ≈ ͷ.ͷ eV the work function taken to be equal to the Fermi level, ݉ the mass 
of an electron and ݀ = Ͳ.ʹͻ nm the nearest-neighbour distance in gold. The measured 
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long decay times further contrast electron emission from deeper lying surface states 
associated with an electron wave function with a greater spatial overlap with the bulk 
such as the Shockley surface state [203]. 

Figure 8.11: Sums of 50 photoelectron 
kinetic energy spectra recorded at an 
integration time of 100 ms each, both for a 
time delay between the VIS and the NIR 
laser pulses of ȟݐ = Ͳ fs (blue symbols) and ȟݐ = ͵͵ fs (red symbols). The spectra 
display a Gaussian-like shape with a slowly 
decaying high-energy tail and a similar 
modulation with peaks separated by the 
photon energy as the spectra in Figure 8.7. 
The black curves are the experimental data 
low-pass filtered with a cut-off frequency ሺℎ Ͳ.Ͷͳ eV⁄ ሻ−ଵ. Taken from [JR5]. 

 

 
With our extended knowledge of the long lifetime of the apparently populated 
intermediate states, we may now repeat the measurement of photoelectron kinetic 
spectra, which led to the data presented in Figure 8.7, but now as a function of time 
delay. For this, 300 photoelectron kinetic spectra were recorded at an integration time 
of 100 ms each, of which again 50 spectra were selected as before. This procedure 
was carried out both in the time overlap of the VIS and NIR laser pulses as well as at 
a time delay of 33 fs, which is greater than the sum of the measured pulse durations 
of 9 fs (VIS) and 18 fs (NIR). Furthermore, this measurement is conducted with a 
different nanotip. Here, the pulse energies of the laser pulses illuminating its apex were 
chosen as 0.54 nJ (VIS) and 0.42 nJ (NIR). 

As shown in Figure 8.11 the modulation in the photoelectron kinetic energy spectra 
with at least five peaks separated by the NIR photon energy is reproduced, both in the 
time overlap of the laser pulses as before, but now also outside the overlap of both 
laser pulses. In the latter case, the electron yield has decreased by a factor of ~1.7, 
likely due to partial decay of the populated intermediate states. The overall spectral 
shape is similar in both cases, displaying a Gaussian-like shape with a slowly decaying 
tail for higher kinetic energies pointing to a quiver regime rather than a plateau-like 
feature, which would indicate sub-cycle dynamics, as explained in Chapter 4. 

So far, we have concluded the existence of long-lived intermediate states from different 
types of measurements. The next step is now to identify likely candidates for 
intermediate states. For this, the time-resolved measurements shown in Figure 8.10 
hold a further clue. For example, superimposed on the exponentially decaying electron 
yield displayed in Figure 8.10a an oscillatory pattern is measured. A Fourier transform 
reveals periods of 34 fs and 54 fs for positive delays, for which the VIS pulses precede 
the NIR pulses. This oscillatory pattern is even more pronounced in a further 
measurement shown in Figure 8.10c, in which similar periods of 54 fs for positive 
delays and 39 fs for negative delays can be identified, persisting for time delays        
>100 fs. Here, the NIR pulse energy of 0.24 nJ was the lowest of all three 
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measurements displayed in Figure 8.10. This may explain the survival of long-lived 
coherences at the apex of the gold nanotip, which are least pronounced for the highest 
NIR pulse of 0.48 nJ corresponding to the measurement in Figure 8.10b and weakly 
pronounced, but still discernible for an intermediate setting of the NIR pulse of 0.36 nJ 
in the measurement displayed in Figure 8.10a. 

Such a beating pattern is reminiscent of quantum beats observed on extended metallic 
films [41] as explained in Chapter 6 and supports the population of discrete 
intermediate states. It contrasts a mechanism of electron emission from a continuous, 
possibly hot distribution of electrons [28], which might occur on a similar time scale as 
the observed decay constants of the time-resolved electron yield [174,175]. 

 

Figure 8.12: (a) Time evolution of a wave packet initially prepared in a 
superposition of the ݊ = ʹ and ݊ = ͵ states under the influence of a 10-fs NIR 
laser pulse: A freely propagating electron wave packet separates from the bound 
state electron wave packet. After the interaction with the laser pulse the 
superposition state is substantially altered. Modified from [JR5]. (b) The time-
resolved electron yield displays a modulation with a period ߥଶ,ଷ = ͵Ͷ fs given by 
the energy spacing of the states. 

The population of image potential states may further be supported by turning again to 
our time-dependent Schrödinger equation model discussed in Chapter 7. For this, the 
quantum system is now prepared in a superposition of the ݊ = ʹ and the ݊ = ͵ state. 
These states are chosen, because the lifetimes of the ݊ = ʹ and the ݊ = ͵ image 
potential states estimated from bulk studies [43,221] agree well with the observed 
decay times at positive (~ 130 fs) and negative time delays (~ 40 fs). The time evolution 
is calculated by running a Crank-Nicolson algorithm. The outcome of this calculation is 
displayed in Figure 8.12a, in which each line represents the probability density of the 
electron wave function at a subsequent step in time. 

Initially, the electron wave packet alternates between the ݊ = ʹ and the ݊ = ͵  Rydberg 
electron wave functions with a period of 34 fs. Perturbing the quantum system with a 
10-fs near-infrared laser pulse centred at 1600 nm causes a freely propagating 
electron wave packet to split from the bound state electron wave packet. The oscillatory 
motion of the bound state wave function is substantially changed with respect to its 
initial oscillatory motion, indicating an altered superposition state. Specifically, a much 
shorter period, pointing to the population of the lower lying ݊ = ͳ image potential state, 
is seen. In the real experiment, however, this state would not be observed due to its 
extremely short lifetime of ~4 fs [43,221], which is not included in this simulation. 
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Importantly, the time-resolved electron yield shown in Figure 8.12b obtained by 
integrating the time-resolved photoelectron kinetic spectra displays a period of 34 fs, 
which arises from the oscillatory wave packet motion. It compares remarkably well with 
one of the dominant experimentally observed beating periods. It may be linked to the 
predominant population of the ݊ = ʹ and ݊ = ͵ image potential states, while the other 
dominant beating period of 54 fs may point to the simultaneous population of the ݊ = ͵ 
and ݊ > Ͷ states. However, facetting at the apex as discussed in Chapter 7 may lead 
to electron emission from image potential states with slightly different binding energies 
and therefore affect the measured beating periods, which would need to be further 
investigated. Moreover, the occurrence of higher angular momentum quantum 
numbers at the apex of a metallic nanotip as discussed in Chapter 7 points to a more 
complex origin of such quantum beats, which calls for spatially resolving the associated 
wave functions by further experimental techniques such as velocity map imaging 
[228,229]. Moreover, the broadband nature of the ultrashort laser pulses used here 
adds to this complexity, as a huge number of closely spaced states can be excited at 
once. This problem may be resolved by selective excitation of image potential states 
using phase-locked ultrashort laser pulses generated in a TWINS (translating wedge-
based identical pulse encoding system) interferometer [237]. 

A further improvement of the experimental setup concerns the modulation contrast of 
the ATI spectra, which vanishes at longer integration times, such that currently the 
selection of individual spectra recorded a short integration times is required. As 
explained in Chapters 4 and 5, the features of an ATI spectrum critically depend on the 
CEP, both for metallic nanostructures [40] and atomic systems [81]. In particular, the 
final kinetic energy of an electron is determined by the electric field strength at its birth 
time, by which it is subsequently accelerated [38]. As such, the residual shot-to-shot 
CEP instability of ~800 mrad as measured as part of this thesis [JR1], though 
comparing favourably to other systems employing passive CEP stabilisation as shown 
in Chapter 3, will cause a wash-out of sharp features such as ATI peaks. The critical 
dependence on the CEP has also been confirmed by the time-dependent Schrödinger 
equation calculations discussed in Chapter 7. Consequently, these measurements 
need to be repeated with an actively CEP stabilised laser system, which was not 
available as part of this thesis. 

The reduced modulation contrast may also hint at a substructure in the observed ATI 
spectra due to resonant excitation of intermediate states known as Freeman 
resonances as explained in Chapter 5. However, they are not resolvable with the 
photoelectron spectrometer in our current experimental setup. This question may, 
however, be investigated with further experimental techniques as velocity map imaging 
[228,229] or with a delay line detector, which is currently set up as part of another 
project in our group to continue the experimental observations advanced in this thesis. 
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9. Outlook 

9.1. Charge Transfer in Solar Cell Materials 

In this thesis, the ultrafast dynamics of electrons in a single gold nanotip have been 
investigated by two-colour pump-probe spectroscopy. However, ultrafast electron 
dynamics also play an important role in, for example, organic materials [238,239]. For 
example, previous studies in our group on a blend of a light-harvesting, electron 
donating polymer P3HT and an electron accepting fullerene PCBM elucidated several 
aspects of this model system for an organic solar cell material [239]. An atomic force 
microscopy image of this blend has established the structure of this material as an 
arrangement of the polymer and the fullerene into separate domains [240]. Its function 
was then further investigated in an ultrafast all-optical pump-probe spectroscopy 
experiment using a similar NOPA system as presented in Chapter 3. It was found that 
the differential transmission signal displayed as oscillatory pattern with a period of 
about ~23 fs. A theoretical study explained this observation as vibronic coupling 
between electronic and nuclear degrees of freedom enabling charge transfer, 
periodically oscillating on the observed timescale of ~23 fs between the polymer and 
the fullerene. It was suggested theoretically that this charge transfer occurs between 
the lowest unoccupied molecular orbitals (LUMO). To look deeper into this 
phenomenon, it might be interesting to measure the charge transfer directly in an 
experiment. 

Two-Colour Pump-Probe Spectroscopy on P3HT-PCBM with Electrons 

This may be facilitated, for example, by extending the two-colour optical pump-probe 
scheme developed for the investigation of ultrafast dynamics of electrons in a gold 
nanotip to the detection of photoemitted electrons from a P3HT-PCBM sample. In such 
an experiment, one would first excite the HOMO-LUMO transition in P3HT. As in the 
study described before [239] this might be done by one-photon absorption with an 
ultrashort laser pulse centred around 540 nm, which is readily available from the NOPA 
system presented in Chapter 3. The next step would then be to probe electron emission 
from the LUMO, which might be done with a near-infrared laser pulse from the same 
laser system, to which the P3HT-PCBM sample is transparent. As the LUMO is at an 
energy level of ~3 eV, this would be a four-photon process. 

Charge Transfer in a Novel Dyad 

Figure 9.1: Dyad, modified 
from [241]. The chromophore 
and electron donor is a 
diaminoterephthalate, to 
which a fullerene is attached 
as an electron acceptor via a 
pyrrolidine linker consisting 
of ݊ units. 

To enhance the understanding of charge transfer in an organic solar cell material 
between the light-harvesting electron donating part and the electron accepting 
fullerene, a further step from merely observing it would be its control. For this purpose, 
a novel material, shown in Figure 9.1, was synthesised by our colleagues from the 
organic chemistry group of Professor Jens Christoffers [241]. Here, a 
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diaminoterephthalate derivative was selected as the electron donating, light harvesting 
chromophore. This is a fluorescent scaffold, which may be functionalised with up to 
four effector groups [242]. For example, an alkyne or azide group allows for binding of 
the diaminoterephthalate to a protein [243], which might additionally be immobilised on 
a thin gold film by the simultaneous presence of a thiol group as another effector group. 
The fullerene is attached to the diaminoterephthalate via a pyrrolidine linker [241]. The 
length of the linker may be varied and thereby provides a switch to control charge 
transfer. A short linker favours charge transfer from the donor to the acceptor. The 
material should therefore behave like a good solar cell material. In contrast, a long 
linker inhibits charge transfer from the donor to the acceptor. Thus, the optical 
excitation of the donor would more likely decay via the emission of a fluorescence 
photon. Indeed, increasing the linker size from ݊ = ͳ to ݊ = ʹ caused an increase in 
the fluorescence quantum yield from 0.1% [241] to 2%. The chemical synthesis of the ݊ = ͵ compound, which might continue this trend, was, however, not successful so far. 

Optical Properties of the Dyad 

Figure 9.2: Synthetic precursor of the dyad. It 
does neither contain the linker nor the fullerene, 
but is terminated by a phenyl (Ph) ring. 

 

 

Even the synthesis of the ݊ = ͳ dyad proved to be difficult, which was assisted as part 
of this thesis and published in [JR2]. In this synthesis an intermediate step is the 
precursor shown in Figure 9.2. This precursor does neither contain the linker nor the 
fullerene, but is terminated by a phenyl ring. This compound appears red in the solid 
form of a powder and orange when dissolved in dichloromethane. It has a pronounced 
absorption maximum near 485 nm, a fluorescence maximum near 584 nm and a 
fluorescence quantum yield of 3% [241].  

Figure 9.3: Absorption spectra of 
the precursor (green), the 
unstable compound (blue) and 
the stable dyad (red). The spectra 
are normalised to the absorption 
maximum of the precursor near 
485 nm. 

 

 

However, adding the fullerene to this compound caused the pronounced absorption 
maximum to disappear, as shown in Figure 9.3, whereas peaks appeared near                
330 nm and 430 nm. These absorption maxima belong to the fullerene. This 
measurement was an important step in the synthesis of the dyad, because it revealed 
that the initial compound was unstable. The protocol for the chemical synthesis could 
therefore be modified to yield a stable dyad. Here, the absorption spectrum now shows 
both the peaks corresponding to the chromophore and the fullerene. In solution, the 
dyad appears brownish. 
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As can be seen from Figure 9.4, increasing the number of linker units from ݊ = ͳ to ݊ = ʹ does not significantly alter the absorption spectrum in this spectral region. In 
both cases, an absorption maximum near 488 nm is observed. The fluorescence 
spectrum, measured for the dyad with ݊ = ʹ linker units due to its higher fluorescence 
quantum yield, peaks near 583 nm, corresponding to a Stokes shift of 95 nm. It 
therefore resembles the fluorescence properties of the synthetic precursor, with a 
slightly quenched fluorescence quantum yield due to presence of the fullerene moiety. 
This quenching is much stronger in case of ݊ = ͳ linker unit, with the fullerene being 
closer to the chromophore. 

Figure 9.4: Absorption 
spectra of the dyad with ݊ = ͳ linker units (green), ݊ = ʹ linker units (blue), 
and fluorescence spectra 
of the dyad with ݊ = ʹ 
linker units (red) and the 
precursor (magenta). 

 

 
Theoretical Study of Charge Transfer in the Dyad 

An interesting experiment would now be to investigate charge transfer in this novel 
dyad by optical pump-probe spectroscopy similar to the established study of the P3HT-
PCBM blend, but here as a function of linker size. A theoretical study of the dyad 
performed by our colleagues from the group of Carlo Andrea Rozzi based on density 
functional theory (DFT) and its time-dependent generalisation (TDDFT) has already 
elucidated the process of charge transfer in this material [JR2]. First, the optical 
absorption spectrum was calculated and the two experimentally observed excitation 
pathways were confirmed. An optical excitation in the UV would affect both the 
chromophore and the fullerene, while excitation in the visible spectral region may 
selectively excite the chromophore, as desired. Second, it was found that charge may 
oscillate between the chromophore and the fullerene with a period of ~45 fs. However, 
this process is negligible, if the positions of the nuclei are fixed. The aim would now be 
to investigate samples with different linker size and observe an inhibition of charge 
transfer by increasing the linker size. Such an experiment might establish this novel 
dyad as a model system to control ultrafast charge transfer in an organic material. 

9.2. Ultrafast Point Projection Electron Microscopy 

A natural extension of the theoretical considerations presented in this thesis 
suggesting the formation of a train of attosecond electron pulses emerging from the 
apex of a gold nanotip would be its experimental demonstration by ultrafast electron 
microscopy or diffraction [136,137], which was further discussed in the introduction to 
Chapter 4. Here, we will take a closer look on the concept of point projection 
microscopy [33,34], which was realised in our group as part of the ultrafast electron 
microscopy project [JR3]. In such a setup, depicted in Figure 9.5, a metallic nanotip is 
placed in front of a sample, for example, a thin nanowire. Electrons are deflected 
around this nanowire and detected on a phosphor screen behind the sample. The 
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magnification in this setup is essentially given by the tip-sample distance. Decreasing 
this distance increases the magnification. This can be done as long as the focal spot 
of the laser pulse facilitating electron emission from the metallic nanotip does not 
overlap with the sample. After this point the laser intensity enabling electron emission 
from the nanotip must be decreased to avoid undesired excitation of the sample. This 
requires, for example, increasing the bias voltage on the metallic nanotip, eventually 
reaching a regime, in which electron emission becomes a one-photon process [35]. 

Figure 9.5: Schematic illustration of the point 
projection microscopy setup as realised in our 
group as part of the ultrafast electron 
microscopy project, described in the main text. 
Taken from [JR3]. 

 

To solve the problem of undesired sample excitation in a cleaner way one can remotely 
trigger electron emission [JR3],[164,165], as depicted Figure 9.5, and thereby spatially 
separate the focal spot of the laser pulse required for electron photoemission from the 
interaction region of the electrons with the sample. This was achieved by the technique 
of adiabatic nanofocussing [244,245] in our group as part of the ultrafast electron 
microscopy project. Here, a grating coupler is milled into the metallic nanotip to 
overcome the k-vector mismatch between the incident light and the surface plasmon 
polariton (SPP) on the shaft of the metallic nanotip. In this way, the SPP wave packet 
can travel down the shaft to the apex of the metallic nanotip, where it is re-emitted as 
a nano-localised spot of light. This illumination of the apex causes the photoemission 
of electrons just as for direct apex illumination. However, for direct apex illumination 
most of the light misses the apex. A circle with a typical tip radius of 10 nm will have 
an area, which is 10.000 times smaller than a typical diffraction-limited focal spot size 
of radius 1 µm. Thus, a greater efficiency may be achieved using the technique of 
adiabatic nanofocussing, provided that coupling and propagation losses are kept low 
by using a metallic nanotip with a clean and smooth surface as achieved in our home-
built electrochemical etching setup described in Chapter 4. 

Using the femtosecond laser system presented in Chapter 3 it was shown in our group 
as part of the ultrafast electron microscopy project that the electron emission efficiency 
increased by a factor of 50 [JR3]. A proof-of-principle experiment was carried out, in 
which a silver nanowire, fabricated by our colleagues from the optoelectronic organics 
group of Manuela Schiek, was imaged. Electrons were indeed emitted from the apex 
region of the metallic nanotip. Furthermore, the propagation of the SPP wave packet 
along the shaft of the nanotip did not lengthen the pulse duration considerably and the 
plasmon lifetime at the apex was short enough to initiate a 27-fs electron pulse. 

This setup may be extended to prove the generation of a train of attosecond electron 
pulses as suggested in this thesis. In particular, to fully exploit its formation at a 
distance of 23 nm in front of the apex of the gold nanotip in an ultrafast electron 
microscopy setup, a solution might be binding a single molecule such as the novel 
dyad discussed in Section 9.1 to the nanotip or placing another sample such as a 
quantum dot close to it. Especially, for a molecule containing a thiol group, either 
naturally, by chemical synthesis or by point mutation, direct attachment to the nanotip 
may be conveniently realised. One route of exciting the molecule may again be 
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adiabatic nanofocussing [244,245], such that the molecule would be exposed to a low 
light intensity localised to the apex region of the nanotip only. For visible excitation 
wavelengths usually required in organic materials, however, this would require the use 
of silver or aluminium nanotips [246]. Following optical excitation, a redistribution of 
charge may occur within the molecule on an ultrafast time scale, to which an 
attosecond electron pulse would be sensitive. This scheme may further by extended 
to an ultrafast diffraction setup to obtain structural information [31,32,247]. However, 
this may prove extremely challenging due to the low scattering intensity from a single 
or small periodic arrangement of molecules, especially in the ultra-dim electron 
emission operation mode. 

Ultrahigh Vacuum Chamber 

Finally, a technical advancement to increase the lifetime of a gold nanotip and facilitate 
long-term measurements in the ultra-dim regime in such an electron microscopy setup 
was placing it inside an ultrahigh vacuum chamber. This was initiated as part of this 
thesis and successfully embedded and further developed as part of the ultrafast 
electron microscopy project in our group. Using exclusively copper gaskets, an oil-free 
dry-scroll pump and limiting the size of the chamber, a vacuum of ʹ ∗ ͳͲ−9 mbar was 
achieved. This is assisted by avoiding a breadboard at the base plate. Equipment such 
as a phosphor screen to detect photoemitted electrons is mounted directly to the 
flanges. A special feature of this vacuum chamber is a re-entrant window. It allows 
optics such as a Cassegrain objective, which might need regular adjustment, to be 
placed inside the boundaries of a cube defining the chamber, yet outside the vacuum. 
This improved vacuum concept may also be applied to the Rydberg electron 
experiments and might allow for a clearer observation of quantum beats, especially of 
weakly bound image potential states particularly sensitive to their local environment. 

9.3. High Harmonic Generation from a Metallic Nanotip 

The strong-field phenomenon ATI investigated in this thesis is closely linked to the 
concept of HHG, which has enabled the generation of attosecond optical pulses [12,13] 
and opened a pathway to investigate ultrafast phenomena at an unprecedented time 
scale. Most of these methods at the cutting edge of modern attosecond science have 
been established for atomic systems [14-16], while there exists an increasing number 
of experiments to transfer these concepts to solid state materials [17,19,20,22,23]. The 
conceptually new approach involving image potential states suggested in this thesis 
contributes to these developments, as it gives access to electrons originating both from 
a well-defined set of discrete energy levels like in an atomic system and from a well-
defined point-like location like in a solid-state nanotip. In particular, in addition to the 
possibility of an attosecond electron pulse sustained by atomic-like ATI as suggested 
in this thesis a metallic nanotip may also provide a nano-localised solid state source of 
high harmonics [44] and thereby possibly an attosecond optical pulse. The localisation 
to the apex of a metallic nanotip is in stark contrast to a µm-sized gaseous ensemble 
of atoms, in which high harmonics are usually generated in a wide area defined by the 
focal spot of the driving laser pulses. Furthermore, a metallic nanotip may be positioned 
very accurately to investigate a sample of interest. 
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Mechanism of High Harmonic Generation 

In particular, HHG is closely linked to ATI as described by the three-step model [8], of 
which the first two steps are identical to the Simple Man’s Model already explained in 
the context of ATI. The third step, depicted in Figure 9.6, is the recombination of the 
quivering electron with its parent ion during the course of its oscillatory motion, in which 
high harmonic radiation is emitted. This process occurs every half cycle, i.e. with a 
periodicity equal to half of the optical period of the driving laser pulses, that is ܶ௦ ʹ⁄ . 
Consequently, (odd) harmonics spaced by twice the photon energy of the driving laser 
pulses are observed. 

Figure 9.6: HHG. An electron wave packet 
(blue curve) released from an atomic 
potential (black curve) and quivering in the 
oscillatory potential (red curve) created by 
a light field may recombine in each half 
cycle with its parent ion to yield a bound 
state electron wave packet (dashed blue 
curve). In this process, high harmonic 
radiation is emitted in temporal slits spaced 

by half of the optical period of the driving laser pulses, ܶ௦ ʹ⁄ . 

High Harmonics and Attosecond Optical Pulses from Atomic Systems 

High harmonic spectra are characterised by rapidly decreasing low-order harmonics 
followed by a plateau-like distribution of higher-order harmonics [155]. The low-order 
region of the spectrum can be described in the perturbative picture, in which the 
intensity of the harmonics scales with the nonlinearity of the driving multiphoton 
process. The plateau of higher-order harmonics marks the transition into the non-
perturbative strong-field regime, in which the scaling of the intensity of the harmonics 
becomes closer to linear [155]. As the returning electron reaches the parent ion with a 
maximum velocity of ͵.ͳ ܷ, the harmonic spectra terminate at this energy, which is 

known as the high harmonic cut-off [8,9]. 

In the energy domain the process of HHG results in a comb-like distribution of high 
harmonics. Fourier transformation into the time domain would yield a pulse train with 
an individual pulse duration given roughly by ܶ௦ ʹܰ⁄ , where ܰ is the number of 
phase-locked harmonics. This is in analogy to mode-locking [67,115] in a laser cavity, 
in which the constructive interference of phase-locked longitudinal modes results in an 
ultrashort pulse [11,115], as also described in the context of generating ultrashort laser 
pulses in Chapter 3. Provided phase-locking of the high harmonics, attosecond optical 
pulses originate from HHG [12,13]. Nowadays, exploiting HHG the pulse duration in 
the XUV spectral range has been pushed below 100 as [248]. 

High Harmonics from Solid State Systems 

High harmonics may not only be obtained from atomic systems, but also from solids 
[19,22,23]. For example, in a semiconductor the valence and conduction band may be 
seen in analogy to the ground and excited state of an atomic system. Exciting electrons 
from the valence to the conduction band gives rise to a build-up of polarisation. The 
resulting electron-hole pair is driven apart by the strong laser field and eventually 
recombines to yield a harmonic photon. In fact, for ZnO crystal high harmonics up to 
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the 25th order extending well above the band gap have been demonstrated [19]. Their 
non-perturbative character was shown by a decrease in the non-linear dependence of 
the amplitudes of the harmonics for increasing laser intensity, distinguishing their origin 
from other mechanisms of generating higher order harmonics further discussed below. 
Only odd harmonics were observed for parallel alignment of the optic axis of the non-
centrosymmetric uniaxial ZnO crystal with the laser polarisation, whereas also even 
harmonics could be produced by rotating the crystal. This suggests, that the high 
harmonics indeed originated from the periodic bulk solid. Notably, the efficiency did not 
depend strongly on the ellipticity of the laser polarisation. This contrasts the reduction 
in the higher-order HHG efficiency by about two orders of magnitude in atomic systems 
for an ellipticity of only 4%, as the returning electron may miss its parent ion in this way 
[249-251]. It indicates that in contrast to a gaseous medium ionisation and 
recombination need not to occur at the same site in a solid. Furthermore, recent 
unpublished pioneering experiments by the group of Professor Paul Corkum carried 
out on a ZnO diffraction grating with sharp, tip-like bars suggest in their early stages of 
development the generation of odd harmonics up to the 7th order. 

In fact, careful attention has to be paid to the exact mechanism of the generation of 
higher harmonics. Second and third harmonic generation, for example, have been 
observed from a gold nanotip [252] and a gold bow-tie nano-antenna [253]. The origin 
of these low-order harmonics is most likely due to the discontinuity of the bulk at the 
surface, which permits an induced nonlinear polarisation [254,255]. However, for a 
gold bow-tie antenna the observation of high harmonics up to the 17th order has also 
been reported [256]. This experiment sparked a lot of controversy [257]. Instead of 
resulting from high harmonic generation the appearance of extreme-ultraviolet 
radiation was assigned to atomic line emission from noble gases present in the gap of 
the bow-tie antenna [258]. It was concluded, that this incoherent fluorescence process 
is favoured in the enhanced electric field and that the nanoscopic interaction volume is 
too small to sustain the build-up of coherent high harmonic radiation. 

High Harmonics from a Metallic Nanotip 

If such experiments were to be carried out on a single metallic nanotip, a first difficulty 
will naturally arise from the expected measurement signal. Here, a single electron will 
be driven in front of a single nanostructure. In contrast, in HHG from atomic systems 
many atoms from an ensemble contribute to the overall signal, coherently adding up 
high harmonics. This scenario may be transferred to solid state nanostructures, for 
example, by nano-engineering an array of (metallic) nanotips [259]. 

A further challenge is then to prove HHG from atomic-like image potential states as 
presented in this thesis and distinguish it from other processes such as surface 
harmonic generation. The aim would therefore be to observe high-order harmonics, 
which form the plateau part of a high harmonic spectrum, and prove the transition into 
the non-perturbative regime by measuring the intensity dependence of each harmonic 
on the laser intensity as shown in [19]. This would require a dedicated detection setup 
extending far into the ultraviolet region of the spectrum, even if NIR laser pulses from 
the femtosecond laser system discussed in Chapter 3 are employed. 
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Tomography 

If high harmonics are observed at a metallic nanotip, a wealth of new experiments 
currently carried out on atomic systems may become feasible. Especially, high 
harmonics are not only useful for generating attosecond optical pulses, but contain 
valuable information themselves. This allows for a much deeper insight into atomic 
matter, for example, via tomographic imaging of molecular orbitals, as for example 
shown for N2 molecules [14]. This technique is based on the concept that the returning 
freely propagating electron wave packet interferes coherently with the bound electron 
wave function corresponding to the state(s), from which it tunnelled. This process 
generates an oscillating distribution of charge emitting high harmonics. Their relative 
intensity depends on the phase of the electronic states involved, such that the time-
evolution of a bound state electron wave function is mapped onto the harmonic 
spectrum. In extension to the experiments presented in this thesis, this technique may 
be used to gain insight into the nature of wave functions associated with image 
potential states. 

Chronoscopy 

With its ability to gain deep insights into atomic matter attosecond metrology has further 
enabled atomic chronoscopy. This sub-field includes measuring the delay in 
photoemission from different atomic orbitals. In an exemplary experiment neon atoms 
were photoionised with CEP stable sub-200-as XUV pulses. The photoemitted 
electrons were then streaked [260,261] by sub-4-fs infrared pulses and recorded with 
a time-of-flight spectrometer. A delay of ~20 as between photoemission from the 2p 
and the 2s orbitals was observed [16]. Similarly, attosecond chronoscopy may further 
shed light on the migration of an electron wave packet excited inside the bulk before 
its actual photoemission at the surface. Illuminating a tungsten crystal by ~300-as XUV 
pulses and streaking the photoemitted electrons by 5-fs near-infrared laser pulses, a 
delay of ~100 as was found between photoemission of electrons from localised core 
states of the metal and delocalised conduction-band states [17]. In the extension to the 
experiments presented in this thesis, such techniques may be used, for example, to 
distinguish between electron emission from weakly bound image potential states and 
states close to the Fermi level. 

9.4. Coherent Coupling of Nanostructures 

The long lifetimes of image potential states presented in this thesis are a direct 
consequence of the large spatial extent of the electron wave function in front of the 
surface. This particular feature bears a similarity to Rydberg atoms [262], whose single 
outer valence electron orbits its parent nucleus at a large distance, while still being 
bound to it. The associated large electric dipole moment allows for strong interactions 
with nearby atoms, such that high fidelity quantum logic gates have been realised [263-
265]. Access to specific Rydberg atoms, however, requires storing them in relatively 
shallow optical dipole traps, which restricts coherent control by laser excitation. In 
contrast, a sharply etched solid state nanostructure directly provides a nano-localised 
source of Rydberg electrons, which may similarly be used in quantum information 
processing. 

The power of quantum information processing resides in the principles of quantum 
superposition and entanglement [266]. While in a classical computer data is 
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represented by one of the binary numbers 0 or 1, it may be stored in the superposition 
of states in a two-level quantum system. Thus, a register of ݊ entangled qubits holds ʹ quantum states, allowing for parallel processing of data and an exponential increase 
in computational speed. Specifically, the requirements for quantum computing are laid 
out by the DiVincenzo criteria [266]. In particular, a scalable system of well-defined 
qubits and long coherence times exceeding gate operations are necessary. These 
requirements are fulfilled, for example, by trapped ions, atoms in optical lattices and 
superconducting solid-state qubits [267], while the lack of scalability has ruled out NMR 
qubits, with which the first realisation of a quantum algorithm has been demonstrated 
[268]. 

In the case of Rydberg electrons from metallic nanostructures the requirement of 
scalability may be achieved by nano-engineering an array of bow-tie antenna 
structures [253,269], of which each side may additionally be equipped with a grating 
structure as proposed by our group in the context of realising a photonic transistor 
[253,270]. In this way, Rydberg electrons could be prepared in the gap region by 
remotely applying the required laser intensity via the concept of adiabatic 
nanofocussing [244], as explained in Section 9.2. This would avoid directly illuminating 
the gap and thereby separate the preparation laser pulses from the envisaged 
interaction region. 

Figure 9.7: Coherent coupling of nanostructures. 
The probability density of the ݊ = ͵ wave function 
excited in one nanotip on the left overlaps with a 
second nanotip placed on the opposite side. The 
gap size is ~3 nm. The yellow curves mark the 
surfaces of the nanotips. 

 

A first experiment of putting the suggested geometry to work would be the induction of 
an electron current across the gap region of the bow-tie antenna or between two 
opposing nanotips, as depicted in Figure 9.7. For this, one would have to nano-
engineer a gap size matched to the spatial extent of the Rydberg electron wave 
functions. In this way, a Rydberg electron wave packet prepared on one side might 
have a significant probability of dephasing into the other side. 

A further, yet highly advanced experiment would be the realisation of a quantum logic 
gate with Rydberg electrons prepared on either side of the gap. Here, one side would 
act as a control qubit and the other as a target qubit [265]. The length of gate operations 
on the Rydberg electrons located in front of the nanostructures would, however, be 
limited by the lifetime of the populated image potential states, which may limit the 
applicability of this concept in quantum information processing. Nevertheless, as may 
be seen from the experiments suggested in this chapter, Rydberg electrons from 
metallic nanotips provide many fascinating perspectives for experiments both in the 
short term and far-fetched future. 
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10. Appendix 

10.1. In Situ Laser Pulse Characterisation 

In interpreting the outcome of an experiment as presented in Chapter 8 an important 
quantity is the peak electric field strength ܧ of an ultrashort laser pulse. However, in 
an experiment usually its average power is accessible by measuring it with a power 
meter. It is therefore important to relate a measured average power to an electric field 
strength. This requires a characterisation of the ultrashort laser pulse at the site of the 
actual experiment. 

For this, we assume the electric field strength of an ultrashort laser pulse in the time 
domain to be described by a sinusoidal wave, multiplied by a temporal envelope 
function �ሺݐሻ: 
ሻݐሺܧ  = �ሺݐሻ cosሺ߱ݐ + ߮ாሻ 

 
( 10.1 ) 

Here, ߮ா is the carrier-envelope phase, ߱ = ʹ�ܿ �⁄  is the centre carrier angular 
frequency, ܿ is the speed of light and � is the centre wavelength. Assuming a 
Gaussian temporal envelope, this takes the form: 

ሻݐሺܧ  = ܧ cosሺ߱ݐ + ߮ாሻ݁−ଶlnଶሺ௧ �����⁄ ሻమ 
 

( 10.2 ) 

Here, ܧ is the peak electric field strength and �ிௐுெ is the pulse duration, defined as 
the intensity FWHM. 

Assuming linear polarisation, the electric field strength in a plane perpendicular to the 
direction of propagation of the ultrashort laser pulse is assumed to be given by a 
Gaussian spatial profile: 

,ݔሺܧ  ሻݕ = ݁−ଶlnଶቀ√௫మ+௬మ ௪భ⁄ ቁమ
 

 

( 10.3 ) 

Here, ݓଵ denotes the beam waist at FWHM. 

The integration over the temporal and spatial profile of the ultrashort laser pulse then 
gives an expression for the pulse energy ܧ௨௦: 

௨௦ܧ  = ܫ ∬ ,ݔሺܧ] ,ݕ ݐ݀ ݕ݀ ݔ݀ ሻ]ଶݐ = ܫ ∗ �ிௐுெ ∗ ଵଶݓ ∗ ሺ� Ͷlnʹ⁄ ሻଷ ଶ⁄  ∞
−∞  

 

( 10.4 ) 

Here, 

ܫ  = ͳʹ  ଶܧܿ݊ߝ
 

( 10.5 ) 

is the cycle-averaged intensity, where ߝ is the permittivity of free space and ݊ is the 
refractive index, usually taken as ݊ = ͳ for propagation in air. 

Combining Equations 10.4 and 10.5 yields 

ܧ  = √ ߝܿʹ ௨௦�ிௐுெܧ ∗ ଵଶݓ ∗ ሺ� Ͷlnʹ⁄ ሻଷ ଶ⁄  

 

( 10.6 ) 

Here, the pulse energy ܧ௨௦, the pulse duration �ிௐுெ and the beam waist ݓଵ are 

measurable quantities, which will be characterised in the following. 

 



106 

Pulse Energy 

For a pulsed laser system operating at a repetition rate ݂ the measured average 

power ܲ can be converted into a pulse energy ܧ௨௦ by the relationship: 

௨௦ܧ  = ܶ ݂ܲ 

 

( 10.7 ) 

Here, ܶ is a transmission coefficient, which accounts for a possible loss of power from 
the point of measurement to the point of interest. In our experimental setup, the 
repetition rate of the laser system is usually set to ݂ = ͷ kHz and the transmittance 

from the point of measurement to the apex of the nanotip is ܶ = Ͳ.͵. This value arises 
from the following experimental situation. The ultrashort laser pulses are focussed onto 
the apex of a gold nanotip by an all-reflective Cassegrain objective as outlined before, 
which transmits only a fraction of the incident light due to its technical design described 
in Chapter 8. Furthermore, both the gold nanotip and the Cassegrain objective are 
housed in a vacuum chamber. To maintain the vacuum conditions, the measurement 
of the average power is carried out in front of the vacuum chamber. 

Pulse Duration 

The pulse duration �ிௐுெ is determined by an interferometric autocorrelation as 
explained in Chapter 3, but now with the photoemission of electrons as the nonlinear 
process of order ܰ. The measurement signal is fitted to: 

ሻݐሺȟܫ  = |∫ ሻݐሺܧ) + ݐሺܧ − ȟݐሻ൯ே+∞
−∞  ଶ|ݐ݀ 

 

( 10.8 ) 

Here, the pulse duration �ிௐுெ enters via the electric field 

ሻݐሺܧ  ∝ cosሺ߱ݐሻ݁−ଶlnଶሺ௧ �����⁄ ሻమ 
 

( 10.9 ) 

into the recorded signal. However, there are two further parameters, which need to be 
fixed independently, before fitting the pulse duration. One parameter is the nonlinearity ܰ of the photoemission process. The other parameter is the centre wavelength          � = ʹ�ܿ ߱⁄ . 

Centre Wavelength 

The centre wavelength � is determined from the spacing of the fringes. Here,            ���ࡿ = ͲͲ nm for a VIS laser pulse and  ���ࡾ = ͳͷͷͲ nm for a NIR laser pulse yield 
good agreement with the recorded signals, shown in Figure 10.3. The centre 
wavelength can further be supported by the optical spectrum of a laser pulses, shown 
in Figure 10.1. These measurements would yield  �ேூோ = ͳͲ nm and  �ூௌ = ͲͲ nm. 
The slight discrepancy between the centre wavelength of the optical spectrum and the 
fitted centre wavelength for the NIR laser pulse can be explained by a spatial chirp 
resulting from the NOPA and the subsequent DFG process, such that the nanotip 
probes a slightly different part of the laser pulse than the spectrometer. 
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Figure 10.1: Optical laser spectra. (a) The VIS spectrum is centred at 600 nm, 
with a FWHM of 100 nm. (b) The NIR spectrum is centred at 1660 nm, with a 
FWHM of 510 nm. Modified from [JR5]. 

Nonlinearity 

The nonlinearity ܰ of the photoelectron emission process is simultaneously obtained 
while recording the interferometric autocorrelation. Due to interference of the laser 
pulse pair generated in the Mach-Zehnder interferometer the instantaneous laser 
intensity ܫ incident at the apex of the gold nanotip changes as a function of time delay. 
As a consequence, the electron yield changes simultaneously and can be fitted, as 
explained in Chapter 4, to a power law given by Equation 4.9, revisited in this context: 

 ܲሺܫሻ ∝  ேܫ
 

   

 

Figure 10.2: Measured electron yield (blue circles) from the apex of a sharply 
etched gold nanotip as a function of pulse energy on a double-logarithmic plot. 
(a) For illumination of the apex with VIS light the slope of the red line indicates a 
non-linearity of 3.49, obtained by fitting to the data with sufficient electron counts 
(dark blue circles). (b) Likewise, for illumination with NIR light a non-linearity of 
6.04 is deduced. Modified from [JR5]. 

A plot of the electron yield from the apex of a gold nanotip against the measurable 
pulse energy, which scales linearly with the intensity, is shown in Figure 10.2. The fit 
yields good agreement with the experimental data for ���ࡿ = . ૢ ± Ͳ.ʹ͵ for the VIS 
laser pulses and ���ࡾ = .  ± Ͳ.Ͷ for the NIR laser pulses. The nonlinearity for NIR 
illumination is lower than expected due to the possible onset of strong-field 
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photoemission as explained in Chapter 4 despite using a pulse energy as low as 
possible. 

This leaves the pulse duration �ிௐுெ as the only variable parameter in Equation 10.8. 
As can be seen from Figure 10.3, good agreement with the experimental data is 
obtained for ���ࡿ = ૢ �� for the VIS laser pulse and ���ࡾ = ૡ �� for the NIR laser pulse. 
Note, that in this model, possible chirp has not been included.  

 

Figure 10.3: Interferometric electron autocorrelation obtained by illuminating the 
apex of a gold nanotip with (a) VIS and (b) NIR laser pulses. The simulations 
(green curve) yield good agreement with the data (blue and red circles) for a pulse 
duration of 9 fs and 18 fs, respectively. Modified from [JR5]. 

Beam Waist  

Finally, the beam waist ݓଵ needs to be measured. For this, the spatial profile of the 
laser pulse can be mapped out by scanning the apex of the gold nanotip through the 
focal plane of the laser pulse and recording the number of photoemitted electrons at 
each position. For both the VIS and the NIR laser pulses, the experimental data plotted 
in Figure 10.4 shows electron emission confined to an area described by a two-
dimensional Gaussian distribution: 

,ݔሺܧ  ሻݕ = ݁−ଶlnଶቀ√௫మ+௬మ ௪⁄ ቁమ
 

 

( 10.10 ) 

To quantify the extent of this distribution a Gaussian fit to the experimental data was 
performed, both at constant height of the gold nanotip and constant side. The fit yields 
a mean extent of ݓ,ூௌ = Ͳ.ͻʹ µ݉ for the VIS laser pulses and ݓ,ேூோ = ͳ.ͳ µ݉ 

for the NIR laser pulses. As the electron yield ܲ ሺܫሻ ∝  ே, these values need to be scaledܫ

by a factor √ܰ, which was obtained previously. This yields a beam waist (FWHM) �,��ࡿ = . ૠ µm for the VIS laser pulses and �,��ࡾ = . ૡૠ µm for the NIR laser 
pulses. 
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Figure 10.4: Scanning a gold nanotip through the focal plane of the laser pulse 
yields a Gaussian-shaped distribution of electron counts for (a-c) VIS and (d-f) 
NIR illumination. The dashed lines indicate cuts through the data (blue dots), 
which were fitted to a Gaussian distribution (red curves). They reveal an average 
FWHM of 0.92 µm for VIS illumination and 1.17 µm for NIR illumination. 

10.2. Image Correction 

A crucial part of the experimental setup described in Chapter 8 is the acquisition of 
images, on which the position of an electron signal impinging on a phosphor screen is 
recorded. This yields information on the number and kinetic energy of electrons 
photoemitted from the gold nanotip. Each electron signal ideally corresponds to a 
Gaussian spot of light, which is subsequently recorded on a CCD camera. The 
recorded images, however, do not only contain signal from electrons, but also several 
sources of background. To separate the wanted signal from this unwanted 
background, the images are corrected by an image correction procedure outlined in 
this section. This enables the recording of images at a short integration time, such that 
information can be extracted, which might otherwise average out due to, for example, 
residual CEP instabilities of the laser system as discussed in Chapter 7. 

The CCD camera has 1392x1024 pixels. In the following, the 1392 pixels are called 
the energy axis, while the 1024 pixels are called the spatial axis. Integrating over the 
spatial axis corresponds to a photoelectron kinetic energy spectrum. The camera is 
mounted with its energy axis vertical and its spatial axis horizontal. Here, an image is 
always shown in its transposed form, i.e. with the energy axis oriented horizontally and 
the spatial axis vertically. Images recorded by the CCD camera are saved in the uint16 
format. To allow for negative values the images are converted to the double format. 
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Figure 10.5: (a) In the raw image electrons are not visible due to the scaling of 
the colour bar by hot pixels or cosmic rays. (b) Fixing this type of artefact reveals 
the electron signal in the image. 

Hot Pixel Correction 

A typical raw image is shown in Figure 10.5a. No electrons are visible, because in the 
raw image few pixels with comparatively high counts are reported. These pixels do not 
represent electrons, but are either hot pixels of the camera or, for example, due to a 
cosmic ray. They are corrected for by the following procedure. Each pixel is compared 
to its neighbouring pixels. If the value of the pixel exceeds its neighbouring pixels by a 
factor of 2, the pixel is set to the value of its neighbouring pixels. After applying this hot 
pixel correction, the electrons in the image can now be seen in Figure 10.5b. 
Furthermore, it can be identified that the first 150 columns on the left and the upper     
50 rows of the image appear to be less sensitive. As there will never be electrons in 
this region of the image, they will be ignored in the following analysis of the image to 
prevent bias due to these less sensitive regions. 

Background Quantification 

 
Figure 10.6: Histograms of counts (blue circles) for images without electron 
signal, recorded at an integration time of (a) 100 ms and (b) 1 s. The counts follow 
a Gaussian distribution (red curve) with a mean value of about 20 counts and a 
FWHM of about 3.5 counts. 

The next step is to distinguish between signal and background. There are two types of 
background counts [258]. One type of background count has a constant value. An 
example is dark current, which depends on the temperature of the camera and may be 
subtracted from the image. The other type of background count is fluctuating. This 
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corresponds to, for example, dark current shot noise. To quantify this background an 
image without any electron signal is taken. 

Figure 10.6 shows the average of 250 histograms of counts (blue circles) reported by 
each pixel for background images recorded either with an integration time of 100 ms 
(a) or 1 s (b). In both cases the histogram can be fitted to a Gaussian distribution (red 
curve). For an integration time of 100 ms the mean value is 19.99 counts with a FWHM 

of 3.53 counts, which is approximately √ʹͲ as expected for dark current shot noise. 
For an integration time of 1 s both values are slightly higher, i.e. the mean value is 
20.41 counts with a FWHM of 3.89 counts. 

 
Figure 10.7: Histogram of counts (blue circles) for an image with electron signal, 
showing a Gaussian distribution of counts (red curve), with a mean of 20.7 counts 
and a FWHM of 3.6 counts. 

With this information, the background for an image including an electron signal can 
now be quantified. Figure 10.7 shows a histogram of counts for an image with few 
electrons recorded at an integration of 1 s. The histogram is limited to count values 
between 16 and 24 (blue circles). This gives a reasonable quantification of the 
background (red curve) and prevents bias from count values due to electrons. The 
mean value is 20.70 counts and the FWHM is 3.63 counts. The mean value is taken 
as a constant offset. The standard deviation is a measure of the noise. For example, 
99.999% of all counts will fall into the interval defined by 4.5 times the standard 
deviation. Only 0.001*1242*974, that is about 1200 pixel, will have counts outside this 
interval. In this example, this interval is 6.93 counts. This value is taken as a threshold 
value for noise. 

Offset Subtraction 

The analysis of the image has shown that the CCD camera has an offset of 20(+1) 
counts, which is now subtracted from the image. 

Shadow Image Correction 

As can be seen in Figure 10.9 by zooming into an image, the CCD camera has an 
artefact. Each recorded electron is accompanied by a shadow electron. This effect was 
quantified by recording an image with randomly emitted electrons from a pressure 
gauge at an integration time of 100 ms and subtracting the constant offset from that 
image. Then, 69 electrons were manually selected and averaged over. As shown in 
Figure 10.8, it was found, that the shadow electron appears with an amplitude 
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corresponding to -0.1 times the original amplitude at a positon 26 pixels to the right of 
and 1 pixel below the recorded electron. 

 
Figure 10.8: (a) The sum of 69 selected electrons reveals a shadow electron. (b) 
A cut shows, that the shadow electron has a negative amplitude of about 10% of 
the electron signal and occurs 26 pixels to the right and 1 pixel below. 

Therefore, a shadow image is calculated in the next step according to ݁݃ܽ݉ܫሺݔ, ሻݕ =ܽ ∗ ݔሺ݁݃ܽ݉ܫ + ,ݔ ݕ + ሻ with ܽݕ = Ͳ.ͳ, ݔ = ʹ and ݕ = ͳ and added to the original 
image. Thereby, this artefact is reduced considerably, but cannot be fully 
compensated. A comparison between an image with and without this shadow image 
correction is shown in Figure 10.9.  

In Matlab the calculation of the shadow image is performed with the help of the function 
circshift(), which shifts an array circularly, i.e. the last columns and rows will appear at 
the beginning of the image. Therefore, this calculation is done with the full image and 
the first ݔ columns and first ݕ rows of the shadow image are set to zero. These rows 
and columns will never appear in the region of interest. 

 
Figure 10.9: (a) The uncorrected image shows shadow electrons. (b) This artefact 
is reduced by applying the shadow image correction, as can be seen on the 
image with the same scale bar as in (a). 

Cut to a Region of Interest (ROI) 

Now, the image can be cut to the ROI to speed up computation and exclude regions, 
in which there will never be a reasonable electron signal. Usually, the ROI will span 
from pixel 301 to pixel 1392 on the energy axis and pixel 201 to pixel 1024 on the 
spatial axis. 
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Noise Correction 

Now, the noise will be removed from the image. This is done by setting each pixel 
below or equal to the threshold value obtained from the histogram of counts to zero, or 
keeping the value of the pixel otherwise. The result of the noise correction is shown in 
Figure 10.10. 

 
Figure 10.10: (a) After noise correction the counts in the image are predominantly 
due to the electron signal. (b) A magnified region of the image reveals that the 
background counts have been largely removed. 

Isolated Pixel Correction 

As can be seen by zooming into the right part of the image, as shown in Figure 10.11a, 
there are still individual pixels, which are unlikely electrons, if all its four direct 
neighbours are zero. Therefore, these pixels are additionally set to zero. As can be 
seen in Figure 10.11b the image quality can be improved by this procedure even 
further. 

 
Figure 10.11: (a) The image corrected for noise still shows individual pixels, which 
are unlikely electrons. (b) These pixels are additionally set to 0 by applying the 
isolated pixel correction. For better visualisation of the isolated pixels, the colour 
bar has been limited. 

Quantification of an Electron 

After applying this image correction procedure, the region around the light spot induced 
by an electron signal is free of noise, as can be seen by selecting a single spot from 
an image, shown in Figure 10.12a. It can be described by a Gaussian distribution with 
a FWHM of 3.2 pixels. 
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Figure 10.12: (a) An individual electron signal is represented by a Gaussian-
shaped distribution of counts, with its maximum at 26 counts. (b-c) Cuts through 
the image (blue dots), taken at the dashed lines, were fitted to a Gaussian 
distribution (red curves). The FWHM of an individual electron signal is about 3.2 
pixels. 

On the energy axis one pixel corresponds to ȟܧ = ͳͶ.Ͷ meV. Integrated over the spatial 
axis, an electron appears in a kinetic energy spectrum with a width (FWHM) of about ~Ͷ meV peaking at 84 counts, as displayed in Figure 10.13a. Furthermore, by 
analysing 50 selected electrons it is found, that an electron signal corresponds on 
average to about 225 counts on the detector, as shown in Figure 10.13b This allows 
for the conversion of the signature of an electron into the units of counts per eV, as 
displayed in Figure 10.13a such that integration over the energy axis gives the number 
of electrons. 

 

Figure 10.13: (a) Integrated over the spatial axis an electron is described by a 
width (FHWM) of ~46 meV and peaks at ~84 counts or ~26 counts per eV. (b) A 
histogram of the total counts of 50 single electrons yields an average of                
225 counts per electron. Modified from [JR5]. 

10.3. Numerical Implementation of the Schrödinger Equation 

Numerically, the eigenvalue problem of Equation 7.1, i.e. the time-independent 
Schrödinger equation, is efficiently solved using the software package Matlab and its 
internal eigenvalue solver eig() as done in this thesis, provided that the Hamiltonian is 
given in matrix form. For this, the Hamiltonian is discretised by the method of finite 
differences [223]. In this method the first-order derivative is approximated as: 

ݔ߲߲  ߰ሺݔሻ ≈ ߰ሺݔ + ȟݔሻ − ߰ሺݔሻȟݔ  
 

( 10.11 ) 

and consequently, the second-order derivative as: 
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 ߲ଶ߲ݔଶ ߰ሺݔሻ ≈ ߰ሺݔ − ȟݔሻ − ʹ߰ሺݔሻ + ߰ሺݔ + ȟݔሻሺȟݔሻଶ  
 

( 10.12 ) 

Here, ȟݔ is the step size in the x-direction. 

Using the notation ߰ሺݔሻ = ߰, the action of the Hamiltonian on the wave function in 
discrete space can be written as: 

ሻݔሺ߰ܪ  ≈ −ℏଶʹ݉ሺȟݔሻଶ ሺ߰−ଵ − ʹ߰ + ߰+ଵሻ + ܸ߰ 
 

( 10.13 ) 

In matrix representation the Hamiltonian is given by: 

ܪ  = [ܸሺݔଵሻ + ʹܾ −ܾ Ͳ Ͳ−ܾ ܸሺݔଶሻ + ʹܾ −ܾ ͲͲ −ܾ ܸሺݔଷሻ + ʹܾ ⋯Ͳ Ͳ ⋯ ⋯] 
 

( 10.14 ) 

Here, ܾ = ℏమଶ�௫మ. 
One way of verifying the numerical implementation is calculating the stationary electron 
wave functions for the potential of a quantum harmonic oscillator, for which the 
solutions are known analytically [271]. Specifically, the potential is: 

 ܸሺݔሻ = ͳʹ݉߱ݔଶ 
 

( 10.15 ) 

Here, ߱ is the angular frequency of the oscillator. The associated energy levels are: 

ܧ  = (݊ + ͳʹ) ℏ߱, ݊ = Ͳ,ͳ,ʹ, … 
 

( 10.16 ) 

The obtained eigenfunctions were compared to the analytic form: 

 ߰ሺݔሻ = ͳ√ʹ݊! ቀ݉߱�ℏ ቁଵ ସ⁄ expቆ−݉߱ݔଶʹℏ ቇܪ ቆ√݉߱ℏ ቇݔ , ݊ = Ͳ,ͳ,ʹ, … 

 

( 10.17 ) 

with the Hermite polynomials ܪሺݔሻ = ሺ−ͳሻ expሺݔଶሻ ௗ�ௗ௫� ሺexpሺ−ݔଶሻሻ. 
In the simulation, the angular frequency was arbitrarily set to ߱ = Ͳ.ʹͳͷ ∗ ͳͲଵହ s−ଵ, 
such that ℏ߱ = ͳͶͳ.ͻ meV. Figure 10.14a shows the probability density for the first six 
eigenfunctions, plotted on the energy axis at a height corresponding to their associated 
eigenvalues. The eigenvalues are evenly spaced by ͳͶͳ.ͻ ± Ͳ.ͳ meV, with their ground 
state at ܧ = Ͳ.ͻ meV, which is very close to the analytical value ܧ = ͳ.Ͳ meV. 
Figure 10.14b shows the wave function for ݊ = ͳ, which matches the analytical 
solution. 
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Figure 10.14: Harmonic oscillator. (a) The probability densities of the first six 
eigenfunctions are plotted at a height corresponding to their associated 
eigenvalues, revealing equally spaced energy levels as expected for a harmonic 
oscillator potential (blue curve). (b) A comparison between the analytical (red) 
and the calculated (blue) real part of the wave function for ݊ = ͳ yields excellent 
agreement. 

Similarly, in two dimensions the derivatives are discretised as [223]: 

 ቆ ߲ଶ߲ݔଶ + ߲ଶ߲ݕଶቇ߰ሺݔ, ሻݕ ≈     ߰ሺݔ − ȟݔ, ሻݕ − ʹ߰ሺݔ, ሻݕ + ߰ሺݔ + ȟݔ, ሻଶݔሻሺȟݕ  +߰ሺݔ, ݕ − ȟݕሻ − ʹ߰ሺݔ, ሻݕ + ߰ሺݔ, ݕ + ȟݕሻሺȟݕሻଶ  
 

( 10.18 ) 

Here, ȟݕ is the step size in the y-direction.  

Setting ȟݔ = ȟݕ and using the notation ߰ሺݔ, ሻݕ = ߰,, the action of the Hamiltonian on 
the wave function in 2D discrete space can be written as: 

,ݔሺ߰ܪ  ሻݕ ≈ −ℏଶʹ݉ሺȟݔሻଶ (߰−ଵ, + ߰,−ଵ − Ͷ߰, + ߰+ଵ, + ߰,+ଵ൯ + ܸ,߰, 
 

( 10.19 ) 

In matrix representation, and with ߰ሺݔ,  ሻ written as column vector, the Hamiltonianݕ
becomes, here exemplary for ݊×݉ = ͵×͵: 

,ݔሺ߰ܪ  ሻݕ ≈ 

( 
   
  

[  
   
   
Ͷܾ −ܾ Ͳ −ܾ Ͳ Ͳ Ͳ Ͳ Ͳ−ܾ Ͷܾ −ܾ Ͳ −ܾ Ͳ Ͳ Ͳ ͲͲ −ܾ Ͷܾ Ͳ Ͳ −ܾ Ͳ Ͳ Ͳ−ܾ Ͳ Ͳ Ͷܾ −ܾ Ͳ −ܾ Ͳ ͲͲ −ܾ Ͳ −ܾ Ͷܾ −ܾ Ͳ −ܾ ͲͲ Ͳ −ܾ Ͳ −ܾ Ͷܾ Ͳ Ͳ −ܾͲ Ͳ Ͳ −ܾ Ͳ Ͳ Ͷܾ −ܾ ͲͲ Ͳ Ͳ Ͳ −ܾ Ͳ −ܾ Ͷܾ −ܾͲ Ͳ Ͳ Ͳ Ͳ −ܾ Ͳ −ܾ Ͷܾ]  

   
   + ܸ,

) 
   
  

( 
   
   

߰ଵ,ଵ߰ଶ,ଵ߰ଷ,ଵ߰ଵ,ଶ߰ଶ,ଶ߰ଷ,ଶ߰ଵ,ଷ߰ଶ,ଷ߰ଷ,ଷ) 
   
   

 

 

( 10.20 ) 
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with ܾ = ℏమଶ�௫మ. In this way, again a matrix is obtained, which Matlab’s eigenvalue 
solver can deal with. The 2D wave functions are then found by reshaping the 
associated eigenvector. 

For the results presented in this thesis, the calculation of eigenvalues was carried out 
and sped up using the alternative eigenvalue solver eigs(). This function can deal with 
a sparse matrix, which may be stored into computational memory more efficiently, as 
most of its elements are zero. In Matlab, this task is carried out by the function sparse(). 
This allows for using an increased number of data points and hence a finer grid. 
Furthermore, the function eigs() allows for the calculation of a limited number of 
eigenvalues. Here, the option of specifying a concrete number and calculating the 
nearest 250 eigenvalues proved to be the fastest way to cover the region of the 
eigenvalue spectrum containing solutions corresponding to image potential states. 

Again, the numerical implementation was checked with a harmonic oscillator potential, 
for which the solutions are known [271]. In two dimensions, 

 ܸሺݔሻ = ͳʹ݉߱ሺݔଶ +  ଶሻݕ
 

( 10.21 ) 

The associated eigenvalues are 

ೣ,ܧ  = (݊௫ + ݊௬ + ͳ൯ℏ߱, ݊௫ = Ͳ,ͳ,ʹ, …  and ݊௬ = Ͳ,ͳ,ʹ, … 
 

( 10.22 ) 

 

Figure 10.15: (a) First six eigenfunctions associated with a harmonic oscillator 
potential and their associated (degenerate) eigenvalues for a symmetric spatial 
resolution. (b) In the same potential, the first six eigenfunctions appear as 
expected for a slightly asymmetric spatial resolution, with the degeneracy of the 
eigenvalues now broken. 

In this simulation, the numerical grid spanned from -3 nm to +3 nm in both directions, 
discretised into 121x121 points. The angular frequency was again arbitrarily set to      ߱ = Ͳ.ʹͳͷ ∗ ͳͲଵହ s−ଵ. Numerically, the ground state energy eigenvalue                     ܧ, = Ͳ.ͳͶͳͻ eV is equal to the analytical value ܧ, = Ͳ.ͳͶͳͻ eV. The next energy 
levels are then doubly and triply degenerate, as expected. However, the obtained wave 
functions, as shown in Figure 10.15a, do not appear as the expected wave functions, 
but rather represent a linear combination of them. The expected wave functions, shown 
in Figure 10.15b, are obtained by choosing an asymmetric spatial resolution, that is 
changing the number of grid points to 121x123. In this way, one axis is numerically 
preferred over the other. In consequence, the degeneracy is broken. 
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ABSTRACT: Shaping the temporal response of photo-
receptors is facilitated by a well-balanced second messenger
cascade, in which two neuronal Ca2+-sensor proteins operate in
a sequential relay mechanism. Although they share structurally
similar sensing units, they differentially activate the same target
protein. Here, as a prototypical case in Ca2+-mediated signal
processing, we investigate differential cellular responsiveness in
protein conformational dynamics on a nanosecond time scale.
For this, we have site-specifically labeled cysteine residues in
guanylate cyclase-activating protein GCAP1 by the fluorescent
dye Alexa647 and probed its local environment via time-resolved fluorescence spectroscopy. Fluorescence lifetime and rotational
anisotropy measurements reveal a distinct structural movement of the polypeptide chain around position 106 upon release of
Ca2+. This is supported by analyzing the diffusional dye motion in a wobbling-in-a-cone model and by molecular dynamics
simulations. We conclude that GCAP1 and its cellular cognate GCAP2 operate by distinctly different switching mechanisms
despite their high structural homology.

S patial and temporal variations in intracellular Ca2+ signals
are key phenomena in physiological processes like, for

example, fertilization, apoptosis, muscle contraction, and
sensory perception.1−3 A general open question in Ca2+-
mediated signal processing is how physiological specificity is
achieved by unique forms of target interaction and activation.
For example, the ubiquitous Ca2+ sensor calmodulin can adopt
different three-dimensional structures depending on target
binding,2 whereas members of the neuronal Ca2+ sensor (NCS)
protein family share common structural features like EF-hand
Ca2+-binding sites but are more specific in target regulation.3

However, all these signaling pathways have in common that a
Ca2+-induced conformational change in the specific Ca2+ sensor
triggers subsequent protein−protein interaction modes and
different target regulatory features.
Photoreceptor cells are remarkable single photon detectors,

in which Ca2+ transport and Ca2+-sensor systems fulfill key
functions for temporally precise responses. Utilizing the second
messengers cGMP and Ca2+, these cells respond to changing
light conditions on a millisecond time scale.4 Negative feedback
loops further control and shape photoreceptor responses,
thereby involving NCS proteins like guanylate cyclase-
activating proteins (GCAP) that target membrane guanylate
cyclases.5−7 GCAPs harbor three functional EF-hands and

operate in a Ca2+-relay mode fashion in photoreceptor cells,8−10

which is evident by differences in Ca2+-sensing and catalytic
efficiency of target regulation,8−16 electrophysiological record-
ings,9,17 and computational modeling.18

The response to fluctuating Ca2+-concentrations by GCAPs
is assumed to be mediated by conformational changes.11−16 For
GCAP2, this conformational change was found, in an earlier
time-resolved fluorescence study, to reflect a piston-like
movement19 of the α-helix situated between positions C111
and C131. This raises the interesting question of whether the
structurally related GCAP1 protein undergoes a similar or even
identical conformational transition, even though it differs
significantly in its Ca2+-signaling properties. Specifically, one
may ask whether these functional differences are already
manifesting in early stages of Ca2+-controlled protein dynamics.
Previous studies of GCAP1 did not yet conclusively address
those questions. Static studies of tryptophan fluorescence
quantum yield and Ca2+-induced modifications of cysteines
showed conformational transitions without, however, providing
insight into structural dynamics.14,23,24 An amide hydrogen−
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deuterium exchange study indicated movements of the N-
terminal and C-terminal fragment upon Ca2+-dissociation.25

Employing a GCAP1 mutant with an inactive EF-hand 4 in an
NMR spectroscopy approach suggested a remote control
mechanism, in which EF-hand 4 influences EF-hand 1 for
switching the protein form the activator to the inhibitor
state.26,27

Here, we study the conformational dynamics of GCAP1 by
time-resolved fluorescence spectroscopy. Mutants of GCAP1
were expressed with all but one of its four cysteine residues
replaced, checked for functionality, and then site-specifically
labeled with the fluorescent dye Alexa647. The local environ-
ment of the dye was probed by time-resolved fluorescence
spectroscopy in the apo-state and with either Ca2+ or Mg2+

bound to the protein. A major conformation rearrangement of
the polypeptide chain around amino acid position 106 is
revealed upon release of Ca2+. These results are supported by a
wobbling-in-a-cone model analysis and by molecular dynamics
simulations, which overall suggest distinctly different switching
mechanisms for GCAP1 and GCAP2 upon Ca2+ release.

■ RESULTS AND DISCUSSION

Biochemical Properties of Labeled GCAP1 Mutants.
Native GCAP1 contains four cysteine residues at positions C18,
C29, C125, and C106 (Figure 1a). In previous work we
constructed and thoroughly analyzed the biochemical proper-
ties of isolated cysteine mutants of nonmyristoylated (nmyr)
GCAP1 revealing that all mutants are functional.22 In the
present work, nmyr and myristoylated (myr) mutants with one
C left were expressed in E. coli, purified, and biochemically
analyzed. The remaining cysteine in mutants annotated CAAA
(C18), ACAA (C29), AACA (C106), and AAAC (C125)
allowed site-specific labeling with the fluorescent dye Alexa647
(see Table 1). Degree of myristoylation was high for all
mutants as routinely observed for wildtype GCAP1 (88 to
95%). Labeling with Alexa647 was also successful for all
mutants yielding (84 to 95%), except for nmyrC125 and
myrC125, where 78% and 63% were obtained, respectively.
Attachment of Alexa647 did not impair the Ca2+-sensitive
activating properties of GCAP1, since all labeled GCAP1 forms
activated native rod outer segment guanylate cyclase 1 (ROS-
GC1) with similar IC50 values, i.e. defining the free Ca2+

concentration of half-maximum guanylate cyclase activation
(Figure 1b). In addition, we labeled nmyrGCAP1 variants and

determined their Ca2+-sensitive activation profiles. All curves
were similar but shifted to slightly higher free Ca2+-
concentrations (Supporting Information Figure S1). This
difference between the myristoylated and nonmyristoylated
form is a characteristic feature of wildtype GCAP17,27 and
demonstrates that mutants labeled with Alexa647 undergo the
critical Ca2+-dependent conformational changes in a nearly
identical manner as the nonlabeled wildtype protein and,
therefore, are well suited for subsequent fluorescence studies.

Fluorescence Lifetime. For each mutant, the fluorescence
lifetime was measured for the Ca2+-bound, the Mg2+-bound, a
mixed Ca2+/Mg2+ bound, and the apo-state of the protein. A
representative fluorescence decay curve is displayed in Figure
2a showing fluorescence decay of myrC106 in the presence of
Ca2+ (green curve) or EGTA (red curve) and the instrument
response function (blue curve). A biexponential fit results in
equally distributed residuals, indicating a good agreement with
the experimental data.
Such an acceptable biexponential modeling was observed for

all mutants when assuming a fast component ranging from 0.6
to 1.2 ns and a slow component ranging from 1.3 to 2.0 ns.
Typically, the amplitude of the slow component exceeded that
of the fast component by a factor of 3. Therefore, a summary of
deduced lifetimes for the dominating slow component τ1 is
given in Figure 2b, exhibiting similar features for both
myristoylated and nonmyristoylated mutants. Specifically,
fluorescence lifetimes differed significantly among cysteine
positions. The longest fluorescent lifetimes were observed for
the dye at positions C18 and C29 located in the interior of the
protein. In contrast, the fluorescence lifetime was shortest for

Figure 1. (a) Three-dimensional structural model of GCAP1. The position of each cysteine is highlighted. The myristoyl group (yellow) is layered in
a hydrophobic crevice, and the three functional EF-hand motifs have each a bound Ca2+ (magenta). (b) Ca2+-sensitive activation of ROS-GC1 by
myristoylated GCAP1 mutants as indicated. The IC50 values are the following (three to four data sets): 336 nM (Alexa647-labeled CAAA), 529 nM
(Alexa647-labeled ACAA), 832 nM (Alexa647-labeled AACA), and 659 nM (Alexa647-labeled AAAC).

Table 1. Labelling of Myristoylated and Non-myristoylated
GCAP Mutants with Alexa647-C2-maleimidea

myr GCAP nonmyr GCAP

degree of myristoylation
(%)

degree of labeling
(%)

degree of labeling
(%)

CAAA 91.4 90.2 84.5

ACAA 91.0 88.5 89.8

AACA 87.8 95.2 94.9

AAAC 95.1 78.5 63.5
aThe degree of myistoylation for the D6S mutants was determined by
rp-HPLC.
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the positions C106 and C125 corresponding to regions exposed
to the solvent.
Most prominently, binding of either Ca2+, Mg2+, or a mixture

thereof did hardly affect the fluorescence lifetimes. In stark
contrast, in the apo-state, i.e. in the presence of the chelating
agent EGTA, the fluorescence lifetime of the dye increased
significantly at each of the dye positions. This increase in
fluorescence lifetime is most pronounced for dye labeling at
C106. Here, lifetime increases by more than 30% from 1.4 ns
with either Ca2+ or Mg2+ bound to 1.8 ns in the apo-state of the
myristoylated protein.
Fluorescence Anisotropy. Similarly, the fluorescence

anisotropy was measured for each of the eight mutants in
each of the four cation configurations. A representative
anisotropy decay curve is shown in Figure 3a for myrC18 in
the presence of Ca2+ (green curve) or for the apo-state (red
curve). Again, a biexponential model gives a statistical
distribution of residuals indicating a good agreement with the
experimental data for the fluorescence anisotropy of the

protein−dye complex. Therefore, we can identify two distinct
two rotational correlation times, which can be distinguished
into a fast component ranging from 0.43 to 0.82 ns for all
mutants and a slow component ranging from 19 to 43 ns for
the mutants C18 and C29 with the dye located in the interior
of the protein−dye complex. For the mutants C106 and C125
with the dye facing the exterior of the protein, the rotational
correlation times of the protein−dye complex greatly exceeded
the fluorescence lifetime and only lower limits of several
hundreds of nanoseconds could be estimated (results not
shown).
For the mutant C18, the slow component is shown in Figure

3b for all cation configurations. In the myristoylated protein, we
find similar rotational correlation times from 27 to 33 ns in the
case of Ca2+ or Mg2+ binding and a slight increase to 43 ns in
the apo-state. Under all conditions, the rotational correlation
time of the nonmyristoylated protein is significantly faster than
in the myristoylated case, and again the correlation time in the

Figure 2. (a) Representative fluorescence decay curves of the mutant myrC106 in the apo (red) and Ca2+ bound (green) state and corresponding
residuals for biexponentially fitted curves (black). The instrument response function (IRF) is shown in blue. (b) Summary of the high amplitude
lifetime component for all mutants. Each section corresponds to one mutant, either myristoylated (red) or nonmyristoylated (blue), in all cation
configurations. Each data point corresponds to the weighted average of 10 measurements with a weighted fitting error <5 ps. Error bars are smaller
than the data point symbols.

Figure 3. (a) Representative anisotropy decay curves of mutant myrC18 in the apo (red) and Ca2+ bound (green) state and corresponding residuals
for biexponentially fitted curves (black). (b) Summary of the slow rotational correlation time component for the mutant C18, either myristoylated
(red) or nonmyristoylated (blue), in all cation configurations. Each data point corresponds to the weighted average of 10 measurements with
weighted fitting errors ranging from 0.33 to 4.0 ns, depending on excess of rotational correlation time over fluorescence lifetime.
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apo-state is slightly longer than in the case of Ca2+ or Mg2+

binding.
Change in Local Environment of the Dye. The

fluorescence lifetime τ of a dye is related to the local viscosity
η of its environment via τ ∝ ηβ, where β is a positive number.28

In the interior of the protein, the diffusive rotational motion of
the dye is constrained, and the local viscosity of the
environment therefore is large. This gives rise to a
comparatively long fluorescence lifetime. In contrast, an
exposure of the dye to the solvent buffer will reduce the local
viscosity and hence fluorescence lifetime. The observed
pronounced increase in fluorescence lifetime of the dye in
the apo-state therefore necessarily reflects a tighter confinement
of the dye in the interior of the protein than in the Ca2+- or
Mg2+-bound state and thus indicates that the loop region
around position C106 moves toward the interior of the protein,
when GCAP1 releases its Ca2+.
Motional Restriction by Wobbling-in-a-Cone. This

local movement at position C106 is further supported by
analyzing the diffusional dye motion in a phenomenological
wobbling-in-a-cone model (see Figure 4).19,29−31 This model

separates a rapid diffusive rotational motion of the dye within
its local environment from the much slower global rotational
motion of the protein−dye complex and hence naturally
accounts for the two distinct decay times in the experimentally
measured anisotropy curves. The geometric constraint of the
dye motion due to the surface of the protein is taken into
account by restricting the dye rotation to the interior of a cone
with semicone angle

θ = + + −−
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Here, the amplitudes of the fast and slow components, rD and
rG, are the amplitudes of the fast and slow components of the
anisotropy decay.
An analysis of our experimental data within the framework of

this model suggests that at dye position C106 this semicone

angle decreases markedly from 41° in the Ca2+-bound state to
32° in the apo-state of the myristoylated protein. Clearly, a dye
closer to the interior of the protein should be more restricted in
its motion than a dye more exposed to the solvent. Therefore,
the analysis of both our fluorescence and anisotropy measure-
ments strongly indicates a movement of the loop region around
position C106 toward the interior of the protein, when GCAP1
releases its Ca2+. Rebinding of Ca2+ or Mg2+ reverses this
movement. This is consistent with the notion that the binding
of cations to an EF hand loop, where C106 is located, results in
a structural transition from an open conformation in the apo-
state to a more closed conformation in the case of cation
binding. When switching from open to closed conformation, a
covalently bound dye molecule would therefore necessarily
move outward with respect to the protein interior.
In contrast, the diffusional dye motion is similar in all cation

configurations of the mutant C18 but differs strongly between
the myristoylated and nonmyristoylated form. The distance
between the cysteine sulfur in C18 and the end-standing carbon
of the myristoyl group is ∼1.03 nm and is located at the end of
the hydrophobic crevice harboring the fatty acyl chain. One
would expect a larger semicone angle due to larger spatial
freedom, if the myristoyl group is missing. However, we deduce
a reduction in the semicone angle from 26° in the myristoylated
protein to 15° in the nonmyristoylated protein, which is
accompanied by an increase in lifetime by ∼0.1 ns (Figure 2b).
This indicates a movement of the region around C18 into the
hydrophobic pocket, thereby constraining its circular move-
ment.

Global Rotation of the Protein−Dye Complex. Our
anisotropy measurements further indicate that the local
conformational change upon release of Ca2+ or Mg2+ at
position C106 results in an increase in the slow, global
rotational correlation time ϕG, which is directly related to the
hydrodynamic radius rst of the protein by the Stokes−Einstein−
Debye equation

ϕ =
πηr

k T

4

3

st

G

3

B

Here, kBT is the Boltzmann factor and η = 1 mNs/m2 is the
viscosity of water at a temperature T = 293.15 K. In our
measurements, we necessarily probe the rotational motion of
the protein−dye complex. To extract information on the
rotational correlation time of the unlabeled protein, the
presence of the dye molecule must not enlarge the hydro-
dynamics radius of the protein. This requirement is met for a
dye located in the interior of the protein, i.e. for a motionally
restricted dye showing the longest fluorescence lifetimes. From
our fluorescence lifetime measurements, the most suitable
mutant to probe the rotational correlation time of GCAP1 is
C18. The increase in rotational correlation time from 27 ns
(Ca2+-bound) to 43 ns (apo) therefore corresponds to an
increase in hydrodynamic radius from rst = 2.98 ± 0.05 nm
(Ca2+-bound) to rst = 3.48 ± 0.10 nm (apo). This global
enlargement of the mutated protein upon release of Ca2+ agrees
with dynamic light scattering measurements on myristoylated,
wild type GCAP1,32 in which the hydrodynamic radius was
determined as rst = 3.35 ± 0.02 nm for the Ca2+-bound state
and rst = 3.75 ± 0.10 nm for the apo-state.

Molecular Dynamics Simulations. To gain further
structural insights into the local movement at position C106,
as compared to the global enlargement of the protein observed

Figure 4. Semicone angle obtained from a wobbling-in-a-cone model
for mutants C18 and C106, either myristoylated (red) or non-
myristoylated (blue), in all cation configurations. Each data point
corresponds to the weighted average of 10 evaluations with weighted
errors ranging from 0.15° to 0.57°. Error bars are smaller than the data
point symbols.
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upon Ca2+ and/or Mg2+ release, we analyzed the results from a
previous 200 ns molecular dynamics (MD) study33 of
myristoylated GCAP1 in the light of the time-resolved
fluorescence measurements presented here (Figure 5).
Although the dye was not explicitly included in MD
simulations, the biochemical assays performed in this study
(Figure 1b) suggest that the dye exerts only minimal
perturbations to the GCAP1 structure/function.
The analysis of MD trajectories focused on selected regions

representative for those structural elements, in which the dye
was experimentally bound as a probe for the structural
dynamics. At the same time, it allowed us to assess global
dynamical properties of the GCAP1 tertiary structure, which is
characterized by two lobes, each consisting of two EF-hand
regions (EF1−EF2 and EF3−EF4).20

The distance between these lobes is well represented by the
distance between the Cα atoms of D168 and R178, which are
both located in the C-terminal region, but in the two different
lobes. As D168 and R178 form a salt bridge, this distance
remains nearly constant at 1.03 ± 0.02 nm in the apo-state
(Figure 5b) but is dynamically disturbed upon Ca2+ (∼32% salt
bridge presence) or Mg2+ binding (∼72% salt bridge presence)
increasing the distance to 1.38 ± 0.07 nm and 1.31 ± 0.04 nm,
respectively. In consequence, formation of the salt bridge in the
apo-state enables the protein to open up near the Ca2+-binding
sites, which should be accompanied by an increased separation
between the EF-hands.
To elucidate this feature the EF-hand motifs are conveniently

represented by planes, which stand at an angle with respect to

each other. For example, EF1 and EF4 are nearly parallel in the
Ca2+ and Mg2+ bound state (6.8 ± 0.9°) but are significantly
tilted (19.5 ± 1.8°) against each other in the apo-state.
Similarly, the angle between EF3 and EF4 increases from 23.3
± 1.7° in the Ca2+ bound state to 34.8 ± 0.8° in the apo-state
(Figure 5c,d).
Therefore, molecular dynamics simulations point to two

main reorganizing movements in the GCAP1 structure during
the transition from the cation-bound to the apo-state:
decreasing the distance between the two lobes by forming a
salt bridge and a concomitant slight but significant expulsion of
the EF4 region with respect to other regions (EF1 and EF3).
These parallel movements lead to a slight increase in the radius
of gyration of the protein in the apo-state (1.711 ± 0.009 nm)
as compared to the Ca2+-bound state (1.68 ± 0.01 nm) and to
an overall more important increase in the hydrodynamic
volume of GCAP1, which is in agreement with previous
theoretical33 and experimental32 observations. Additionally, the
increased angles between the EF-hand motifs upon release of
Ca2+ open a cavity for the loop region around position C106 to
move toward the interior of GCAP1. Pictorially, this dynamic
process can be illustrated as a “twisted accordion”-like
movement.
The large-scale motions described above are in fact in line

with principal component analysis (PCA) performed on the
whole 200 ns MD trajectory. Analysis of the first two principal
components (PCs) describing the large-scale movements
indeed shows that, in the apo-state, EF1, EF2, EF3, and C-
and N-termini move in a concerted fashion along the direction

Figure 5. Structural descriptors of myrGCAP1 dynamical features calculated on the trajectories obtained by carrying out 200 ns all-atom molecular
dynamics simulations. (a) Cartoon structural model of myrGCAP1 in the Ca2+-bound form with the myristoyl moiety (orange), cysteine side chains
(yellow), Ca2+ ions (green), as well as Cα atoms of key residues belonging to EF1 (blue), EF3 (red), EF4 (purple), and defining the distance
between the N- and C-terminal domains (cyan). (b) Evolution of the distance between Cα of D168 and R178: apo (red), Mg2+-EF2 (blue), Ca2+-
loaded (green). (c) Evolution of the angle between EF1 and EF4: apo (red), Mg2+-EF2 (blue), Ca2+-loaded (green). (d) Evolution of the angle
between EF3 and EF4: apo (red), Mg2+-EF2 (blue), Ca2+-loaded (green).
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of the first PC (Supporting Information Figure S2). Projection
of the concerted trajectories over the second PC of the apo-
state suggests that the loop connecting EF1 and EF2 as well as
the highly flexible 121−133 region and the loops of EF-hands 2,
3, and 4 are collectively moving along the same direction,
orthogonal to that defined by the first PC, which is substantially
in line with the “twisted accordion” model described above. On
the other hand, the first two PCs describing large scale motions
of the Ca2+-bound state of GCAP1 show a concerted motion of
the C- and N-termini and of the highly flexible 121−133 loop,
while the movement along the longitudinal axis of the
“accordion” is much less pronounced.
Summary and Conclusions. In conclusion, our model of a

twisted accordion-like movement for GCAP1 upon a changing
Ca2+ concentration distinctly contrasts the piston-like move-
ment deduced from a previous time-resolved fluorescence study
on its structurally similar cognate GCAP2 (see Figure 6 for a
comparison).18 Recently, another pair of related NCS proteins,
NCS-1 and calneuron-1, was found to differentially modulate
by selective Ca2+ sensing a signaling pathway involving the
heterodimeric adenosine/dopamine receptor.34 Thus, our
results constitute an example of a more general concept
beyond retina specific Ca2+ sensors. Previously, the variability of
target recognition and regulation by NCS proteins despite their
structural similarities has been related in the past to differences
in the number and location of Ca2+-binding sites, in surface
charge distribution, and in Ca2+-sensitive dimeriza-
tion.2,8−11,32,35 Here, we present a new concept, in which
differential cellular responsiveness mediated by two structurally
similar proteins is directly mirrored by a difference in protein
conformational dynamics, which tunes their physiological
specificity.

■ METHODS

Cloning of GCAP1 Cysteine Mutants. The cloning of the single
cysteine mutants of bovine GCAP1, in which three cysteine residues
are replaced by alanine, namely C18AAA, AC29AA, AAC106A, and
AAAC125, was described in detail before.22 To facilitate myristoylation
of GCAP1 variants at the N-terminus, an additional point mutation at
position 6 (D6S) is necessary for creating a consensus sequence for
the yeast N-myristoyltransferase (NMT). It was shown earlier that this
point mutation has virtually no effect on the biochemical and
biophysical properties of wildtype GCAP1.36 Accordingly, we prepared
the D6S mutants employing the following primers 5′-AAACAT-
ATGGGGAACATTATGTCCGGTAAGTCG-3′ and 3′-TTTGAA-
TTCTCAGCCGTCGGCCTCCGC-5′ and used the respective
cysteine mutant as a template. The amplified PCR product was cut
with NdeI and NheI and ligated in an analogous treated template clone.
All sequences were verified by DNA sequencing (LGC Genomics).

Expression and Purification of GCAP1, Wild-Type, and
Cysteine Mutants. GCAP1 mutants were overexpressed in BL21
E. coli cells as described before.8,15,22 In order to myristoylate GCAP1,
mutants cells were cotransformed with the plasmid pBB131 containing
a gene for the yeast (S. cerevisiae) NMT. After cell lysis, the
myristoylated and nonmyristoylated GCAP1 mutants were isolated
from the insoluble fraction.8,15,22 Briefly, the insoluble material was
homogenized in 6 M guanidinium hydrochloride and afterward
dialyzed against Tris-buffer (20 mM Tris-HCl, 150 mM NaCl, 1 mM
DTT pH 7.5). Prior to chromatographic steps, the volume of the
protein solution was reduced by ammonium sulfate precipitation.
Subsequently, the protein was resolved and applied onto a size
exclusion column (Superdex 75, GE Healthcare) equilibrated in Tris-
buffer. Fractions containing the respective GCAP form were further
purified with an anion exchange column (HiLoad 26/10 Q Sepharose;
GE Healthcare) equilibrated in Tris-buffer with 2 mM EGTA.
Chromatography was performed with a gradient of 200−550 mM
NaCl in 40 mL.

The purity of the obtained GCAP forms was verified by sodium
dodecyl-sulfate polyacrylamide gel electrophoresis. The myristoylation
degree of the D6S mutants was determined by a reversed phase HPLC
on a silica based C-18 column (Luna 5 μm C18, Phenomenex).37

Labeling with the Fluorescent Dye Alexa647 and Validation
of Protein Function. GCAP1 mutants with one reactive cysteine
were labeled with the fluorescent dye Alexa647-C2-maleimide (Life
Technologies) using the following protocol: the respective lyophilized
GCAP1 form was dissolved in 10 mM Hepes-KOH pH 7.0 to a final
concentration of 30 μM. The Alexa647 dye was added in 5-fold molar
excess in a final volume of 0.5 mL. The reaction mixture was incubated
for 1−3 h in a light-protected vial at room temperature, before the
reaction was terminated by adding 2 mM DTT.

Removal of the excessive dye was done by passing the reaction
mixture over a NAP5 column (GE Healthcare) equilibrated in
fluorescence buffer (125 mM NaCl, 25 mM Tris-HCl pH 7.4). If
excessive dye was still present, it was removed by dialysis against the
same buffer.

For the calculation of the labeling efficiency, the concentration of
the bound dye was determined by UV−VIS spectrophotometry at 650
nm (ε = 265 000 M−1 cm−1) and the protein concentration by the
Coomassie Blue assay.

A critical point for further use of fluorescence labeled mutants was
the ability to regulate the target guanylate cyclase ROS-GC1. For this
purpose, we isolated membranes from bovine rod outer segments,7,8

providing us with a native ROS-GC1 source. The cyclase activity was
determined as a function of free [Ca2+] exactly as described before.

Fluorescence Lifetime Measurement. Fluorescence lifetime
measurements were performed by time-correlated single photon
counting (TCSPC). A pulsed diode laser (PicoQuant, LDH 8−1−060
with PDL 800) operating at a repetition rate of 6 MHz provided 50 ps
pulses centered at 656 nm and at an average power < 5 μW. Vertically
polarized laser pulses were weakly focused into a microcuvette.
Emitted fluorescence light was collected and focused by a glass
objective (Nikon, NA = 0.7) onto an avalanche photodiode (ID
Quantique 100).

Figure 6. Comparison of the three-dimensional structures of GCAP1 and GCAP2 showing distinctly different switching mechanisms upon Ca2+

release. Structural model of GCAP2 is based on the NMR structure (PDB ID: 1JBA).21
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To avoid anisotropy effects, all lifetime measurements were
performed under magic angle conditions (54.7°). Fluorescence
decay curves I(t) were collected with a timing resolution of 4 ps
(PicoQuant, PicoHarp 300) and fitted with the software FluoFit
(PicoQuant) to an exponential decay model by reconvolution:

∫ ∑= ′ ′ ′τ

−∞ =

− −
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i

n

i

t t
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( )/ i

Here, Ai denotes the amplitude of the decay component with
fluorescence lifetime τi.
The instrument response function (IRF) was recorded with

excitation light scattered from diluted milk and found to have a full
width at half-maximum (fwhm) of about 100 ps.
Our setup yielded a monoexponential decay for free oxazine 1.

However, a biexponential decay was observed for free Alexa647, which
we attribute to a low but nonzero probability for the dye to take an
alternative configuration due to its chemical structure. Reference
measurements of free Alexa647 in the presence of Ca2+, Mg2+, or the
chelating agent EGTA used for the apo-state measurements yielded no
change in fluorescence lifetime.
For each of the four mutants, either myristoylated or non-

myristoylated, and in each of the four cation configurations, we
carried out 10 measurements and calculated the weighted mean x ̅ =
(Σwixi)/(Σwi) with wi = 1/(Δxi)

2 and the overall error as Δx = [1/
(Σwi)]

1/2.
Fluorescence Anisotropy Measurement. For fluorescence

anisotropy measurements, the intensity of fluorescence emission
with a polarization component parallel, I∥(t), and perpendicular, I⊥(t),
to the vertically polarized excitation light was measured. The
fluorescence anisotropy r(t) is then defined as

=
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Here, an instrument parameter G corrects for biased polarization
detection efficiency and was found to be G = (∫ IHV(t) dt/∫ IHH(t) dt)
= 0.95 for our setup.
Anisotropy decay curves were fitted with the software FluoFit

(PicoQuant) to an exponential decay model
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Here, ri denotes the amplitude of the decay component with rotational
correlation time ϕi and r∞ is the steady state anisotropy.
Similar to the lifetime measurements, we carried out 10 measure-

ments for both I∥(t) and I⊥(t), for all mutants and in all configurations,
and calculated the weighted mean accordingly.
Molecular Dynamics Simulations. Molecular dynamics simu-

lations were set up as previously described33 using as a starting
structure the homology model of human mGCAP1 built using Ca2+-
bound chicken mGCAP120 as a template (PDB ID: 2R2I), according
to a procedure previously elucidated.12 Simulated states were modeled
either by removing Ca2+ ions from all three EF-hand binding sites
(apo) or by removing Ca2+ ions from EF3 and EF4 and substitution
with a Mg2+ ion in EF2 (Mg2+-EF2).
MD simulations were performed using the GROMACS 4.6.3

simulation package,38 with the CHARMM27 all-atom force field.39,40

Structures were subjected to energy minimization, 4 ns equilibration,
and 200 ns MD production with an integration time step of 2 fs. See
ref 33 for details. Values reported for distances and angles are mean
values ± standard deviations calculated over the last 10 ns of MD
production.
Analysis of MD Trajectories. MD trajectories generated in

Marino et al.33 were subjected to different analyses. The distance
between the centers of mass of Cα of D168 (belonging to the EF3−
EF4 lobe) and R178 (belonging to the EF1−EF2 lobe) was calculated
over the 200 ns MD time frame with the g_dist function implemented
in the GROMACS simulation package. The angles between the versors

orthogonal to the planes cutting EF1 (represented by Cα Ca2+’s of
W21, E38 and R40), EF3 (represented by Cα’s of Y95, K97 and I115),
and EF4 (represented by Cα’s of T136, E154 and G159) were
calculated over the 200 ns MD time frame with the g_sgangle function
implemented in the GROMACS simulation package, which is based

on the equation cos = ·̂ ̂̂EF EF n n1 4 1 4 and cos = · ̂̂̂EF EF n n3 4 3 4.
Smoothing of distance and angle data plots was performed with the

smoothing function within the SigmaPlot 12 package, by using the
running average module with 10 000 intervals averaging 200 points
each, corresponding to one-hundredth of the points in the original
data set (2 ns frequency).

Principal component analysis was performed using the pca module
of the Wordom software41 by computing progressive comparisons
every 10 ns. Radius of gyration measurement calculated on all protein
atoms was performed using the rgyr module of the Wordom software.
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Figure S1  
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2+

-sensitive activation of ROS-GC1 by nonmyristoylated GCAP1 mutants as indicated. The 

IC50 values are the following (three to four data sets): 1148 nM (Alexa647-labeled CAAA), 

1547 nM (Alexa647-labeled ACAA), 1274 nM (Alexa647-labeled AACA), and 917 nM 

(Alexa647-labeled AAAC). 
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Figure S2 

Analysis of the first two principal components describing 200 ns all-atom molecular 

dynamics simulations of apo and Ca
2+

-bound myristoylated GCAP1. The ribbon structural 

model of myrGCAP1 (showing only the Cα atoms pattern) is colored according to the 

eigenvalues corresponding to the respective principal component in a blue-to-red (0 to 

29.89) scale. The myristoyl moiety is represented in orange sticks, Ca
2+

 ions are represented 

as green spheres, Cα atoms of the residues implied in structural descriptors calculation are 

represented as spheres colored as in Figure 5, namely EF1 in blue, EF3 in red, EF4 in purple 

and residues D168 and R178 in cyan. 
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Abstract: The investigation of fundamental mechanisms taking place on a 

femtosecond time scale is enabled by ultrafast pulsed laser sources. Here, 

the control of pulse duration, center wavelength, and especially the carrier-

envelope phase has been shown to be of essential importance for coherent 

control of high harmonic generation and attosecond physics and, more 

recently, also for electron photoemission from metallic nanostructures. In 

this paper we demonstrate the realization of a source of 2-cycle laser pulses 

tunable between 1.2 and 2.1 μm, and with intrinsic CEP stability. The latter 

is guaranteed by difference frequency generation between the output pulse 

trains of two noncollinear optical parametric amplifier stages that share the 

same CEP variations. The CEP stability is better than 50 mrad over 20 

minutes, when averaging over 100 pulses. We demonstrate the good CEP 

stability by measuring kinetic energy spectra of photoemitted electrons 

from a single metal nanostructure and by observing a clear variation of the 

electron yield with the CEP. 

©2014 Optical Society of America 

OCIS codes: (320.7120) Ultrafast phenomena; (190.4410) Nonlinear optics, parametric 

processes; (320.7110) Ultrafast nonlinear optics; (270.6620) Strong-field processes. 
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1. Introduction 

Ultrafast pulsed laser sources are an important tool to directly observe fundamental processes 

taking place on a femtosecond time scale, such as for example the motion of electron wave 

packets during electronic excitation of atoms or molecules [1] or during chemical processes 

[2]. In recent years, the focus for generating such ultrafast laser pulses has shifted from solid-

state or fiber-based laser oscillators to white-light (WL) generation in bulk material [3, 4] or 

nonlinear fibers [5, 6] followed by parametric nonlinear optical processes. Such schemes have 

been shown to enable generation of few-cycle laser pulses over a wide spectral range from the 

visible to the far-infrared [7]. Wavelength tunability is important because it allows addressing 

or avoiding certain material resonances and, more specifically, to minimize local heating of 

metallic nanostructures by tuning the laser to the red of the onset of interband absorption of 

the metal. Also, wavelength tuning enables a variation of the quiver oscillation period and 

hence provides important control over strong field photoemission processes. Wavelenght-

flexible light sources thus open the path to investigating different fundamental mechanisms 

from electronic excitation via vibrational motion to off-resonance strong-field effects, such as 

high harmonic generation (HHG), attosecond streaking or strong-field tunneling ionization 

[8]. 

In the strong-field regime, the electric field strength rather than the peak or average 

intensity plays a key role. Thus, for very short pulses, the phase of the carrier wave with 

respect to the pulse envelope, also known as carrier-envelope phase (CEP), determines the 

maximum strength of the electric field and has been demonstrated to be of key importance for 

coherent control of HHG and attosecond streaking in gases [9–11]. More recently, similar 

effects have been demonstrated for photoemission from metallic nanostructures: In the case of 

multiphoton ionization, CEP effects are ascribed to changing interferences of electron wave 

packets, which are emitted in subsequent cycles of the driving laser field [12], while in the 

case of strong-field electron emission the changing maximum field strength directly 

influences the electron motion [13]. The latter indicates control of electron motion via the 

laser field and may become an enabling step towards the generation and application of 

attosecond electron pulses. 

Experiments as the ones described above require ultrafast laser pulses with a duration of 

only a few cycles, a wavelength in the near-infrared range, and with a stable CEP. 

Furthermore, the electric field strength must be on the order of the inner-atomic field strength 

to enable tunneling of the electrons through the potential barrier, however, this condition can 

be mitigated by exploiting the field enhancement around metallic nanostructures [14, 15]. 

Noncollinear optical parametric amplifiers (NOPAs) are used since more than a decade. Since 

then, they have been continuously improved to supply high gain over very wide bandwidths 

within the whole transparency range of the used nonlinear crystals [16, 17]. It has been shown 

that NOPAs have the capability of preserving the phase of the amplified light [18, 19], which 

can be used, e.g., to transfer the phase of an actively CEP-stabilized oscillator [20–23]. 

Recently, their ability of providing intrinsic, passive CEP stability has moved into focus [24, 

25]. Such passive, all-optical schemes can be realized in different setups, but they usually rely 

on difference frequency generation (DFG) of two pulses with the same CEP [19, 26–30]. 

Here we present the realization and characterization of a source of few-cycle, passively 

CEP-stabilized laser pulses tunable between 1.2 and 2.1 μm for controlling photoemission 

and motion of electrons by the phase of a strong light field. The approach is based on DFG 

between the output of two NOPAs, which are seeded by the same WL and thus share the 

same CEP (similar to [27]). We achieve a CEP stability better than 50 mrad over time spans 

of seconds up to 20 minutes, when averaging over 100 pulses, which is an excellent long-term 
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CEP stability. The suitability of the CEP-stable laser source for strong-field experiments is 

demonstrated by measuring kinetic energy spectra of photoemitted electrons from a metallic 

nano-taper as a function of the CEP. 

2. Experimental setup 

The experimental setup of the ultrafast pulse source is shown schematically in Fig. 1. 

Coarsely, our system can be grouped into two parallel NOPA stages followed by DFG, and it 

is pumped by a chirped pulse regenerative amplifier system (Spectra-Physics Spitfire Pro XP) 

emitting pulses of 120-fs duration at 800-nm center wavelength with a repetition rate of up to 

5 kHz and a pulse energy of 800 μJ. Our approach is to generate pulses with a broad 

bandwidth (and short duration) at a center wavelength around 600 nm in one stage 

(NOPA#1), and pulses with a narrow bandwidth at 890 nm in the other stage (NOPA#2). 

With this choice of wavelength for NOPA#2 the spectral properties of NOPA#1 are 

transferred to the wavelength region around 1.6 μm by DFG between the pulse trains. 

 

Fig. 1. Experimental setup. The system is based on pulse generation in two NOPA stages 

(NOPA#1, NOPA#2), which are seeded by the same white light generation (WLG) source, and 

subsequent difference frequency generation (DFG) of the two pulse trains. For details, see text. 

A small portion of the pump light, with a pulse energy of 600 nJ, is split off and focused 

into a 2-mm thick sapphire plate to create a stable WL filament (white light generation, WLG 

in Fig. 1). The generated WL spans a spectral range from <450 nm to >1 μm and displays low 

power fluctuations of about 2% RMS. From the dependence of the amplification in NOPA#1 

on the time delay between seed and pump, we estimate a temporal width of the WL of about 

200 fs. By means of a reflective neutral density filter used as a 50:50 beam splitter (BS), the 

WL is split into two replicas, which serve as the seed light sources for the two NOPA stages. 

The major remaining fraction of the available source pulse energy serves as the pump light 

for the NOPAs. To this aim, the pulse train is split into two pulse trains with an energy of 220 

μJ and 260 μJ, respectively, which are frequency-doubled in two 1-mm-thick β-barium borate 

(BBO) crystals cut for type-I phase matching. This results in two pulse trains at a center 

wavelength of 400 nm and with pulse energies of 110 μJ and 130 μJ, respectively. 

In NOPA#1, the spectral components with wavelengths > 650 nm are suppressed by an 

absorptive filter (F1, 2 mm of Schott BG39), and the chirped WL is partially compressed by 

one reflection off a pair of chirped mirrors (CM1, Venteon DCM9) to increase the temporal 

overlap with the pump pulse and hence broaden the spectrum of the amplified beam. The WL 

and the 110-μJ second harmonic (SH) pulse train are noncollinearly overlapped in a 1-mm 

thick BBO crystal cut for type-I phase matching at an angle of 32θ = ° . In order to support a 

parametric gain bandwidth in excess of 100 nm, the internal angle between the SH and the 
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WL is set to 3.7≈ °  [31]. The WL is focused using a spherical mirror with 500 mm radius of 

curvature, and the SH light is focused by a lens of 300 mm focal length. The foci are 

positioned in front of the BBO crystal, such that the beam diameter of the SH and the WL 

inside the crystal are 650 μm and 320 μm, respectively. The peak intensity of the SH is 
11 22.8 10 Wcm−⋅ . The output of NOPA#1, i.e., the amplified WL, is collimated using a second 

spherical mirror with 500 mm radius of curvature. The pulses are subsequently compressed 

by 3 reflections off a second pair of chirped mirrors (CM2, Venteon DCM9) and by 

transmission through a finely adjusted pair of fused silica wedges. 

The seed of NOPA#2 is a fixed narrow-bandwidth pulse, which is extracted from the WL 

by a bandpass filter of 10 nm bandwidth, centered at 890 nm (F2, Thorlabs FB890-10). This 

spectral component and the 130-μJ SH pulse trains are noncollinearly overlapped with an 

internal angle of 2.5° in a 1-mm thick BBO crystal cut for type-I phase matching at an angle 

of 29θ = ° . The two pulse trains are focused by two lenses of 500 mm and 300 mm focal 

length, respectively. Again, the foci are positioned in front of the BBO crystal, such that the 

beam diameter of the SH and the WL inside the crystal are 650 μm and 320 μm, respectively. 

The peak intensity of the SH in the NOPA#2 BBO crystal is 11 23.3 10 Wcm−⋅ . The output of 

NOPA#2 is collimated using a 400-mm focal length lens. 

The output pulse trains of NOPA#1 and NOPA#2 are collinearly combined by a dichroic 

mirror (DM) and are then focused with a spherical mirror with 200 mm radius of curvature 

into a 300-μm thick BBO crystal cut at 30θ = °  for type-II phase-matched DFG. The 

generated DFG pulse train is collimated by a second spherical mirror with 200 mm radius of 

curvature, and the residual input light for the DFG stage is removed by spectral filtering (F3, 

Edmund Optics NT67-299). 

3. Performance of the NOPA-DFG system 

By changing the time delay between the WL and the SH pulse train in NOPA#1, the center 

wavelength of the amplified pulses can be adjusted within the wavelength range between 475 

nm and 675 nm [see Fig. 2(a)]. The selected spectral band of the WL seed light is amplified to 

pulse energies between 0.1 μJ (for the shortest-wavelength spectrum) and 7.6 μJ (for the 

second spectrum from the left, centered at 525 nm). The broadest spectrum has a bandwidth 

of 100 nm centered at 600 nm with a pulse energy of 3.6 μJ. Pulse durations down to 7 fs are 

achieved. 

The second NOPA#2 stage generates pulses with the center wavelength fixed to 890 nm 

[see black curve in Fig. 2(a)] and with a pulse energy of 2 μJ. 

After suitable tuning of NOPA#1, the temporal pulse overlap between the two pulse trains 

in the DFG crystal is adjusted, and the conversion efficiency is optimized by slightly tilting 

the DFG crystal. With the fixed, narrow-bandwidth output of NOPA#2, the wide bandwidth 

and tunability of NOPA#1 are directly transferred to the NIR by the DFG process and result 

in a wavelength coverage from 1350 nm to 2030 nm [see Fig. 2(b)]. For the short-wavelength 

spectrum, centered at 1400 nm, a pulse energy of 220 nJ and a pulse duration of around 30 fs 

are achieved. For the long-wavelength spectrum, centered at 1800 nm, the pulse energy is 70 

nJ and the pulse duration is 20 fs. The broadest spectrum, centered at 1600 nm, yields a pulse 

energy of 110 nJ and the shortest pulse duration. The duration of the NIR pulses is measured 

using interferometric frequency-resolved autocorrelation (IFRAC), which could also be 

described as a collinear FROG and which, like FROG, yields the full information on the 

complex electric field [32]. The IFRAC measurement yields a pulse duration as short as 10.6 

fs [Fig. 3(a)], which is only slightly above the Fourier-limited pulse duration of 10.4 fs. This 

in agreement with the almost flat spectral phase [see Fig. 3(b)] and corresponds to 2 optical 

cycles. 
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Fig. 2. Wavelength tuning of the NOPA-DFG system. (a) Output spectra of the NOPA stages. 

The spectra at 800 nmλ <   are generated by NOPA#1; the wavelength tuning was achieved 

by changing the time delay between WL and pump pulse. The spectrum at 890 nmλ =   is 

the output of NOPA#2. (b) DFG spectra, corresponding to the three center NOPA#1 spectra 

shown in (a). The detected wavelength range is limited at long wavelengths by the spectral 

response of the spectrometer. 

 

Fig. 3. (a) Interferometric autocorrelation trace distilled from an IFRAC measurement of the 

pulses (red curve), recorded at a center wavelength of 1.6 μm and indicating a pulse duration 

of 10.6 fs or 2 optical cycles. The grey curve is a simulated autocorrelation trace, calculated 

from the retrieved electric field strength. (b) The retrieved spectrum (red curve) indicates a 

Fourier-limited pulse duration of 10.4 fs, and the retrieved phase (blue curve) shows a small 

residual chirp. 

As a measure for the beam quality, the DFG output is focused using an 0.5-NA cassegrain 

objective onto a sharply etched gold tip and the electron yield is measured as a function of the 

laser focus position on the tip. Thereby effectively the intensity distribution of the focus is 

measured with a near-field probe. The electron counts are displayed color-coded in Fig. 4 and 

show an even, almost Gaussian-shaped, and slightly elliptical distribution with a full width at 

half maximum of about 0.8 μm in vertical and 0.94 μm in horizontal direction. In these 

experiments, the electron signal scales with the fifth power of the laser intensity, 5N = , and 
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the spot size is inversely proportional to N . The experiment thus points to a diffraction 

limit spot size of about 1.8 μm diameter at the fundamental. 

 

Fig. 4. Electron counts as a function of the position of the laser focus on a gold tip, with the 

electron count depending on the laser intensity to the fifth order. The electron counts form a 

slightly elliptical spot with a diameter of about 0.8 μm in vertical and 0.94 μm in horizontal 

direction. 

4. CEP stability 

Fluctuations of the CEP are measured in an f-to-2f-interferometer [33], realized as a common-

path interferometer. The laser pulses are spectrally broadened to an octave-spanning 

bandwidth by self-phase modulation in an 8-mm thick YAG plate, followed by a 100-μm-

thick BBO crystal for frequency doubling. Interference between the WL and the SH yields 

spectral fringes, whose period is adjusted via changing the position of the filament within the 

YAG crystal. A polarizer is used to project the WL and the SH to the same polarization axis 

and to balance their intensities. The spectral interference fringes are recorded by a 

monochromator equipped with a cooled CCD camera (Princeton Instruments Pro EM512B-

EX), and the CEP is determined by removing high-frequency noise and by extracting the 

phase offset from the filtered fringe pattern. 

In order to fully exploit the capability of the system to generate passively CEP-stabilized 

pulses, we investigated the role of different potential sources of CEP instabilities of the DFG 

pulses in our system. With the goal to isolate such contributions to the over-all instability, we 

measured time traces of different observables that could possibly act as noise sources for the 

CEP measurements and determined the degree of their correlation with the CEP variation by 

calculating the cross correlation function: 

 *( ) ( ) ( )sg s t g t dtφ τ τ
∞

−∞

= ⋅ +  (1) 

Here, ( )s t  and ( )g t  refer to the two time traces that were compared, and τ is the delay 

between them. ( )sgφ τ  was normalized by the autocorrelation functions of ( )s t  and ( )g t  at 

time delay 0τ =  to yield the normalized correlation function: 

 
( )

( )
(0) (0)

sg

sg

ss gg

φ τ
ϕ τ

φ φ
=

⋅
 (2) 

First, we ruled out that the f-to-2f interferometer itself presents a major source of 

instabilities, by varying the DFG pulse energy in front of the f-to-2f interferometer. Only very 

small changes of the spectral fringes were observed. After that, we simultaneously recorded 

time series of spectral fringes and time traces of either the laser SH power (at 400 nm), the 
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DFG power, or the duration or spectral width of the pump pulses. Varying degrees of 

correlations were observed. The highest degree of correlation of (0) 0.87ϕ =  was found 

between the SH power and the CEP variation. Further investigation showed that the SH and 

the CEP fluctuations mainly result from fluctuations in the pump pulse duration. The degree 

of correlation between the pump pulse duration and the CEP variation of (0) 0.75ϕ =  was 

slightly lower [see time traces in Fig. 5(a)]. Both the CEP and the SH intensity show 

nonlinear dependencies on the pump pulse duration: the CEP shifts with the inverse pump 

pulse duration, and the SH intensity is proportional to the square of the inverse pulse duration. 

This results in a lower degree of linear correlation ( )ϕ τ  between the CEP and the pump pulse 

duration on one hand than between the SH and the pump pulse duration on the other hand. 

Using a fast (~400 ms acquisition time) autocorrelator we found that the pulse duration 

changed slowly, on a ~2 s timescale. 

 

Fig. 5. (a) Initial time traces of the CEP (black curve) and of the pump pulse duration (grey 

curve) reveals a high grade of correlation of 0.75. (b) Measurement of the same parameters 

after amplifier modification show a very low grade of correlation of 0.16. (c) Fourier 

transforms of the CEP time traces before (blue curve) and after (green curve) amplifier 

modification show that slow variations in the range of 0.1 to ~3 Hz have been drastically 

reduced. 

Heat management inside the amplifier housing emerged as a likely cause of those 

fluctuations. As a first attempt to improve the pulse duration stability, the amplifier was 

upgraded to the latest Spitfire Ace stability performance, which optimizes heat management. 

After this modification of the amplifier housing we again measured the pulse duration and 

the CEP variation. A substantial improvement of the CEP stability was apparent: Before 

modification, the CEP fluctuations, when averaged over 100 ms, could be as high as ~500 

mrad RMS as shown in Fig. 5(a). With the modified amplifier design, the CEP fluctuations 

were reduced to ~50 mrad RMS. The pump pulse duration fluctuations were reduced from 2.6 

fs RMS to 1.3 fs, and the correlation between CEP noise and pump pulse duration essentially 

vanished [ (0) 0.16ϕ = , Fig. 5(b)]. A Fourier transform of the CEP traces [Fig. 5(c)] shows 
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that mainly slow fluctuations in the range 0.1~3 Hz have been suppressed by the improved 

heat management. 

 

Fig. 6. (a) Interference fringes measured in the f-to-2f interferometer over a time span of 18 

min when averaging over 100 pulses, showing (b) very low residual CEP fluctuations of only 

49.6 mrad. (c) By inserting dispersive material, the CEP can be tuned linearly over 10π. (d) 

shows the power stability of the generated DFG radiation measured over 30 min, with a 

residual instability of about 1%. 

Figure 6(a) shows spectral interference fringes recorded behind the f-to-2f interferometer 

over a period of 18 min. For each spectrum, the integration time was set to 100 ms (100 

pulses at a repetition rate of 1 kHz). The CEP was extracted from these spectra [Fig. 6(b)], 

revealing low residual fluctuations of 49 mrad. This compares favorably with a previously 

reported measurement at a repetition rate of 100 kHz [29], and is an excellent long-term CEP 

stability, especially considering that it is achieved in a completely passive manner. By 

inserting dispersive material in the form of a pair of fused silica wedges, the CEP could be 

controlled and adjusted over a range of 10π [Fig. 6(c)]. 

So far, all characterization has been performed by temporally averaging over a series of 

100 subsequent NOPA pulses and demonstrated the good long-term stability of the NOPA-

DFG system. In order to be able to characterize also the short-term stability, we have also 

measured the CEP fluctuations from one shot to the next. For this, we recorded spectra behind 

the f-to-2f interferometer with the spectrometer exposure time set to 0.9772 ms, and with the 

laser system operating at 1 kHz repetition rate. Figure 7(a) shows a shot-to-shot measurement 

over 20 minutes (1200000 pulses at 1 kHz repetition rate), again displaying the good long-

term CEP stability. Looking at an interval over 1 s [Fig. 7(b)] one can see, however, that there 

is a clear CEP fluctuation discernible between adjacent spectra. For completeness, Fig. 7(c) 

shows the Fourier transform of the CEP recorded over 20 minutes. One can see that the CEP 

noise spectrum displays a minimum at roughly 10 Hz (corresponding to averaging over 100 

pulses), and is slowly increasing towards higher frequencies. 
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Fig. 7. Shot-to-shot CEP stability. (a) Interference fringes of single laser pulses measured in 

the f-to-2f interferometer over a time span of 20 minutes. (b) A zoom of a time span of 1 s 

makes the individual spectra visible, each recorded for a single laser pulse. (c) The Fourier 

transform of the CEP extracted from each spectrum shows the full CEP noise spectrum. 

Thus averaging evidently suppresses high-frequency shot-to-shot fluctuations and 

therefore reduces the effect of CEP fluctuations on the fringes in the f-to-2f interferometer 

[34, 35]. To investigate high-frequency CEP fluctuations in our system, we recorded such 

fringes for different spectrometer exposure times. Five data sets were recorded for exposure 

times varying between <1 and 11 ms. In the fastest measurements, the exposure time was less 

than the time delay between two consecutive pulses rep1/ 1msT f= = . The results of these 

measurements are shown in Fig. 8, with different symbols corresponding to different 

exposure times and the utmost right data point of each set referring to the actual 

measurement. The data points further to the left result from post-processing each data set by 

averaging over 10, 100 and 1000 spectra, respectively, and then extracting the CEP RMS 

noise from the averaged spectra. For example, post-processing the shot-to-shot data by 

averaging over 100 spectra gives a similar result as a measurement with the integration time 

of the CCD camera set to capture 100 pulses. As expected from the law of large numbers, the 

values for the CEP noise reduce with the square root of the number of averaged pulses. Using 

a sensitive CCD camera as detector, we achieved count rates of around 15000 photons per 

pulse and could record spectral interference of single pulses. With this we can ensure that shot 

noise induced phase jitter of less than 10 mrad [36] is not a limiting factor in our 

measurements. Thus, we have measured the shot-to-shot CEP instability with an upper limit 

of ~800 mrad, which compares favorably with shot-to-shot CEP measurements of previously 

reported measurements at repetition rates at 100 Hz and 1 kHz [33, 37]. 
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Fig. 8. Residual CEP instability extracted as a function of exposure time interval. The two 

utmost right data points represent shot-to-shot CEP instabilities. 

We would like to note that the shot-to-shot CEP stability can also be estimated from the 

visibility of the fringe pattern, even when averaging over a larger number of pulses. To 

demonstrate this, we have simulated a large number of interference spectra with variable shot-

to-shot CEP RMS noise. After averaging over 10, 100, and 1000 pulses, the average fringe 

visibility is plotted as the green, the red, and the blue curve in Fig. 9, respectively. In order to 

demonstrate the practical applicability of this method, we have extracted the fringe visibility 

from an experimentally measured f-to-2f interferogram, which was recorded with an exposure 

time of 100 ms (100 pulses). The visibility of the fringe pattern was maximized by balancing 

the intensity and carefully adjusting the spatial overlap of the two interfering spectral 

components. After careful removal of dark counts, the visibility was 0.71, which, superposed 

onto the red curve in Fig. 9, results in a shot-to-shot CEP RMS noise of 826 mrad. This value 

is in excellent agreement with the true shot-to-shot measurements presented in Figs. 7 and 8. 

 

Fig. 9. Fringe visibility as a function of shot-to-shot CEP RMS noise when averaging over 10, 

100, and 1000 pulses as the green, red, and blue curve, respectively. The solid curves are 

simulated data, and the square symbol is from a measured interference pattern, averaged over 

100 pulses. 

In order to demonstrate the suitability of the presented NOPA-DFG system for the 

observation of strong-field effects, we illuminated a sharply etched gold nanotaper with the 

generated NIR, CEP-controlled pulses and recorded electron kinetic energy spectra as a 

function of the CEP. With the pulse energy adjusted such that photoemission is governed by 

above-threshold ionization and the onset of strong-field emission [12, 38], the electron yield 

is expected to depend strongly on the maximum field strength and thus to vary with the CEP. 

Figure 10 shows kinetic energy spectra of electrons that were photoemitted in this regime. 

The graph displays seven spectra, which were recorded, while the CEP was changed by 

inserting dispersive material. Between each pair of consecutively recorded spectra, the CEP 

was increased by CEPϕ πΔ = . The seven recorded spectra can be clearly grouped into two 

sets, as indicated by the red and blue color in Fig. 10. The two sets of spectra are offset with 

respect to each other by a difference in CEP by CEPϕ πΔ = . Integration of the curves yields a 

variation of electron counts of 50% with CEP. 
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Fig. 10. Kinetic energy spectra of electrons photoemitted from a sharp gold tip. The individual 

curves correspond to consecutive spectra that were recorded after the CEP was increased by p. 

The spectra can clearly be grouped into two sets (indicated by red and blue), which are offset 

with respect to each other by a difference in CEP of CEPϕ πΔ = . 

At higher pulse energies, i.e., in the strong-field regime, we expect that the CEP mainly 

influences the field-driven acceleration of the electrons. This was confirmed by observing a 

cyclic variation of the cutoff energy of the kinetic energy spectra. Both observations prove 

that the CEP is sufficiently stable and that the pulse duration is sufficiently short to study the 

influence of the electric field rather than the envelope on photoemission from single 

nanostructures. The experiments on the CEP effect on photoemission from nanostructures in 

the strong-field regime can be found in [13]. 

5. Summary 

In summary, we have realized a NOPA-DFG system as a source of few-cycle, passively CEP-

stabilized NIR laser pulses. The system consists of two NOPAs, which are seeded by the 

same WL, followed by DFG between the outputs of the two NOPAs. The DFG output is 

wavelength-tunable between 1.2 and 2.1 μm and supports pulses as short as 2 cycles. 

Due to the design of the system, the DFG output pulses are intrinsically CEP-stable. 

Furthermore, in order to reduce technical noise sources and thus to fully utilize this high 

potential for CEP stability, we have investigated different potential sources of CEP 

fluctuations. Thereby we have identified thermal fluctuations of the air within the amplifier 

housing as a major source, which we have suppressed successfully by improving heat 

management in the amplifier. This resulted in low residual CEP fluctuations of <800 mrad 

RMS from shot to shot, and of <50 mrad when integrating the spectra over 100 ms. 

Finally, we have demonstrated the suitability of this pulsed laser source for electron 

photoemission from single metal nanostructures. The pulse duration was sufficiently short 

and the CEP sufficiently stable to clearly show a CEP dependence of electron photoemission. 

We believe that the development and handling of such dedicated, ultrashort pulsed laser 

sources is a key to observe and understand the motion of electron wave packets in solids, e. g. 

during electronic excitation or charge transfer processes in natural and artificial light 

harvesting structures. 
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Introduction (148 words): 

In gaseous media, the ultrafast acceleration of electronic wavepackets in strong laser fields 

results in spectacular phenomena such as above-threshold-ionization1-3 or high harmonic 

generation4-6 and lies at the heart of modern attoscience7,8. In condensed matter, metallic 

nanotips9 have recently emerged as model systems for exploring strong-field phenomena in 

single nanostructures10,11. Signatures of above-threshold-ionization have been observed, but 

so far they have remained weak12,13 since electrons are emitted from a continuum of states 

near the Fermi level. Here, we demonstrate atomic-like photoemission up to the 12th photon 

order from a single gold nanotip. This is achieved by storing photoelectrons in a set of 

discrete, long-lived image potential states14-16 and driving them by a strong near-infrared laser 

field, locally enhanced at the tip apex. This approach bridges the gap between atomic strong 

field science and solid-state nanostructures and paves the way toward the controlled 

generation of nanolocalized, attosecond electron pulses. 

 

Main text (2485 words): 

When exposing an atomic system to a strong laser field, an electronic wavepacket is launched, 

from a discrete bound state, into continuum states within a fraction of an optical cycle. It is 

then accelerated within the spatially homogeneous and temporally oscillating field of the laser 

and partially released from the atom near the outer turning points of its oscillatory motion. A 

small fraction of the returning wavepacket recombines upon passing the parent ion, emitting 

high harmonic radiation (HHG)4,8,17. This periodic motion continues until the end of the 

driving field and self-interference of the released electron wavepacket gives rise to broadened 

photoelectron (PE) kinetic energy spectra, modulated at the period of the photon energy and 

extending to high photon orders. Hence, this above threshold ionization (ATI) spectrum1-3 is a 

direct signature of an attosecond electron pulse train whereas the HHG spectrum reflects the 
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emission of attosecond optical pulses5,7. As such ATI and HHG have led, e.g., to 

measurements of the absolute phase of light pulses18 and to new coherent sources of short-

wavelength radiation6, and have become cornerstones of attosecond atomic and molecular 

science. 

 

Even though these strong-field phenomena are now well established, their counterparts in 

condensed matter systems have long defied experimental observation. Only recently, efficient 

HHG has been achieved in bulk semiconductors, e.g., by driving electron-hole pair 

polarizations in strong mid-infrared fields19,20. ATI on solid state surfaces has been limited to 

low photon orders21,22, possibly due to the low damage threshold of the surfaces. Higher ATI 

photon orders have been demonstrated by making use of optical field enhancement at sharp 

metal tips. These signatures are, however, comparatively weak since electrons are released 

from a continuum of states near the Fermi level12,13. Since nanotips are interesting model 

systems for strong field phenomena10,11 and serve as point-like sources for ultrafast electron 

and light pulses9, with applications in ultrafast microscopy23,24 and diffraction25, it is 

important to gain control over ATI from such nanotip sources to bring their time resolution to 

the attosecond regime.  

 

Conceptually, current limitations in nanotip ATI may be overcome by using strong-field 

photoionization from discrete, atomic-like states rather than continuum states. At extended 

metallic surfaces16 such states exist in the form of long-lived image potential (IP) states14,15 

that arise from the Coulomb attraction between an electron released from the metal surface 

and its own image charge. So far, however, such IP states have never been observed for a 

single metallic nanostructure.  
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Here we report the first observation of atomic-like ATI from a single, sharp gold nanotip. In 

two-colour pump-probe photoemission experiments we excite long-lived Rydberg electron 

wave packets in front of the tip surface and, for the first time, induce strong-field 

photoemission from these discrete surface states. This bridges the gap between attosecond 

physics in atomic and condensed matter systems. 

 

Strong field phenomena in photoemission are generally observed whenever the 

ponderomotive kinetic energy ( ) ( )2 2/ 4P locU eE mω= , that is gained by an electron moving in 

an oscillating electromagnetic field at angular frequency ω  and with local field strength locE , 

exceeds its binding energy bE to the ionic core, or if the Keldysh parameter / 2b pE Uγ =  

approaches or becomes less than 1. In all previous experiments on metallic nanostructures, 

photoemission was induced from a continuum of bound states near the Fermi energy and 

hence bE  approximately matches the work function of the metal, e.g., 5.5 VeΦ =   for gold26. 

In contrast, the idea here is to induce strong field emission from discrete, weakly bound states, 

close to the ionization continuum and with binding energies 1 VbE e<  . For this, we first 

prepare these states by multiphoton absorption of electrons near the Fermi sea and then 

photoionize them by a second, strong laser pulse. By choosing 2b PE U< < Φ  we prevent 

strong field photoemission from the large background of continuum states while strongly 

driving electrons in weakly bound states.  

 

Experimentally, we illuminate a sharply etched gold nanotip with a radius of curvature of 

~10 nm by a phase-locked pair of precisely timed dichromatic femtosecond laser pulses 
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(Fig. 1a). The pulses are focused to a few micron-sized spot at the apex of the tip (Fig. 1b) 

using an all-reflective objective. Electrons in the tip are excited by a ~ 9 fs visible (VIS) laser 

pump pulse centred at a wavelength of ~ 600 nm. This pulse is linearly polarized 

perpendicular to the taper axis, and its peak intensity is adjusted to the precise onset of 

photoemission. At this wavelength, interband absorption in gold largely suppresses field 

enhancement and localization at the apex and photoemission is reached at a pulse energy of

1 nJ<  . The VIS pulse is followed by an ~ 18 fs   near-infrared (NIR) pulse with a centre 

wavelength of ~ 1600 nm   to induce strong field photoionization. The NIR pulse is polarized 

along the taper axis and hence its electric field is largely enhanced, by approximately a factor 

9f ≈ , in a 10-nm region around the apex due to the strongly curved surface of the nanotip 

(Fig. 1c) 11. NIR pulses with energies of up to 0.3 nJ and peak field amplitudes 0E  of up to 

1.1 V/nm are used. At the tip apex, these fields are enhanced to local field strengths of up to 

0locE f E≈ ⋅  ~ 10 V/nm, well within the strong field regime. The pulse durations of these 

incident pulses are measured directly by inducing multiphoton electron emission from the 

taper apex and recording interferometric autocorrelation traces (Figs. 1d, e).  

 

To explore strong-field photoemission from the gold tip, kinetic energy distributions of the 

released electrons are measured with a photoelectron spectrometer (PES). When using a 

single NIR pulse of variable intensity, we observe the now well-established transition from 

multiphoton to subcycle photoemission10,11 with broadened, plateau-like spectra at high pulse 

energies that are characteristic of the subcycle regime (Fig. S8). In contrast, distinctly 

different spectra are recorded when illuminating the tip with time-overlapping VIS and NIR 

pulses (Fig. 1f). For a VIS pulse energy of 0.75 nJ, well within the multiphoton regime and a 

NIR energy of 0.12 nJ, corresponding to an apex field strength of about 0 6.5 V / nmf E⋅ =  , 

we observe markedly modulated spectra with seven emission peaks, equally separated by an 
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energy close to the NIR photon energy of 0.78 eV. When increasing the NIR energy while 

keeping that of the VIS pulses constant, the kinetic energy spectra broaden and strongly 

modulated spectra develop, showing up to 12 distinct peaks separated by the NIR photon 

energy. The modulation contrast is between 20% and 30%, even in the presence of the 

featureless one-color background (grey curves, recorded for a large interpulse delay). The 

integrated spectra yield a total electron count which increases roughly linearly (with a slope of 

1.12 0.84± ) with the NIR intensity (Fig. S3). This is in stark contrast to the 7th order 

nonlinear dependence expected in the multiphoton regime from the work function of gold11,26 

of ~5.5 eV  and an additional clear signature of strong-field photoemission10,27.  

 

These spectra are distinctly different from single-pulse ATI spectra recorded earlier from 

tungsten nanotips12,13. The single-pulse spectra show a much reduced contrast of the lowest 

order peaks and a strong suppression of the emission from higher order peaks in the plateau 

region. Those ATI measurements have been interpreted in terms of strong field photoemission 

from conduction band states in the metal with energies close to the Fermi level. In contrast, 

the appearance of sharp ATI peaks is well known from atomic and molecular systems8, where 

electrons are released from a (series of) discrete, bound state(s).  

 

This makes it likely that the ATI spectra in Fig. 1f can also be related to ionization of discrete 

electronic states of the nanotip, transiently populated by the VIS excitation pulse. Inherent 

candidates are adsorbate states at the metal surface, surface states, or IP states. For the latter, 

the interaction between the released electron and its image charge in the metal results in a 

Coulomb-like binding potential. Such IP states are known from photoemission16,28 and 

scanning tunnelling spectroscopy29 studies of planar metal surfaces. The Coulomb potential 
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gives rise to a Rydberg-like series of states with main quantum number n  and binding 

energies of a few hundred meV, scaling as 21/ n . Their wavefunctions are mainly localized a 

few nanometres outside the surface (Fig. 2a). Their weak overlap with the metal results in 

comparatively long lifetimes, ranging from few fs to several hundred fs scaling with 3n .  

 

So far, little is known about the existence and properties of such IP states at the surface of 

metallic nanoparticles such as our gold nanotip. We therefore first estimate their static 

properties by a solution of the two-dimensional (2D) Schrödinger equation. We model the tip 

as a periodic array of binding potentials, confined within a hyperbolic surface and matched to 

a Coulomb-like potential that accounts for the image potential (see SOM for more information 

about the model). In the absence of a laser field, this potential leads, in addition to those 

electronics states that are localized within the metal tip, to a series of weakly bound electron 

wavefunctions which are predominantly located outside the tip and confined to its apex 

(Fig. 2b). Their projections onto the taper axis are very similar to the well-known, one-

dimensional (1D) case (Fig. 2a). To simulate strong-field photoionization dynamics in such IP 

states, we solve a 1D time-dependent Schrödinger equation (1D-TDSE). We initially prepare 

the system in the 2n =  Rydberg state, mimicking the action of the VIS pulse, and then 

subject the system to the spatially localized and temporally varying electric field induced near 

the apex by the a strong ~ 25 fs NIR pulse. The decay length of the optical near field is similar 

to the extent of the bound state, and hence the electron is driven by a field with a strong 

spatial gradient, reducing the probability for recollisions10,30. As a result, the electron 

wavepacket is periodically accelerated by the few-cycle excitation pulse and, once per cycle, 

splits into a bound wavefunction and a freely propagating electron wavefunction (Fig. 2d). 

The time structure of the released wavepacket is modulated with the laser period of 5.3 fs and 

changes slightly over the course of the propagation. At fixed positions, an attosecond pulse 
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train with a subpulse duration of 790 as is created (Fig. 2e). Self-interference of the released 

wave packet results in PE kinetic energy spectra displaying distinct ATI peaks separated by 

the NIR photon energy (Fig. 2f). Both the width of the spectra and the number of ATI peaks 

increase with electric field strength, in reasonable agreement with experiment.  

 

To support the choice of the model potential, which inevitably has a pronounced effect on the 

electron dynamics, we calculated an effective, 2D Kohn-Sham potential using density 

functional theory (DFT). We model the nanotip as a hyperbola filled with a jellium 

background charge density that is set to decay smoothly into the vacuum to produce 

Coulomb-like asymptotics in the Kohn-Sham potential. The jellium tip hosts around 5000 

electrons, which indeed results in an effective potential with a work function of ~5.5 eV. Also 

in this potential, a series of Rydberg-like electron states with binding energies of few tens to 

few hundred meV is found. The electron density of these states is mostly localized in front of 

the tip apex (Fig. 2c). As such, the DFT calculations confirm the existence of Rydberg-like IP 

states near the apex of the gold nanotips.  In general, the wavefunctions show a more complex 

structure and extend further away from the tip surface than predicted for the model potential 

in Fig. 2b. To simulate strong-field photoionization, we place a single active electron (SAE) 

in the excited bound state shown in Fig. 2c, emulating the effect of the VIS pulse, and 

calculate the temporal dynamics of the light-driven electron density driven by the NIR probe 

pulse (see Movie S1). The resulting PE spectra (Fig. 2g) are very similar to those derived 

from the effective model potential (Fig. 2f).  

 

Both models support strong-field photoionization of IP states as the origin of the ATI spectra 

in Fig. 1f. To validate this finding, we performed time-dependent two-colour photoemission 

experiments with weak NIR probe pulses (Fig. 3a). This suppresses ATI and gives rise to 
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spectrally narrow PE spectra, characteristic for the multiphoton regime. Photoemission 

persists for time delays of more than 100 fs, and shows characteristic beatings of the emission 

intensity, with periods of 54 fs for positive (VIS precedes NIR) and 39 fs for negative delays, 

respectively. The observed beating pattern is quite complex and sensitively depends on the 

excitation conditions. This can be seen in the time trace in Fig. 3b, showing distinctly 

different decay times at positive time delays (~ 130 fs) and negative delays (~ 40 fs). These 

lifetimes agree well with the lifetimes of the 2n =  (30 fs) and 3n =  (110 fs) IP states 

estimated from bulk studies26.  The rather complex quantum beating contains multiple Fourier 

components and is qualitatively quite similar to that observed in two-photon photoemission 

studies of IP states at bulk surfaces16,28. In those studies, however, ATI signatures have never 

been observed, possibly due to the lack of local field enhancement.  

 

Both simulation methods can nicely account for the complex quantum beating observed 

experimentally. In 1D-TDSE simulations (Fig. 3c), the electron wave packet is initially 

prepared in a coherent superposition of Rydberg states 2n =  and 3n =  and photoionized by a 

strong, time-delayed 10-fs NIR pulse. The resulting time-dependent PE spectra (Fig. 3d) then 

display a clear beating with a period of ( )3 2/ 34T h E E= − =  fs, given by the energy splitting 

between the two states, close to one of the dominant, experimentally observed beat periods.  

 

More complex beating patterns arise when preparing the electronic wave packet in a 

superposition of four excited states in the DFT-based SAE model. Here, both the delay-

dependent PE spectra (Fig. 3e) as well as the total electron count rate (Fig. 3f) display multi-

period beating patterns with their periods matching the three beating frequencies observed in 

the experiment (inset of Fig. 3a). Taken together, these arguments provide strong support that 

the ATI peaks in Fig. 1f are indeed induced by strong-field ionization of a coherent 
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superposition of long-lived IP states, in which photoexcited electrons undergo a persistent 

orbit-like motion in front of a sharply curved metallic surface.  

 

In summary, our results suggest that atomic-like ATI spectra of solid-state nanostructures can 

be observed by strong-field photoionization of long-lived, weakly bound states with rather 

long dephasing times such as image potential or, potentially, adsorbate states. Such spatially 

localized surface states thus offer exciting possibilities for transferring well-known concepts 

from strong-field atomic physics to solid state nano-devices. Specifically, attosecond electron 

pulses can be controllably generated from single metallic nanotips with high yield, providing 

an intriguing new source for ultrahigh time-resolution electron microscopy, in particular in 

conjunction with recently developed diffractive-imaging, point-projection methods24,31. 

Strong-field coherent control of the electronic motion in such Rydberg orbits can offer a 

conceptually new approach towards high harmonic generation from metallic nanostructures 

while the enormous spatial extent of these quantum states might be of interest for the coherent 

coupling of neighbouring nanoparticles.  
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Methods (582 words) 

Tip fabrication.  Single-crystalline gold nanotips were fabricated from polycrystalline gold wires 
(99.99%) with a diameter of 125 µm (commercially available from Advent Research Materials). After 
cleaning in ethanol, the wires were annealed at 800 °C for 8 h and then slowly (over another 8 h) 
cooled to room temperature. These annealed wires were then electrochemically etched in HCl (aq. 
37%). For etching, rectangular voltage pulses with a frequency of 3 kHz and a duty cycle of 10% were 
applied between the wire and a platinum ring serving as the counter electrode. The tip shape was 
inspected by scanning electron microscopy. 

Generation of synchronized dual-colour ultrafast pulses. Spectrally tunable, few-cycle VIS and 
NIR pulses were generated by two non-collinear optical parametric amplification (NOPA) stages 
followed by difference frequency generation (DFG). Such pulses are derived from a Ti:sapphire 
regenerative amplifier (Newport, spitfire pro) with a pulse energy of 0.5 mJ, duration of 120 fs, 
repetition rate of 5 kHz and centre wavelength of 800 nm. The output of one of the NOPA stages 
directly serves as the source of 600-nm VIS pulses in the dual-colour pump-probe scheme, while DFG 
between the output pulses from these two NOPA stages delivers the 1600-nm NIR pulses.  

The output pulses of the Ti:sapphire amplifier were split into three parts to form the pump sources for 
white-light generation and, after frequency doubling, for the two NOPA stages. White light was 
generated in a 2-mm thick sapphire plate and split into two parts, each part overlapping with a pump 
pulse in one of the NOPA stages. Each NOPA stage consisted of a 1-mm thick, type I beta-barium 
borate (BBO) crystal cut to sustain amplification from 540 nm to 650 nm (for the VIS pulses), and 
from 870 nm to 890 nm, respectively. Both output pulses were collinearly aligned and temporally 
overlapped in a 0.3-mm thick, type-II cut BBO crystal to generate the DFG (NIR pulses). After the 
DFG stage, the VIS pulses and the NIR pulses were separated using a dichroic mirror, and all other 
unwanted residual spectral components were suppressed using filters. The polarization of the two 
pulses was then adjusted and their temporal distance controlled, before they were collinearly 
overlapped using a second dichroic mirror and focussed onto the gold tapers using an all-reflective 
Cassegrain objective. 

Recording of electron kinetic energy spectra. Electrons emitted from the tip were monitored with a 
photoelectron spectrometer (Specs Phoibos 100) aligned along the tip axis. Electrons are energetically 
dispersed in a hemispherical electrostatic field and detected by a multi-channel plate (MCP) followed 
by a phosphor screen and a two-dimensional CCD camera. The counts on the CCD camera were 
integrated over one dimension and normalized to yield the kinetic energy spectra in units of electron 
counts per eV.  

To acquire the four kinetic energy spectra shown in Fig. 1f, the tip apex was illuminated with 
temporally overlapped VIS and NIR pulses, with a VIS pulse energy of 0.75 nJ and an NIR pulse 
energy varied between 0.12 nJ and 0.30 nJ. The CCD camera integration time was set to 100 ms and 
for each NIR pulse energy, 300 individual spectra were recorded. Of these 300 spectra, 50 were 
selected manually and added together, constituting the blue symbols in Fig. 1f. The red curve plotted 
together with these experimental data are the measurements low-pass filtered using a 6th order 
Butterworth filter with a cutoff frequency of (0.41 eV)-1. 
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Figure 1. Two-colour photoemission from a gold nanotaper. a, A single gold nanotip is 
illuminated with a visible (VIS) and a time-delayed near-infrared (NIR) femtosecond laser 
pulse. Kinetic energy spectra of the photoemitted electrons are recorded. b, Scanning electron 
microscope (SEM) image of a nanotip with ~10 nm radius and c, calculated localized near-
field at its apex. d and e, Interferometric autocorrelation traces, probing non-linear one-color 
photoelectron (PE) emission from the taper apex with VIS (blue dots) and NIR (red dots) 
excitations. The solid lines are simulations with different orders � of the optical nonlinearity, 
indicating pulse durations of 9 fs and 18 fs, respectively. f, Two-colour photoelectron (PE) 
kinetic energy spectra (blue symbols) recorded in the time overlap of orthogonally polarized 
few-cycle VIS and NIR pulses, showing a comb-like series of emission peaks as a signature 
of strong-field photoemission from discrete bound states. With increasing NIR laser intensity 
up to 12 ATI peaks separated by the NIR photon energy are observed. The red lines are low-
pass-filtered guides to the eye. The grey lines shows corresponding two-colour PE spectra 
recorded for an interpulse delay of 500 fs.  

(187 words) 
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Figure 2. Theoretical modelling of strong-field photoemission from surface states 
localized to a gold nanotip. a, Schematic energy diagram for weakly bound image potential 
(IP) states. The probability densities and binding energies BE  of the three lowest IP states are 
depicted with the effective potential in black14. b, Probability density of IP state 3n =  with 

BE =  0.1 eV in a 2D model potential. The state is mostly localized outside of the nanotip, 
with its borders in brown. White: Equipotential lines of the Coulomb potential. c, As in b, for 
a selected excited Kohn-Sham state calculated from a 2D DFT model. d, Time evolution of an 
electron wave packet, initially prepared in state n = 2 and driven by a strong, 25-fs NIR laser 
pulse. e, Time evolution of the electron density at a position 0x =  22.5 nm (dashed line in d), 
showing the release of a sub-fs electron pulse train. f, Kinetic energy spectra of the released 
wavepacket at t = 160 fs, revealing distinct ATI peaks spaced by the NIR photon energy. g, 
Kinetic energy spectra from the DFT model display ATI peaks for similar field strengths as in 
f. 
 

(184 words)  
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Figure 3. Quantum beats in the dynamics of long-lived surface states localized to a gold 
nanotip. a, Photoelectron spectra from a single gold nanotip as a function of time delay t∆  
between orthogonally polarized VIS and NIR excitation pulses. Photoemission persists for 
more than 150 fs and shows an oscillatory beating with dominant periods of 54 fs for positive 
(VIS precedes NIR) and 39 fs for negative delays, respectively. These are signatures for 
multiphoton excitation of discrete, long-lived IP states of the gold tip. b, Time-dependence of  
two-colour photoemission yield. The decay time of 130 fs (40 fs) for negative (positive) 
delays suggests predominant population of the n = 3 (n = 2) IP state. Inset: Beating periods at 
negative delays. c, 1D TDSE simulation showing the strong-field photoionization of a 
wavepacket initially prepared in a superposition of the n = 2 and n = 3 states and driven by 
strong 10-fs NIR laser pulse. d, Resulting time-dependent PE spectra, modulated by a similar 
beating as observed experimentally. e, Time-dependent PE spectra deduced from the DFT 
SAE model when preparing a coherent superposition of four weakly bound IP states. f Cross-
section through e at an energy of 2 eV, showing the resulting multiperiod beating pattern. 
 

(203 words) 
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A  Materials and Methods 

A1  Experimental setup, nanotip preparation, and measurement method 

A1.1  Generation of synchronized dual-colour femtosecond pulses 

In our experiments, few-cycle pulses at centre wavelengths of 600 nm and 1600 nm, termed 
VIS and NIR, respectively, are used for the excitation and probing of image potential states 
localized to a sharp gold nanotaper. Such pulses are derived from a regenerative Ti:sapphire 
amplifier (Spectra Physics Spitfire) with a repetition rate of 5 kHz. They are generated in two 
non-collinear optical parametric amplifier (NOPA) stages, which are seeded by the same 
white light. The output of one of the NOPA stages (NOPA#1) directly serves as a source of 
VIS pulses in our two-colour pump-probe scheme. Subsequently, difference frequency 
generation (DFG) between the output pulses from these two NOPA stages delivers the NIR 
pulses. 
 

 

 
 
 
Fig. S1. Experimental setup of the laser system. The system is based on pulse 
generation in two NOPA stages (NOPA#1, NOPA#2), which are seeded by the same 
white light generation (WLG) source and subsequent difference frequency generation 
(DFG) of the two pulse trains. Filters F1 and F2 are used to select the spectral ranges for 
the two NOPA stages. The VIS pulses are compressed before and after NOPA#1 by 
chirped mirror pairs (CM1 and CM2, respectively). After DFG, the VIS and the NIR 
pulses are separated by a dichroic mirror (DM), residual unwanted frequency 
components are removed by a silicon plate (F3) and a long-pass filter (F4), and the VIS 
pulses are again recompressed (CM3). Finally, the VIS and NIR pulse trains are 
temporally adjusted and overlapped again by a dichroic mirror before the vacuum 
chamber containing the gold nanotip. 

 
 

The first NOPA stage (NOPA#1) supports amplification of a broad spectral range from 
530 nm to 640 nm (see spectrum in Fig. S2a) and yields a pulse energy of about 3.6 µJ. The 
pulses are compressed using chirped mirrors and the pulse duration is measured by 
interferometric autocorrelation using the electron yield from illumination of the sharp gold 
tapers. These measurements, shown in Fig. 1d of the main document, indicate a nearly 
transform-limited pulse duration of 9 fs.  
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The seed for the second NOPA stage (NOPA#2) is filtered to a narrow bandwidth of 10 nm, 
centred at 890 nm. The output pulses of both NOPA stages are spatially and temporally 
overlapped in a third BBO crystal cut for DFG. With the fixed, narrow-bandwidth output of 
NOPA#2, the wide bandwidth of NOPA#1 is directly transferred to the NIR by the DFG 
process. The DFG process supplies pulses of up to 110 nJ energy with a bandwidth in excess 
of 500 nm centred at 1600 nm (Fig. S2b). After compression, we measure a pulse duration of 
18 fs by interferometric autocorrelation using the electron yield of the gold nanotaper (shown 
in Fig. 1e of the main text).  

 
 

 
 

Fig. S2. Measured spectra of the VIS and NIR laser pulses. a. The output spectrum of 
the NOPA#1 stage spans a spectral range from 530 to 640 nm. b. The output spectrum of 
the DFG stage reaches from 1400 to >1900 nm. The detected wavelength range is limited 
at long wavelengths by the spectral response of the spectrometer. 

 

Since the two NOPA stages are seeded by the same WL, they inherently share the same 
carrier-envelope phase (CEP). Thus, by DFG of the two NOPA output pulse trains, the 
resulting NIR pulses are passively CEP-stabilized1,2. We have previously demonstrated a 
shot-to-shot CEP RMS noise of about 800 mrad as well as an excellent long-term CEP 
stability of this source of better than 50 mrad over time spans up to 20 minutes, when 
averaging over 100 pulses3. 

  

A1.2  Production of sharp gold nanotips and plasmonic properties  

The single-crystalline gold nanotips were fabricated from polycrystalline gold wires (99.99%) 
with a diameter of 125 µm (commercially available from Advent Research Materials). After 
cleaning in ethanol, the wires were annealed at 800 °C for 8 h and then slowly over another 
8 h cooled to room temperature. These annealed wires were then electrochemically etched in 
HCl (aq. 37%). For etching, rectangular voltage pulses with a frequency of 3 kHz and a duty 
cycle of 10% were applied between the wire and a platinum ring serving as the counter 
electrode. The tip shape was inspected by scanning electron microscopy. 

In the following, we give estimates for the electric field strengths that drive electron emission 
at the apex of the nanotaper. For this, we measured the order of nonlinearity of the 
photoemission process at the respective laser wavelengths of VIS and NIR pulses and the 
focus diameter, which is explained briefly in the following paragraphs. 

The nanotips were side-illuminated with a sequence of VIS and NIR pulses incident at an 
angle of 90° with respect to the tip axis. The VIS pulse was linearly polarized perpendicular 
to the tip axis, while the linear polarization of the NIR pulse was chosen along the tip axis. 
The laser repetition rate was 5 kHz and the pulses were focused onto the tip using an all-
reflective Cassegrain objective with 0.5 numerical aperture (NA), which transmitted about 
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30% of the incident light. Further pulse characterization, as the pulse duration measurement 
shown in Figs. 1d and e in the main document and the determination of the focus diameter 
and electric field strength at the tip apex were carried out directly using the photoemission 
yield of electrons from the nanotip. In order to use the yield as measure for intensity, we first 
determined the order of nonlinearity of the photoemission process for the VIS and the NIR 
pulse. 

 

 
 

Fig. S3. Order of nonlinearity of the photoemission from the gold nanotip. The blue 
crosses show the measured electron count as a function of pulse energy incident on the 
nanotip on a double logarithmic scale. The red lines are linear fit functions to determine 
the slope. a. When illuminating the tip solely with the VIS pulses with a centre 
wavelength of 600 nm, the electron count increases with the pulse energy with the 
nonlinear order of 3.5, yielding a nonlinearity of 3.5VISN  . b. Same for tip illumination 
with the NIR pulse centred at a wavelength of 1600 nm, yielding a nonlinearity 

6.0NIRN  . c. When illuminating the tip with a combination of VIS and NIR pulses 
arriving simultaneously, and keeping the VIS pulse energy constant at 0.75 nJ, the 
dependence of the electron yield on the NIR pulse energy decreases to a nonlinearity 

1.1NIRN  . 

 

The results of these measurements are shown in Fig. S3. For three different cases, we varied 
the pulse energy incident on the gold nanotip and measured the electron yield. First, the tip 
was illuminated with VIS laser pulses. The average laser power was varied between 2 µW and 
3.7 µW, measured in front of the vacuum chamber. With the laser repetition rate of 5 kHz and 
the Cassegrain objective transmission, this translates to a pulse energy between 0.12 nJ and 
0.22 nJ at the gold nanotip. The measured electron yield varies over almost one order of 
magnitude (crosses in Fig. S3a), and linear regression reveals a dependence of photoemission 
with roughly the VIS pulse energy to the order 3.5VISN   (red line in Fig. S3a). Repeating the 

measurement with illumination by only the NIR pulses leads to a nonlinearity of 6.0NIRN   
(Fig. S3b). For the measurements shown in Fig. 1f, the nanotip was illuminated with VIS and 
NIR pulses arriving simultaneously. Here the VIS power was set to the precise onset of 
photoemission, which for this tip was reached for an average power of 12.5 µW, measured in 
front of the vacuum chamber, and correspondingly for a pulse energy of 0.75 nJ at the 
nanotip. Keeping the VIS pulse energy constant and increasing the NIR pulse energy, a 
dependence of photoemission yield on the NIR pulse energy with nonlinearity 1.1NIRN   was 
measured (Fig. S3c). 
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Fig. S4. Focus spot sizes of the VIS and NIR laser pulses. a. The intensity profile of the 
VIS pulse focus was measured by raster-scanning the nanotip through the focus. The 
electron count rate, measured as a function of nanotip position, is proportional to the laser 

intensity to the power of the nonlinearity of the electron emission process, i. e.,  3.5
,I x y , 

and yields a beam diameter at the focus of 1.7VISw m  . b. Same as A, but for the NIR 
laser pulse. Here the nonlinearity is 6N  , yielding a beam diameter at the focus of 

2.9NIRw m  . 

 

The beam diameter at the focus was determined for both the VIS and the NIR pulses by 
raster-scanning the nanotip through the focus created by the Cassegrain objective and by 
measuring the electron yield. The electron yield as a function of the nanotip position is shown 
for illumination with the VIS pulse in Fig. S4a. The FWHM diameter of the electron image is 
0.92 m , which, taking into account the previously determined nonlinearity of the process 

3.5VISN  , yields the focus diameter (intensity FWHM) 1.7 mVISw   . The same 
measurement carried out with nanotip illumination by the NIR pulse (Fig. S4b) gives a 
diameter of 1.2 m   of the electron image. With the higher nonlinearity 6.0NIRN   this 

results in a NIR focus diameter of 2.9 mNIRw   . 

For the VIS pulses, with the incident pulse energy of 0.75 nJ at the tip and with a measured 
pulse duration of 9 fs and a focus diameter of 1.7 µm (temporal and spatial intensity FWHM, 
respectively) this yields a peak electric field strength of 0 4.2 V / nmE    or a peak intensity of 

the incident pulse of 2
0 2.4 ΤW / cmI   . This intensity was chosen to be sufficiently low to 

avoid significant photoemission of electrons by the VIS pulse alone.  

The NIR average power as measured in front of the vacuum chamber was varied between 2 
and 5 µW, translating into a pulse energy of 0.12 to 0.30 nJ at the nanotip. The pulse duration 
was measured to be 18 fs FWHM, and the focus diameter was 2.9 µm. With these values we 
determine the peak electric field strength to be between 0 0.7 V / nmE    and 0 1.1V / nmE   . 

Taking into account a field enhancement factor of 9f  ,4 this results in values between 

0 6.5 V / nmf E     and 0 10 V / nmf E   . Accordingly, the (enhanced) peak intensity is 

varied between 2 2
0 5.5 TW / cmf I    and 2 2

0 14 TW / cmf I   .  

To confirm that the NIR pulse parameters enable the transition from multi-photon to the 
strong-field regime, we calculate the Keldysh parameter  , which decreases to values 1   
when the multi-photon to tunnel transition occurs5-7: 

 
2 PU

 
 .  (1) 
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Here 5.5eV    is the work function of gold8,9, and PU  is the ponderomotive energy, 

 
2 2 2

24P
e

e f E
U

m 
 

 ,  (2) 

where e  is the charge and em  the mass of the electron, and   the laser field oscillation 
frequency. For the lowest electric field strength, this gives a Keldysh parameter above unity, 

1.5  , and for the highest electric field strength just below, 0.94  . However, the 
situation changes drastically if we consider electron emission not from the Fermi level, but 
from a high-lying, weakly bound surface state. For example, assuming 0.85 VbE e   as was 

found for the 1n   Rydberg state on extended gold surfaces, we derive a Keldysh parameter 

in the range from  / 2 0.59b PE U    down to 0.37  , i. e., well below unity for all 

applied pulse energies. Hence preparation of such surface states gives easy access to the study 
of strong-field effects presented in the main text. 

 

A1.3  Acquisition of electron kinetic energy spectra  

Electrons emitted from the tip were monitored with a photoelectron spectrometer (PES, Specs 
Phoibos 100) aligned along the tip axis. Electrons are energetically dispersed in a 
hemispherical electrostatic field and detected by a multi-channel plate (MCP) followed by a 
phosphor screen and a two-dimensional CCD camera. The PES is operated in a medium 
magnification mode, spreading the incoming electrons on the CCD screen according to their 
kinetic energy along the x-(energy-) axis and according to their vertical impact position on the 
entrance slit of the spectrometer along the y-axis.  

To extract the kinetic energy spectra, the images of the CCD camera are processed as follows. 
We record the counts of each pixel over a region of interest of 870 by 800 pixels, ,i jS , where i 

denotes the pixel number along the energy axis and j the pixel number along the y-axis. After 
subtracting a small, constant background signal from each pixel, the counts are added together 

over the y-axis, yielding the counts on the CCD as a function of energy: 
800

,
1

'i i j
j

S S


 . 

Typically these are 870 values that span an energy interval of 12.5 eV with adjustable centre 
energy. One pixel thus corresponds to an energy interval E of 14.4 meV.  

To calibrate the counts on the CCD camera, we have analysed the images of 50 single 
electrons that were incident on the MCP. An example of such a single electron measurement 
is shown in Fig. S5. The counts on the CCD camera, ,i jS  (Fig. S5a), appear as a roughly 

circular feature with a maximum count of max
, 26i jS   and a diameter (full width of half 

maximum) of about 3 pixels. The distribution 'iS  for this example electron is shown in Fig. 
S5b. It has a maximum value of 84 and a width of 3.6 pixels or 52 meV. The total count for 
this electron is ,

,

'' 306i j
i j

S S  .  

The distribution of counts on the CCD, ,i jS , can be well approximated by a continuous 

Gaussian distribution as function on the x- and y-axis  ,S x y : 

  
22

22
4ln 24ln 2

max, yx

yx
wwS x y S e e



     (3) 
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where maxS  is the average maximum count, max
max , 21.5i jS S  , and 3.05xw   and 

3.04yw   are the average FWHM in the x- and the y-direction, respectively. These numbers 

have been determined by fitting a Gaussian distribution to each of the 50 electrons 
individually and by averaging over the obtained fitting parameters. For the projection onto the 
x-axis, we obtain 

    
2

2
4ln 2

max' , ' x

x

w

y

S x S x y dy S e
 



     (4) 

with max max' 69.6
4ln 2

yS S w


   . With the energy interval of a pixel 14.4 m VE e     the 

width on the x-axis of 3.05xw   corresponds to a kinetic energy spread of a single electron of 
44 meV, which we can take as a lower limit for the energy resolution in our measurements. 

The area under the Gaussian distribution Eq. 4 corresponds to the total counts on the CCD for 

a single electron:   max'' ' ' 226
4ln 2

xS S x dx S w




    . This is in very good agreement 

with the total number of counts derived by summing up the counts on the CCD camera for 
each individual electron (see histogram in Fig. S5c). The measured kinetic energy spectra 
have been renormalized by dividing the measured counts on the CCD camera by division by 

'' 226S  . This results in a conversion of the counts on the CCD camera into electron counts 
per eV, such that integration over the energy axis directly gives the number of detected 
electrons (right axis in Fig. S5b). Throughout the manuscript and these supplementary 
materials, kinetic energy spectra are displayed as electron counts per eV. All kinetic energy 
spectra shown in the main manuscript or in the supplementary text are experimental data that 
have been treated as described above and that have not been filtered further. 
 
 

 
 

Fig. S5. Measured counts of single electrons. a. Representative signature of a single 
electron on the phosphor screen, as imaged by the CCD camera. The maximum count on 
the center pixel is in this case 26. b. Adding together the counts on the CCD camera over 
the axis perpendicular to the energy axis yields the counts as a function of energy, 
peaking at 84 and with a width of 3.6 pixels or 52 eV. c. The histogram of the total counts 
of 50 single electrons has its maximum at 225 counts. 

 

To acquire the four kinetic energy spectra shown in Fig. 1f, the tip apex was illuminated with 
temporally overlapped VIS and NIR pulses, with a VIS pulse energy of 0.75 nJ and an NIR 
pulse energy varied between 0.12 nJ and 0.30 nJ. The camera integration time was set to 
100 ms and for each NIR pulse energy, 300 individual spectra were recorded.  
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The visibility of the modulation varies strongly for the individual spectra, which we mainly 
ascribe to the variation of the NIR pulse CEP for long measurement times (this is elaborated 
in more detail in Sec. B1.2). To visualize the modulation more clearly, 50 spectra were 
selected manually and added together. The result constitutes the experimental data shown as 
blue symbols in Fig. 1f. The red curve plotted together with the experimental measurements 
are the measurements low-pass filtered using a 6th order Butterworth filter with a cutoff 

frequency of   1
0.41eV

 . 

To determine the modulation contrast of the 50 added together experimental (unfiltered) 
spectra, background spectra were measured with the same pulse parameters and integration 
time, but with a large delay of 500 fs between the VIS and NIR pulses. These background 
spectra (shown as the grey curves in Fig. 1f) were subtracted from the measured spectra 
recorded with the respective NIR pulse energy, and the modulation contrast was determined 
as  

 max min

max min

S S
K

S S





  (5) 

with the maximum and the minimum electron count rates, 
maxS  and 

minS , respectively. 

 

 

A2  Numerical Model: Time-dependent Schrödinger Equation 

A2.1 One-dimensional model  

In the 1D time-dependent Schrödinger equation (1D TDSE) model, the nanotip is described as 
periodically arranged potential wells inside the metal that represent the ionic cores of the bulk 
metal, given by 

   2
1 cos ,

2 2
C

C

V d
V x x x

d

            
.  (6) 

Here 5.5 Ve     is the Fermi level, taken as the work function of gold8,9, and 14.6 VCV e    
is the crystal potential 9. The spacing between the potential wells is the nearest neighbour 
distance / 2 0.29 nmd a    in gold (FCC lattice with lattice constant 407.82 pma   ). The 
gold surface is defined by the last ionic core potential well, which is placed at / 2x d . For 
coordinates / 2x d  the potential is matched to a Coulomb-like potential that accounts for 
the image potential9,10: 

  
2

0

1 1
,

4 4 2C

e d
V x x

x
      (7) 

where e is the elementary charge and 0  is the permittivity of free space.  

This stationary system is perturbed by a time-dependent potential EV   due to the pulsed, and 

spatially non-uniform, strong laser field  ,E x t : 

    , ,EV x t exE x t    (8) 

The temporal function of the electric field is given by its oscillation with the carrier frequency 
  under a Gaussian envelope with the intensity full width at half maximum  . An electric 
field incident on a sharp metal nanotip is spatially strongly inhomogeneous, i. e., the electric 
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field strength is locally enhancement due to the strongly curved tip apex. The enhanced field 
has its maximum at the surface and exponentially decreases with increasing distance down to 
its non-enhanced level. In total, the temporally and spatially varying electric field strength can 
be written 

    
 2

2

/2
2ln 2

0

1
, . . ,

2 2
nfCE

x dt
li t d

E x t f E e e e c c x  




           
  

  (9) 

Here 9f   is the near-field enhancement factor due to the nanostructure4, and 0E  is the 
maximum field strength of the incident laser pulse. For the near-field decay length we take 

3 nmnfl   , which has been determined experimentally earlier for such sharply etched tips4. 

The absolute phase of the electric field strength is determined by the carrier-envelope (CE) 
phase CE . In the bulk material, the electric field is of opposite sign11, but its penetration 
depth is very short, on the order of 1 Å. Furthermore, its absolute value is much smaller than 
outside the material, due to the large real part of the dielectric function of gold at a 
wavelength of 1600 nm: 123.02 12.259r i     .12 Here we have neglected this small electric 

field inside the bulk material and set  , 0E x t   for / 2x d .  

The time evolution of the wavefunction  ,x t  in this system is simulated by numerically 

solving the 1D-TDSE: 

        
2 2

2
, , , ,

2 e

i x t x t V x t x t
t m x

 
     

 
  (10) 

with Planck’s constant  and the electron mass em . The potential      , ,C EV x t V x V x t   

is here the sum of the time-independent potential  CV x  as defined by Eqs. 6 and 7 inside and 

outside the material, respectively, and of the time-dependent potential  ,EV x t  due to the 

action of the laser pulse as given in Eqs. 8 and 9. 

The numerical integration of Eq. 10 is carried out by employing the Crank-Nicolson method13 
with a typical step size of 5.80 ast   . The spatial step size was chosen to be 37.6 pmx    

to obey the stability criterion  2
/ 2t x    in atomic units13. In addition we verified that the 

simulation did not show numerical artefacts by repeatedly varying both step sizes. 

The simulation was implemented using MATLAB14 and was typically carried out on a 
numerical grid of 4800 spatial by 27596 temporal elements, thereby spanning a length of 
180 nm and a time interval of 160 fs. The maximum field strength of the laser pulse is set at 

60 fst    to ensure that all significant cycles are well within the time frame of calculation. The 
spatial boundaries are fully reflective. However, the large number of grid elements together 
with an appropriate choice of the spatio-temporal starting point enables the electron 
wavefunction to propagate for 100 fs after the peak of the laser pulse without reaching the 
spatial grid boundary. 

In the main document we show the temporal evolution of electron wavepackets under the 
influence of an NIR laser pulse simulated as described here in Figs. 2d and 3c. As a result of 
the of the laser pulse action the initial stationary wavefunction splits into a bound 
wavefunction and a freely propagating wavefunction. The temporal structure of the electron 

pulse is determined by calculating the absolute square of the wavefunction   2
,fixedx t   at a 
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fixed position 10 nmfixedx   , such that the bound and the free parts of the wavepacket are 

well separated (Fig. 2e of the main text). To extract the simulated photoelectron kinetic 
energy spectra the released electron wavepacket is Fourier transformed at a fixed time of 

160 fsfixedt   , yielding the wavefunction as a function of momentum k : 

    1
, ,

2
ikx

fixed fixedk t x t e dx







       (11) 

Using 
2 2

2kin
e

k
E

m
  the probability density   2

, fixedk t  is plotted as a function of kinetic 

energy to represent kinetic energy spectra.  

 

 

A2.2 Two-dimensional model potential and eigenstates 

 

 
 

Fig. S6. Potential for 2D-SE simulations. a. Potential energy calculated for a two-
dimensional array of ionic cores in a 2D fcc lattice b. The cut along the tip axis, for 0x   
resembles the potential assumed for the 1D-TDSE simulations with atomic spacing of the 
lattice constant a. 

 

The wavefunctions and the binding energies of the eigenvalues were also numerically 
determined in 2D using the MATLAB software packet14. However, in 2D we only considered 
the stationary case: 

        
2 2 2

2 2
, , , ,

2 e

E x y x y V x y x y
m x y

  
         

.  (12) 

To model the nanotip in two dimensions the periodic potential wells were expanded to a 2D 
array (see Fig. S6): 

   2 2
, 1 cos cos

2
C

C

V
V x y x y

a a

                  
.  (13) 
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Here the periodicity along the x- and the y-axis is the lattice constant a. Multiplication of the 
two cosine-functions results in a 2D fcc lattice structure with the nearest neighbour distance 

/ 2d a  along the diagonal. The 2D periodic potential is terminated by a hyperbolic 
surface 15, where it is matched to a Coulomb-like potential with isopotential lines parallel to 
the surface.  

 

 

A3   Numerical Model: DFT with a single active electron 

A3.1  2D Jellium ground-state 

We describe the electronic ground state of the two-dimensional model by means of density-
functional theory (DFT). In these calculations, the electron density of the many-body system 
is obtained from an auxiliary system of non-interacting fermions coupled to a one-body 
potential16. The single-particle equations are 

  
2

2
KS2 i i iV r

m
  

 
   

 
  (14) 

with 

          KS Ext Hartree XCV r V r V n r V n r     (15) 

where i  are the single-particle orbitals in the Kohn-Sham potential KSV , and i  are the 

corresponding auxiliary single-particle energies. The Kohn-Sham potential KSV  is a sum of 

three terms: ExtV  is an external potential describing the gold ions in the nanotip, HartreeV  is the 

Hartree potential formed by the electron density  
# of particles

2

1
i

i

n r 
 



  , and XCV  is the 

exchange-correlation potential which accounts for the many-body effects beyond the Hartree 
interaction. For XCV , we use the local density approximation17-19. The binding potential ExtV  is 
described by the jellium model [see, e.g., Ref. 20], where the ionic background is smeared out 
to a constant positive background charge inside the tip with a smooth transition at the tip-
vacuum interface. The shape of the nanotip is modelled by a hyperbola with apex radius of 
7 nm and full opening angle of 20°. The background charge density is given by  

  

1
22

2

2 2
1

2

1 1
1

, 1 1 exp

1 exp

x y

a b
x y

y L





                                   

  (16) 

where x and y are the spatial coordinates; 39.7 nma    and 225.1nmb    define the 
hyperbola; 28 nmL    is the simulated tip length; and 1 2,  , and   are the softening 
parameters chosen as 

 1

2
2 1

3.18 nm

, and
4

.
b

a
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The softening is introduced into the model to account for the expected Coulomb-like decay of 
the binding potential for the surface-state electrons. 

The number of electrons, 5350N  , (and correspondingly the total charge of the jellium 
background) is chosen such that the work function of the simulated tip, i.e., the single-particle 
energy i  of the highest occupied Kohn-Sham orbital [see, e. g., Refs. 21-23], matches the 
negative of the measured work function of gold, 5.5 eV.4,8 

The upper panel of Figure S7 shows an image of the electron density  n r  derived from the 

Kohn-Sham orbitals (in orange). The typical Friedel oscillations of the electron density which 
can be observed, for instance, in steep jellium models [see, e.g., Ref. 20] are damped due to a 
smooth decay of the background charge at the tip-vacuum interface. In return, the Kohn-Sham 

potential KSV  decays like 1
r  perpendicular to the surface, as shown in the lower panel of 

Fig. S7 for the apex direction. 

 

 
 

Fig. S7: Ground-state properties of the two-dimensional jellium model. Upper panel: 
Electron density (orange) showing damped Friedel oscillations. The regular mask 
absorbing boundary is shown in red, and the mask detecting the photoelectrons is shown 
in blue. Lower panel: A cut of KSV  along the taper axis (x=0) is Coulomb-like outside the 

nanotip. 
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A3.2  2D single-active electron model 

Electron emission of surface states is modelled by a single-active electron (SAE) approach, 
where only one electron is propagated in the effective (Kohn-Sham) potential given by the 
many-body ground-state. The electron wavefunction is constructed as a superposition of 1–4 
Kohn-Sham states with low binding energies (between 0.36 and 0.14 eV). The electron 
densities of the selected states are shown in Fig. S8. The states are chosen so that (1) there is a 
significant amount of the electron wavefunction outside the tip apex, (2) they have roughly 
equal coupling to the laser field, and (3) their energies match the experimentally observed 
beating frequencies. This construction of the initial state emulates the excitation by the VIS 
pulse arriving before the NIR pulse. We note that our choice of the single-particle states is not 
unique, but selecting other states (with significant part of the wavefunction outside the tip 
apex) yields similar results.  

 

 
Fig. S7: Weakly bound excited surface states of the jellium model. Electron densities 
of the single-particle states which were used to construct the initial state in the time-
dependent simulations. 

 

The constructed state is next propagated in a space- and time-dependent electric near-field 
resulting from the action of the NIR pulse around the apex. The near-field is modelled by the 
quasi-static approach given in Ref. 15, i. e.,  

      2
max 0, sin cosE r t E E r t t

T

    
 

 (17) 
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where 23fsT    is the pulse length,  / 2 187.5 THz (1.6 m)      is the carrier frequency, 

0E   is the normalized spatial form of the near field (see Ref. 22), and maxE  is the maximum of 

the (enhanced) electric field observed in front of the apex. We calculate maxE  as 

 max incident fieldE f E   (18) 

where 9f    is the experimentally deduced enhancement factor of the near field, and 

incident fieldE  is the peak amplitude of the incident field. 

The laser excitation leads to electron emission from the tip. The emission process can be 
followed in the movie S1. Emitted electrons are absorbed at the boundaries of the simulation 
box with mask functions (blue and red) shown in the lower panel of Fig. S6. At the sides and 
back of the tip, we employ a regular absorbing mask of width 4 nm   shown as a red surface. 
In front of the tip, we retrieve photoelectron spectra of the escaping electrons with the method 
presented in Ref. 24 with a mask shown as a blue surface in Fig. S6. 

To collect even the slowest electrons, we propagate the system up to 4 times the duration of 
the laser pulse. However, the very low-energy spectra may not be entirely reliable due to 
minor back-reflection of the wavefunction at the boundary. 

All simulations were executed using the Octopus software25-30. 
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B   Supplementary Information 

B1  Additional measured kinetic energy spectra 

B1.1 One-color photoemission kinetic energy spectra 
 

 
 

Fig. S8. One-color photoelectron kinetic energy spectra. a. Spectra recorded when the 
nanotip was illuminated with 9-fs pulses at a centre wavelength of 600 nm show a single 
peak that increases and broadens with increasing pulse energy. b. Spectra recorded for 
18-fs pulses at a centre wavelength of 1600 nm similarly increase and broaden with 
increasing pulse energy and in addition develop a plateau-like second peak that indicates 
strong-field acceleration of the electrons in the near field of the tip. 

 

We have measured the kinetic energy spectra when illuminating the gold nanotip with VIS 
pulses and with NIR pulses alone, respectively. When illuminating the nanotip with 9-fs VIS 
pulses, centred at a wavelength of 600 nm, the measured kinetic energy spectra show a single 
peak (Fig. S8a). Its maximum electron count as well as the width increase with increasing 
pulse energy, until at the maximum pulse energy of 1.02 nJ the FWHM is about 6 eV. The 
shape remains roughly Gaussian with a slower decay at the high-kinetic energy edge. These 
kinetic energy spectra are typical for photoelectron emission in the multi-photon regime. 

Similarly, for photoelectron emission induced by 18-fs NIR pulses with a centre wavelength 
of 1600 nm, the measured kinetic energy spectra increase in maximum electron count and in 
width with increasing pulse energy (Fig. S8b). At the highest NIR pulse energy of 0.6 nJ the 
spectrum has a width of 7.5 eV, slightly wider than in the case of tip illumination with VIS 
pulses. Furthermore, when the tip is illuminated with high NIR pulse energies, the spectrum 
develops a distinct plateau-like feature on the high-kinetic energy side. This is an indication of 
the onset of strong-field acceleration in the near field of the sharply etched nanotip. 

In both cases of one-color illumination the measured kinetic energy spectra are similar to 
previously measured photoelectron emission spectra from single metal nanostructures5,12. 
Specifically they do not show any finer spectral features or modulation as observed for two-
colour photoemission.  
 
B1.2   ATI spectra measured in the temporal overlap of VIS and NIR pulses 

To generate the four kinetic energy spectra shown in Fig. 1f, the tip apex was illuminated with 
temporally overlapped VIS and NIR pulses, with a VIS pulse energy of 0.75 nJ and an NIR 
pulse energy varied between 0.12 nJ and 0.30 nJ. The electrons emitted from the tip were 
detected with a photoelectron spectrometer with kinetic energy resolution of 44 meV as 
described above. For the spectra recorded in the time overlap of the two pulses, shown in the 
main manuscript in Fig. 1f, we recorded for each NIR pulse energy 300 individual kinetic 
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energy spectra with the camera integration time set to 100 ms.  These individual spectra thus 
contain electrons released within 500 laser pulses.  
 
 

 
 

Fig. S9. Individual recorded kinetic energy spectra. For constant VIS pulse energy and 
for each of four different adjusted NIR pulse energies, a selection of 10 individual kinetic 
energy spectra is displayed. The blue symbols are raw experimental data and the red lines 

are the same data low-pass filtered with a cutoff frequency of   1
0,41eV

 . A strong 

modulation of the individual spectra is apparent.  
 
 
A selection of 10 of these individual recorded spectra is shown in Fig. S9 for each NIR pulse 
energy. Each of the displayed spectra shows a marked modulation. On average, spectra 
recorded at the lowest NIR pulse energy of 0.12 nJ are composed of about 550 electrons and 
spectra recorded at the highest pulse energy of 0.30 nJ are composed of 1300 electrons. These 
high electron numbers, together with a comparison with the signature of an individual 
electron (in Fig. S5, Sec. 1.3), show that the peaks that can be discerned in the spectra in Fig. 
S9 are not due to a shot-noise-based distribution of electrons but are already a signature of 
ATI. Possibly the spectra also display a considerable substructure (Freeman resonances)31, 
which cannot be resolved in our experiments. This becomes even more evident when 50 of 
these spectra are added up to yield the kinetic energy spectra shown in the main manuscript in 
Fig. 1f. 

In general, the individual spectra shown in Fig. S9 display a high modulation contrast that 
reaches up to 100%. However, the visibility of the modulation varies strongly for the 
individual spectra, which results in a reduced visibility of about 30% for the added together 
spectra shown in Fig. 1f in the main text.  
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We ascribe this variation in visibility to a number of possible causes. Firstly, fluctuations of 
the laser pulse energies inevitably result in variations of the excitation conditions resulting in 
changes in the shape of the PE spectra. Secondly and most importantly, the variation of the 
NIR pulse CEP for long measurement times may result in substantial modifications of the 
photoelectron spectra. Qualitatively this can be understood as follows: The electrons are 
released from an image potential state and have thus a precisely defined starting energy at the 
time of emission, given by the binding energy of the respective state and a multiple of the 
NIR photon energy. Subsequently, they are accelerated in the spatially and temporally varying 
electric field of the laser pulse. After propagation to the detector the kinetic energy is 
measured. The acceleration and hence the change in kinetic energy the electrons experience 
during this process depends on the exact time of emission as well as on the temporal shape of 
the electric field strength. For very short, few-cycle pulses it has been shown that the change 
of the temporal field shape with varying CEP has a distinct effect on the final kinetic energy 
of the electrons emitted from sharp gold nanotips4. 
 
 

 
 

Fig. S10. Influence of the CEP on the kinetic energy spectra. a. Kinetic energy spectra 
simulated by TDSE when the system was prepared in the 2n   state and perturbed with a 
18-fs NIR pulse with a peak electric field strength of 0 4 V / nmf E   . The absolute 
phase of the laser field was varied in eight steps and the resulting kinetic energy spectra 
are plotted on top of each other. There is no influence of the CEP apparent. b. Same as a, 
but for a higher peak electric field strength of 0 7 V / nmf E   . Here the simulated 
kinetic energy spectra change considerably with the CEP, indicating that such 
measurements with strong electric fields require a stable laser CEP. 

 

In order to estimate the impact of this effect we have simulated kinetic energy spectra as a 
function of the NIR pulse CEP, as described above in Sec. A2.1. The system was prepared in 
the 2n   state and perturbed with an 18-fs NIR laser pulse. After propagation the kinetic 
energy spectrum of the freely propagating wavepacket was calculated. This was repeated for a 
total of eight cases with the laser pulse modelled with different CE phases, equally spaced by 

/ 4 . In Fig. S10 the eight resulting kinetic energy spectra are all plotted on top of each other 
to show the variation. These simulations show that for relatively low electric field strengths of 

0 4 V / nmf E    (Fig. S10a) there is hardly any change of kinetic energy spectra with CEP 
discernible. This changes drastically when the electric field strength is increased to 

0 7 V / nmf E    (Fig. S10b): Here a substantial change is visible. In an experiment, when 
measuring kinetic energy spectra with integration times during which the NIR laser pulse CEP 
is changing, this would lead to a strong wash-out of spectral features. 
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A further possible cause for the variation in visibility could be the variation of the relative 
phase between VIS and NIR pulses. However, the VIS pulse populates the image potential 
states, which do not change after the VIS pulse. Hence, in continuation of the line of argument 
given above, the CEP of the VIS pulse should not have any effect, and neither should the 
timing between the pulses or their relative CEP. We have tested this also using the simulation, 
by preparing the system in a state with a binding energy of 5.04 VBE e    and then perturbing 
it with a 9-fs VIS pulse followed after a delay of 40 fs with an 18-fs NIR pulse. Then we have 
again varied the VIS pulse CEP with respect to the (fixed) NIR pulse CEP. We have observed 
no changes in the simulated ATI peaks.  

Summarizing these investigations, we have established using 1D-TDSE simulations that the 
NIR pulse CEP can have a strong effect of the kinetic energy spectra. Together with 
fluctuations of the laser pulse energy the NIR pulse CEP this explains the variation of the 
modulation between different spectra recorded with an integration time of 100 ms as well as 
the decrease of the visibility when either adding together these spectra or when integrating 
over longer measurement times. Experimentally, we find that the modulation in contrast in the 
PE spectra decreases and virtually vanishes when increasing the integration time to 1 s or 
longer. 

   
B1.3   Kinetic energy spectra as function of time delay between VIS and NIR pulses 

To ensure that the appearance of ATI peaks in the kinetic energy spectra of photoemitted 
electrons was not due to an interference effect of the VIS and the NIR pulse, but due to the 
population of long-lived discrete atomic-like states, we have repeated the measurements 
presented in Sec. B1.2 with temporally delayed pulses. For the measurements shown in Fig. 
S11, the tip was illuminated with a fixed VIS pulse energy of 0.5 nJ and a fixed NIR pulse 
energy of 0.4 nJ. Spectra were recorded in the time overlap of the two pulses (blue symbols), 
as well as with a finite delay between the VIS and the NIR pulse of 33fst    (red symbols). 
The chosen time delay of 33fs  is longer than the combined pulse durations of the VIS and 
the NIR pulses of 9 fs 18fs 27 fs       and thus ensures that the temporal overlap of the pulses 
is negligible. At each time delay, 300 individual kinetic energy spectra were recorded with the 
camera integration time set to 100 ms. The spectra were treated as described above in Sec. 
A1.3. The symbols shown in Fig. S11 were obtained by adding together 50 manually selected 
spectra, and the black curves plotted together with the experimental measurements are the 
measurements low-pass filtered using a 6th order Butterworth filter with a cutoff frequency of 

  1
0.41eV

   

The spectrum recorded just outside the time overlap of the pulses displays a somewhat (by a 
factor ~1.7) decreased total electron count in comparison with the spectrum recorded in the 
time overlap, but very similar over-all shape: Both spectra are strongly modulated and in each 
spectrum, at least five peaks can be discerned, which are separated by the photon energy.  

The observation of strongly modulated spectra is thus not limited to the pulse overlap, thus 
excluding interference of the VIS and NIR pulses as cause for our observations. This 
measurement furthermore excludes ponderomotive acceleration of electrons by the 
interference of the combined VIS and NIR fields. It is thus another strong indication that our 
observations are caused by the population of long-lived image potential states with discrete 
energies. 
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Fig. S11. Photoelectron kinetic energy spectra recorded outside the pulse overlap. 
The spectra recorded for a time delay between the VIS and the NIR pulse of 0 fst    
(blue symbols) and 33fst    (red symbols) all are modulated with peaks separated by 
the photon energy, verifying the population of a discrete, long-lived intermediate state. 
The black curves are the low-pass-filtered measurements. 

 

 To study the laser-driven dynamics of electrons in image potential states, we have recorded 
time-dependent two-colour photoemission spectra at relatively weak pulse energies to 
suppress ATI. The VIS pulse energy was kept in the range of 0.3-05 nJ to avoid single-color 
multiphoton emission, which is well below the energy used for measuring the ATI spectra 
shown in Fig. S9 above and in Fig. 1f of the main text, and even lower than the lowest pulse 
energy in Fig. S8.  Some examples of time-dependent measurements that have been recorded 
for low, but slightly varying NIR pulse energies are shown in the following. Note that all 
these kinetic energy spectra were recorded with an integration time of 1 s. As demonstrated 
above, at this long integration time leads to a wash-out of finer spectral features such as ATI 
peaks. However, these measurements allow observing the dynamics of the spectral shape and 
electron counts over a longer time delay. 

The time-dependent measurement of kinetic energy spectra shown in the first example, 
Fig. S12 has been performed for the highest NIR pulse energy of 0.48 nJ. The kinetic energy 
spectra (Fig. S12a) are spectrally narrow as expected for such low pulse energies and for 
photoemission in the multi-photon regime. In the time overlap, however, the spectra show a 
significant increase in intensity as well as width. The total electron count (Fig. S12b) is 
enhanced roughly by a factor 5 in the time overlap with respect to far delayed VIS and NIR 
pulses. The enhancement with respect to the photoemission solely due to the NIR pulses (i. e., 
electron count when the VIS pulses are blocked, not shown in Fig. S12) is 20, and with 
respect to photoemission by only the VIS pulses (NIR pulses blocked) is more than 30. The 
total count rate as a function of delay follows very closely a double-sided exponential decay, 
with a decay time of ~40 fs for negative delays and a much longer decay time of ~120 fs for 
positive delays. Apart from a secondary maximum that is just discernible at a time delay of 
about 40 fs, the total electron count decay is very smooth and there is hardly any modulation 
visible. 

The shape of the kinetic energy spectra does not change significantly when the pulses 
coincide, and the mean kinetic energy of the released electrons is increased slightly, by about 
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0.4 eV (Fig. S12c). The width of the spectra, however, increases significantly: The very 
narrow spectra of about 2.5 eV width for delayed pulses double their width to 5 eV 
(Fig. S12d).  

We have repeated this time-delayed measurement for a lower NIR pulse energy of 0.36 nJ, 
shown in Fig. S13. Again, the spectrally narrow kinetic energy spectra show a significant 
increase in intensity as well as width in the time overlap (Fig. S13a). The total electron count 
(Fig. S13b) is enhanced roughly by a factor 5 in the time overlap with respect to far delayed 
VIS and NIR pulses. Like in the previous example, the total count rate as a function of delay 
follows a double-sided exponential decay, with a decay time of ~40 fs for negative delays and 
a much longer decay time of ~130 fs for positive delays. However, in comparison to the 
previous example, here the total electron count decay is less smooth and more strongly 
modulated. Note that Fig. S13b is also shown as Fig. 3b of the main document, were the 
strong modulation is further analysed by Fourier transform, shown in the inset of Fig. 3b.  

The mean kinetic energy of the released electrons again is increased slightly, by about 0.4 eV 
(Fig. S13c), and the increase in spectral spread is less pronounced than in the first example: 
the width increases by about 1 eV from 3.3 eV to 4.3 eV (Fig. S13d). 

For the final example, shown in Fig. S14, we have further reduced the NIR pulse energy to 
0.24 nJ. For this low NIR pulse energy the dynamics displayed by the kinetic energy spectra 
change considerably: instead of a clear, single maximum and a (more or less modulated) 
exponential decay we now see a distinct beating pattern (see Fig. S14a). This beating pattern 
expands over more than 200 fs and exhibits dominant beating periods of 54 fs for positive and 
39 fs for negative delays. The beating pattern is reflected in the total electron count as a 
function of delay (Fig. S14b), where the count remains at a high level over the time span of 
more than 200 fs, that by far exceeds the duration of pulse overlap. For even longer delay 
times the electron count decreases by about 60% down to level for far detuned VIS and NIR 
pulses. During the time interval of increases electron emission the mean kinetic energy of the 
released electrons is increased only slightly, by about 0.2 eV (Fig. S14c), and the increase in 
spectral spread is about 0.5 eV (Fig. S14d), which is even less pronounced than in the 
previous examples. 

The extended electron emission over such a long time span, during which the total electron 
counts remained at an elevated level, is a clear signature of photoemission from discrete, 
long-lived image potential states. The beating pattern seen in Figs. S14a and b furthermore 
reflects the electron wavepacket motion that has its origin in the coherent superposition of 
several states. From the comparison of Figs. S12 to S14 it appears that in the first two 
examples emission from the long-lived image potential states was overcast by multiphoton 
emission from the Fermi level, and that photoemission from image potential states is 
dominant only for very low pulse energies.  
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Fig. S12. Time-dependent two-colour photoemission recorded for an NIR pulse 
energy of 0.48 nJ. a. Kinetic energy spectra as a function of time delay between the VIS 
and the NIR pulse. b. The total count shows a clear maximum at the time overlap, which 
is about 5 times enhanced with respect to far delayed pulses. The electron count decays 
exponentially over a time of ~40 fs for negative delays and over ~120 fs for positive 
delays. c. The mean kinetic energy of the released electrons increases slightly in the time 
overlap, while d. the increase in width is significant when the pulses coincide.  

 
 
 

 
 

Fig. S13. Time-dependent two-colour photoemission recorded for an NIR pulse 
energy of 0.36 nJ. a. Kinetic energy spectra as a function of time delay between the VIS 
and the NIR pulse. b. The total count shows a clear maximum at the time overlap, which 
is about 5 times enhanced with respect to far delayed pulses. The electron count decays 
exponentially over a time of ~40 fs for negative delays and over ~130 fs for positive 
delays. c. The mean kinetic energy of the released electrons increases slightly in the time 
overlap, while d. the increase in width is significant when the pulses coincide. 
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Fig. S14. Time-dependent two-colour photoemission recorded for an NIR pulse 
energy of 0.24 nJ. a. The kinetic energy spectra as a function of time delay between the 
VIS and the NIR pulse show a distinct beating pattern over a time interval of about 
200 fs. b. The total count also reflects the beating pattern and an exponential decay for 
longer time delays. c. The mean kinetic energy of the released electrons and d. the width 
of the spectra both increase slightly in the time overlap. 

 

 

B2. Eigenstates and wavefunctions of 1D-TDSE and 2D-SE 

The solution of the 2D-SE yields a large number (~1000) of bound states with different 
wavefunctions and binding energies. Among these, surface states are easily identified by the 
location of the centre of mass of their wavefunctions being outside the tip. These surface 
states constitute as small subset of the 2D-SE solutions. Their binding energies roughly follow 

the relation 2

1
0.85 VnE e

n
     with the principal quantum number 1,2,3,...n   as known 

from image potential states on extended surfaces9,10,32. Examples for the spatial probability 
density of the four wavefunctions associated with the four lowest quantum numbers are 
shown in the upper four panels of Fig. S14. In each case, one can see a fine structure of low 
electron probability density inside the tip with the surface indicated by the yellow line. Most 
significant, however, is a clearly discernible maximum of the probability density that is 
located outside the tip and axially centred directly at the apex. The probability density 
maximum shifts with increasing quantum number n to farther distances from the surface, 
which is accompanied by the evolution of an increasing number ( 1)n  of nodes between the 
surface and the maximum. Note that the probability densities are determined mainly by the 
coulomb potential originating from the image charge. By varying the shape and periodicity of 
the potential inside the tip we have verified that its influence on the electron wavefunction is 
minor, as should be expected by the small overlap of the surface state wavefunctions with the 
tip material. 

We have calculated the projection of the probability densities shown in Figs. S15a-d onto the 
taper axis in the spheroidal coordinate system15. These projections (red curves in 
Figs. S15e-h) closely follow the respective probability densities derived from the 1D-TDSE 
model in the stationary case, i. e., with no laser field applied (blue curves). Both, the 1D 
probability densities and the projection of the 2D probability densities, closely resemble 
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hydrogenic radial wavefunctions scaled by a factor 4 and multiplied with the distance from 
the surface10. 

This similarity implies that the curvature of the surface does not crucially influence the 
electron axial spatial probability density as compared to that of an extended metallic film. Its 
effect is mainly a variation of the probability density in the direction parallel to the surface, 
i. e., a contraction of the wavefunction and its localization at the apex. Hence we expect the 
1D TDSE model to yield realistic electron wavefunctions despite the rotationally symmetric 
2D geometry of the tip. The temporal evolutions shown in Figs. 2d and 3c in the main text 
have been derived from the 1D-TDSE model and can be understood to resemble the electron 
wavepacket motion along the taper axis. 

 

 
 

Fig. S15. Wavefunctions of image potential states. a-d. Example solutions of the 2D-
SE with a periodic potential representing the atomic lattice structure and a Coulomb 
potential caused by the image charge. Plotted is the spatial probability density, i. e., the 
absolute square of the electron wavefunction color-coded with the spheroid tip surface 
given by the yellow line. From left to right, the number of nodes outside the tip along the 
tip axis increases from 0 to 3. e-f. Corresponding projections of the probability density in 
the spheroidal coordinate system onto the tip axis (red), plotted together with the solution 
of the 1D-SE (blue), showing good agreement. From left to right, the number of nodes 
increases from 0 to 3, while the spatial probability density is the highest at the outermost 
maximum. 

 

The solutions of the 2D-SE shown in Fig. S15 show a specific symmetry: they have a high 
probability density along the tip axis and a quick decay in the direction perpendicular to the 
axis. There are different solutions that satisfy our requirements for image potential states that 
vary in the number of nodes of the wavefunctions outside the tip along the tip axis. We have 
associated these solutions with an energy quantization and the principal quantum number n as 
expected from image potential states.  

For the case of image potential states on an extended surface, however, the potential is 
constant along the surface. Hence, the solution of the wavefunction in the directions 
perpendicular to the surface normal is that of a plane wave and one would not expect further 
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quantization. For the case of a metal nanotip, the situation is quite different: here one should 
expect to find at least two more quantum numbers, one resulting from the tip’s circular 
symmetry, and one resulting from the variation of the potential with the distance from the 
apex along tip’s surface. The circular symmetry around the tip axis is not contained in our 2D 
model potential, however, the potential variation with the distance from the apex is. Indeed, 
we also find eigenstates with wavefunctions that are modulated not only along the tip axis but 
also perpendicular. Some representative examples are shown in Fig. S16. The top row again 
shows the probability density of wavefunctions that can be associated with the principal 
quantum numbers 2,3,4n   (same as in Fig. S15). Below these, the absolute square of 
wavefunctions is shown with increasing number of nodes (0,1,2,3) perpendicular to the taper 
axis. This is an indication that in this model quantization along a second axis is seen. We have 
found that the binding energies of these states increase by roughly 10% of the binding 

energies 2

1
0.85 VnE e

n
    .  

While we have thus found indication of further quantization in the model, the verification is 
currently beyond the capabilities of the current experimental setup. The energy splitting 
observed in the simulations is typically below the energy resolution of the kinetic energy 
spectra, and as yet we have no way to image the spatial electron distribution around the 
nanotips. However, we are currently planning experiments to directly image the Rydberg 
wavefunctions of image potential states localized to the apex of gold nanotips by velocity map 
imaging. This should in the near future enable to image the spatial electron density around the 
nanotip and to disentangle the quantization of Rydberg states localized to a single gold 
nanotip. 
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Fig. S16. Quantization perpendicular to the tip axis. In all panels, the probability 
density of image potential states is color-coded, with the tip surface depicted as the 
yellow line. The top row shows the wavefunctions associated with the principal quantum 
numbers a 2n  , e, 3n  , and i, 4n  . In the rows below, we show wavefunctions with 
increasing numbers of nodes perpendicular to the tip axis. a-d: wavefunctions with one 
node along the tip axis and with 0,1,2,3 nodes perpendicular. e-h: the same with two 
nodes and i-l:  with three nodes along the tip axis and with 0,1,2,3 nodes perpendicular. 
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Movie S1: Electron emission in the 2D single-active electron model 
Electron density for a single-active electron model for a weakly bound surface-dominant state 
is ionized by the quasi-static near field. Absorbing boundaries reduce the reflections from the 
grid boundaries, and the reflection from the back of the tip does not significantly affect the 
collected kinetic energy spectrum. The spectrum is collected by the absorbing mask only in 
front of the tip (see Fig. S7) to collect only the electron density emitted towards the detector. 
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