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Abstract-Thr .onhibut;on dNals u;th instrut;oa based. knouhdge acttuiirion ;n aJa l tonpht
bul o, d,Jined dntuain. The dona;n is the opoat;onal ltnouktlse abo\t the intnpreter of ABSYNT,
a linct;onaL onut prosranming hnguaee uhit uu de"etotud ;n oLr ptuj.tt. Rühtubte sqecilitutians
oJ the ABSYNT ;nterptekr @6e t,anskted ;nta s.ß aJ ü;sual tutes, sdine ß ;ßbutianal tuattrial for
nud.nt to acguir. the opnat;onal knadl.dg..

We arz roncened üith th. Ja ading qüestions:

1. Hou do subje.ts acquir. tte op,atiaml kaablNdee ahik sinuLnine ttu intüpa,t oJ ABSYNT uih
tlv help ol the ;nnructional natt;al|

2. Haa .an the aperatioaaL knoaledge gaintd b1 subjrrs be drunbed? Fo/ e&npl , does this knoul'
&lse d;lJü ron the innturtiandl tuat,r;al?

IJ the nental repns.ntat;on af the apoatianal knouhdge is nanoryhic to ttu in'trut;oaal nak,;at,
tlvn hlpather$ abaut colrin pe,fomnre ßpds can be stated.. An .xpdinent ua' condaaed in whih
4ad,' af p,oerunnine mDi6 acqu;r.d th. conputat;onül Inowledge Jor ABSYNT b1 tbtuPuting the

ülü' oJ ABSYNT-ptoenN u;th th. hzlp oJ tlt ;ßttu.tions, th6 !;mulat;ng the ;ntdpt.k/. The U-
pathß$ üüe disconJ;tued. Tle Eruh\ lxegst that tl& Mtal rtptentalion af the op4atiokdl knaül-
.dg, ünsists oJ kreü M;ß than lhe instrütional natdal, leading ta theJa aaing h)Pothß6 about th.
acqtß;tioa process aad the nental rcrlevntatian af the ar.ratianal knouledre:

L Wh.n faed uith a d;fficulq, thzre dill be ptublrm soLoins uih th. hdp of thz inshuct;ons. Thß
vu Inowhds. i. a q"n t, Jalüa aau"n ho'n$e

2. Wh.n faßd uith Jdn;liar s;tLatioas, ünpaun!1mle: a,e bü;h Thus the e^tias knoaledqe;s
ink/a"ed L| sü ss dr;un leamras.

'The .esear.h was sponsored by th€ Deutsche Foa.hü.gss€meinschaft (DFG) in the SPP l\ycholosy
ol Knowledge under Gr t No. MO 292/3 3.

R.quess lor reprints should be addre$e<l to Olaf Schröde., P.ojed ABSYNT, FB 10, Unit on
Tutoring a.d Lcarning Syst€ms, Univ€ßity otOldcnburg, D_2900 Oldenbu.g, Fcde.2l RePubli.
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A sqe.ifiat;on o! the ißttuctili b6ed dcqübn;on of the apetatianal knautde. Jar ABSrNT n rv-
nnlt dtuebped, basd on thr dNta;kd anausis of a pan;on af th. .tata sath.rd. Th;, spoifiation ahd
sotue of iis ;n liat;ons a/e dzsiibed.

GENERAL RESEARCH PROBLEM

This work is done in the project "Developing a Knowledge-Diagnosis and ErroF
Explänation System for the Acquisition of Pr.ogrammins Knowledse for ABSYNT,,
rJänle & Kohner'. lq89r Mdbus. I985: Möbus & S.hröde,, tSeS; VaUu, A
Thole, 1989). ABSYNT (Abstract Syntax Treeo is a purely functional, visual
progr amming ldn$age der eloped inlli proiecr. using idcas I'om rhe ..al.utärion
sheet machine" (Bauer & Goos, 1982). ABSYNT includes abstraction, recursion,
and call-by-value-semantics.

The goal of the project is to build a prcblem solving monitor for prosammins
in A.BS\ NT *hirh analyzes ü. srudenrj blucprints. gives romm.nr. and proposali
(Sleeman & Hendley, 1982).

ABSYNT-programs are collections of trees. The nodes of the trees are constants,
parameten, and prinitive and self-defin€d operators. Th€ connections between rhe
nodes are the "pip€lines" for control and data llow. Programs are edited by tat -
ing nodes with the mouse from a menu bar and connecting them. Figure 1 shows

Flgüß 1. AASYNT-prcsdn lor rhe l.crorl.l.
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Figuro 2, ABSYNT srart tr€€ eithout lunciion dtts, jusr one prtmtrtE opgrätor nod€. {a) 8€torc conpu-
rlrlon, (b) rll€r applicarbn ol lhe vlsu.l rul6 in Figue 3, (c) after 3 applbarbns ol th. vlsüal rute in
Flgurc4, (d).lt.r appllcation ot the vlsual rule ln Flgür€ 5.

an ABSYNT-progam for the factorial A simple start tree without function calls
is displäy€d in Figures 2a to d.

The ABsYNT-environment also has a visual trace which was implemented
according to the runnable specification (Davis, 1982) of the interyreter. The trace
makes every computational step visible. Thus ABSYNT is suited to support stu-
d€nts in learning th€ basic functional programming concepts, and to facilitate
studying these processes (Janke & Kohnert, 1989; Möbus & Thole, 1989).

We think that a programmer needs a precise understanding of the interpreter
for successlul programming. Evidence gathered so far is in accordance with this
assumption: Subjects who had acquired the operätional knowledge-that is, the
knowledge about how the ABSYNT-interpreter works-made heavy ärrd successful
use of the visual trace while they were programming in ABSYNT.



Th€ operationä.l knowledge for ABSYNT can be acquired in the folowing way:
Since we had developed two alternative runnable specifications of the ABSYNT-
interyreter, we translated them into two alternative sets of visuä] rul€s, following
design principles motivated by Larkin and Simon (1987) and Pomerantz (1985)
(see Möbus & Thole, 1989). These visual rlles sene as instruction and help mate-
rial for the acquisition of the operational knowledge (Möbus & Schröder, 1989;
Möbus & Thole, 1989).

Besides programming mode and trace mode, ABSYNT also has a prediction
mode. In this mode, the student can simulate the interpreter by performing the
computational steps oI the ABsYNT-interpreter with the mouse and keyboard with
tbe help ofthc instructionäl material. So the student can acquire the op€rationai
knowledge in an instruction-based way.

Here we deal with the instruction-based knowledg€ acquisition in the fairly com-
plex, but well-defined domain ofthe operational knowledg€ about the interpreler
ol ABSYNT. We divide this issue into the following problems:

1. How can the acquired knowledge (the mentäl representation) be described?
Does it differ from the instructions? If so, in what respects, and why (see also
Newell & Simon, 1972, Chapter 3)? Why do certain dilficulties, bugs, and mis
interpretations arise while using the instructions?

2. How do subjects acquire the operational knowledge while simulating the inter-
preter of ABSYNT under guidance of the instructional material?

3. What do the answers to these questions imply for the design and improve-
ment oI th€ instructiona.l material?

W€ think that these questions are a]so relevant to the issues ofcomputer assisted
instruction and lor the design of tutorial systems:

1. It is important to know what the student is being told, and what is left out
(what is not mentioned) when acquiring a new knowl€dge domain. His/her con-
cepts and misconceptions may originate in the instructions given. In the domain
of the operational knowledge, we approached this problem by basing the instruc
tions on runnable specifications. The instructiona.l material could also be used for
help and feedback in case of problems.

2. Understanding the process of instruction-based knowledge acquisition may
motivate design principles. For instance, our investigations indicate that the
instructions could be adapted to the student's current knowledge state by merg-
ing visuäJ rules together. This would create visual compound rules. (An exampl€
will be given below.) So ifthere is a specification ofthe instruction-based knowl-
edge acquisition process, then the instructions could be adapted step by step to the
actual knowledge state of the learner. Thus it would be possible to provide help
which is tailored to the subject.

TASK ANALYSIS, GENERAL ASSUMPTIONS, AND HYPOTHESES

There are two alternative versions of the instructional materiäl: two alternative
visual rule sen. They are completely displayed in Möbus and Schröder (in press).
The first rule set consists ofeight rules. It is "operator centered," since each rule
describes the complete computation of some ABSYNT-node. Most rules of this set

consist of several subrules. The application of those rules consists of several steps:



(a) The first subrule is applied, (b) then the rule instantiation is suspended and
stäcked, and other rules have to be applied, until (c) the rule instantiation is
re,rie\ ed. dnd rhe nerr .ubrule i. applied

In contrast, th€ other rule set consists of 16 rules. It is "state-centered," since
each rule describes a specific change of a state of some node. This rule set has a
flat structure. Lil(e a pmduction system, any applicable mle may be applied, and
then the rule instantiation may be forgotten immediately. As an example, Figures
3 to 5 show rules of the state-centered rule set.

The visual rules shown in Figures 3 and 5 rougl y correspond to the two
subrules of the first visual rule of the operator-centered rule set.
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How might the operationa.l knowledge built up by subjects with the helP of the

instruction;l material be described? Andeßon, Greeno, Kline and Neves (1981)'

van Dijk and Kintsch (1983, Chapter 10), and Kintsch and Greeno (1985) seem

to shari the following view about the utilization of domain+pecific howledge: The

units ol the domain knowledge (for example, a geometry Postulate: Anderson et ä1 ,

knowledge about s€t relations and proPerties: Kintsch & Greeno) are represented

as l,cts;it least 
"s 

long as th€y are not Proceduralized So in order to make use

of a knowl€dge unit, an instance of it has to be loaded into working memory and

instantiated by the features of the current task. After the actions sPecified in this

instantiation arc executed, the instantiation is discarded. When the actions ofthe
instantiation cannot be performed irnrnediately, because intermediate, preParatory



F{r. a: cdDdrne d'{r..Fe t!a. tx. Fr8€|+cr3E d.4.
Snuarlon
1t tu dr9{$i'. d. r.be

arn.ghüo..etrdEßtJF.

3'ri. innsb.0rtu Fintuqfbd6tui3duso,'ry.

oo.rDl.D f nrlltn f6f öf CJ

Knoulds. dqünnion ahd nad;rtcation 37

' d. t{. rFflEFErse'*lI

1) cotrloub b riis lF€br d.

awib e .i6 inb ü. o!trI eF d

ou.rol.Df Sltü.llon f 6 I ö I C,

Figure 5. Rul€ ol the srar*enrecd rule s€t.

steps are necessary, then the instarttiation must be held in working memory until
the time for its continuation or completion has come.

Kintsch and Greeno (1985) found that problem difficulty can be related to the
amount of information which must be simultaneously available in working mem
ory. Information which is needed but not available in working memory at a given
point in the problem-solving process has to be ret eved ftom ar "episodic mem-
ory." This may cause errors. Thus perfomarce on a problem is better ifthere is
less information in working memory. Similarly, Esan and Greeno (197a) found
in the domain of the Tower'of-Hanoi-puzzle that the number of goals that have
to be remembered in order to perform a certain disc move is related to the num-
ber of errors made instea.l of this move.
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Following these ideas and frndings, we made the following assumptio
ing the mental representation of the op€rational knowledge constructed by subj€cts:

1. The operational knowledge acquired by subjects consists ofunits. Each unir
is the mental r€prcsentation ofa visua.l rlle ofthe instructional materia.l. Thus each
unit is an "internal rule" corresponding to an "external rule." This assumption
seems particularly plausible in the domain at hand lor two reasons: (a) lt is easy
to find subjects who will not have any prehowledge of the operarional knowledge
for a functional programming language, so the knowledge built up by these sub-
jects would be mainly determined by the visual, externa.l rules of the insrrucrional
material, (b) since the instructional mateüal for the operationäl knowl€dge of rhe
ABSYNT-interpreter rests on runnable specifications, we can be sure thar it is pr€-
cise, complete, and correct. So ifone constructs a mental representation which is
isomorphic to the instructions, then one could master any situation within the
knowledge domain. Thus the operational knowledge can be acquired as presented
in the instructions without doing any further inferences.

2. In order to apply an internal rule, this rute has to be loaded into working
memory and instantiated with some pan of the computational situation currenrly
visible on the scrcen. Thus, the elements oI the working memory are instantiated
internal rules.

3. There is a lirnited working memory capacity. This means that (a) as more
elements are in working memory, the performance decreases. Also, (b) the mor€
new working memory elements are created alter the creation oI a certain work-
ing memory element, the more likely it is that this working memory element gets

According to these assumptions, the mcntal representation of üe operational
knowledge constructed by subjects while simulating the inreryreter wirh the help
ofthe instructions is isomorphic to the instmctional material-rhe visuat rules (first
assumption, see above). So the mental operations should reflect the strucrure of
the used rule set Gecond assumption): Users of the operator centered rule set would
have to stack and to retriev€ r'ule instantiations. In contrast. users of the srare-
centercd rule set would not.

With respect to the assumed limited working memory capacity (third assump-
tion), we expected that users of the op€rator-centered rule set woüld have difficul
ties with ce(ain computation situations on the screen, where according to the
operator centercd rule set (a) the number of mle instantiations on the stacl is high,
or (b) a rule instantiation that has been on the srack for a long time has to be
retrieved. That is, there de many intermediate steps between stacking and retriev-
ing a rule instantiation- In contrast, us€rs of the state'centered rule set should not
have special problems with the same situations because they do not have to main-

The difüculties expected lor the users ofthe operator-centered mle set in the two
types of situations just mentioned should show up as more time needed in these
situations because the relevant rule instantiation has to be retrieved, or, alterna-
tively, reconstructed with the help of the external, visual rules. Additionally, it
should be more likely to malce an error when there äre many rule insrantiations
in working memory (when the stack is large).

These hypotheses are depicted in Table 1. The numbe. of rule instantiations on
the stack is subsequently referred to as "s." The number of intemediate steps
between stacking and retrieving a rule instantiation wi be referred to as "i."
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Table 1. Ovedieü ot th€ hypolhss€s
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Compulaional siiualions wilir lhe rollowins
Jeaturss according to lhe ope€to.

cenlered rule set:

lsers ot the operatorcentered rule set .make mo.e mlslakes .make less mislakes
.n€ed more liho .need less lime

rsers öl the state-.enrered nie s.-at .make less mistakes .nake less mislakes
.need less tme .need less lime

THE EXPERIi,IENT

The experiment had two parts. In part on€, 12 subjects comput€d correct
ABSYNT programs, thus simulating the ABsYNT'interpr€ter in th€ prediction
mode. The subjects worked in dyades (Miyake, 1986). Thr€e dyad€s were supplied
with the operator-centered rule set, and the other three dyades werc supplied with
the state-centered rule set.

In part two, the subjects wo.k€d individually. Patially compüted ABSYNT-
programs wer€ prcsented to them. The task was to decide whether these partia]
computations were correct. Part two served the following purpose: If one has to
judge if a pärtialiy computed ABSYNT-program is correct, s/he has to mentally
trace the computational steps leading to the displayed sitüation. For each computa-
tional step in this sequence, there is ä certain r and I according to the operator-
centered rule set. So if there are effects ofs and i, as postulated in the hypotheses
(Table 1), then these effects sum up across all the mentally träced computational
steps. Therefore the effects should show up very clearly.

Mate al

For part one, th€ material consisted ofthe two visual rule sets (operator-centered
vs. state-centered), of a glossary, of 33 ABSYNT-programs to be computed, and
oI instructions about th€ subjects'task to compute the programs. The glossary con-
tained an explanation of the basic concepts mentioned in the rules, a legend tor
the visuat rules, and a description of how to handle mouse and keyboard The
ABSYNT-pr.ograms were grouped into sets of increasing dilliculty. They were pä-r-

tially ordercd by the number of visual rules sufltcient for their computation Func-
tion calls, branching, abstraction, recursion, and combinations ofth€se concepts
were introduced step by step. Each concept was exemplified by up to sü programs,
makirg up the total of 33 programs.

Ior part two, the material consisted of 15 partially computed ABSYNT-
programs (depicted on paper). There were thre€ computationäl situations exem-
plifying.r low, i low; three more for r high, / low, another three for r low, i high,
and six wrong computational sittations. The latter seryed for (a) making sure that
each program is checked completely, and (b) minimizing practice effects with this
task: The first three computational situätions presented were wrong. The other
on€s were randomized.



Expefimenbl Design

Ior part one of the experiment, the indep€ndent variables were:
1. The supplied rule set (operaror- vs. state-c€ntered)
2. Four categories of di{Iiculties of computationa.l situations, according to the

operator-centered rule set: (a) r low, t low (r + i < 5). Lxamples ar€ the first steps
in the computation of a pmsräm. (b) r tow, ; high (.r < 4; i > S;. O"u-pte" ui.
the last steps in the computation of a program. (c) r high, t tow (r > 5; I = 0). An
example is binding the body parameters. (d) r hish, t hish G > 5; z > 20). An
erample is pasinq a r alue lrom one lrde r in, drnarion ol an A BSyNT-prosram)
back to the calling operator node.

The depend€nt variables were: G) Dumber of errors (wrong computariona.l
steps), and (b) th€ time needed for each computationat step.

For part two, the ind€pendent va ables were:
l- Preknowledge (training with the operator- vs. srare-centered rule set in part

2. Three categories ofdifficulties ofcomputational situations, according to the
operator-centered rule set: (a)rlow, tlow(r+ l<4); (b) s high, ; tow (.r > 6;
i < 5); (c) s low; i high (r < 5; t > 20).

The dependent variables were: (a) nunber of wrong judgements about the cor,
rectness of the pr€sent€d computational situations, and (b) the decision time needed
for each presented compurational situation.

Subjecls

Subie, rs werc l2 srudenrs ofp*).holoqy är rhe t nivcrsiry ofOldenburg. AJI sub
Je, ,s were prog'ämminq nov;(e. Ihcy were paid for pani.ipdrion.

Each dyade was introduced to the basic concepts ofABSYNT used in the visual
rules, and was familiarized with mouse and keyboard. Additionally, rhey answered
quesrions abour rhe;' p'ogrammrng experien.F

Then the subjects started with päxt one: computatior of the ABSYNT-programs.
They w€re asked not to consult the experimenter, but to make use of the supplied
materia] in case ofprobl€ms. The material was presented in a folder. The subiects
were free ro use ir whenever they wdnrFd.

Each dyade computed the sam€ ABSYNT,programs, which were presented in
füed order. Each time a n€w concept was introduced, the supplied visual rules
were augmented with additionally needed visua.l rul€s. So the subjects never had
nore visual rules than actuälly n€eded.

During the first computation of each ABSYNT-program, there was no feedback
by the experimenter. In case of cor€ct computation, the next ABSYNT-program
was presented. In case of a mistake, th€ program was presented again. This time,
feedbacl was given immediately in case of another misrake. (The $rbiecrs w€re told
that the last computational step was wrong.)

The actions ofthe subjects and their verbalizations were video and audiotaped.
Since each dyade computed 33 ABSYNT-programs, there were about 2500 com-
putational steps performed by each dyade. Each dyade worked abolrr 12 hours in
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For part two, each subject was supplied with the 15 computation situations, and
with w tten instructions concerning the task. If a situation was considered as
wrong, the n€xt situation had to be ta.ken. Otherwise, the immediarely next com-
putational step had to be filled in with pencil. For each situation the time was

Pesutts

The latency times for part one änd part two were evaluated by two Brown-Mood-
tests (Lienert, 1973, p. 205 t) in order to test for the int€ractions Gee Table 1),
because there were multiple measurements for each pair of subjects within each
cell, and the latency times were not normally distributed and with unequal vari-
ances. For part one, those computational steps were discarded which were done
in situations not b€longing to one ofthe four cat€gori€s ofdifficulties ofcomputä-
tional situations. Secondly, only correct computational steps were included for the
ana.lysis ofthe time latencies. Finally, in order to obtain equally sized cells, some
randomly selected data of part one were dropped.

The interactions between suppli€d rule set and categories ofdifliculties ofcom-
putational sihrations, based on latency times, were not significant: Chi'= 3.86;
d.f. = 3;, > 0.2 for part one (rl = 165 data points per cell), and Chi'z :0.99;
d.fl :2;1> 0.5 for part nvo (": 18 data points per cell).

The error frequencies were not analyzed statistically, since there were only few
erors. For pan one, th€re were 33 wrong computationa.l st€ps (= 0.75%)
ä.ltogether in the computationäl situations belonging to one ofthe four categories
ofdifficulties of computationä.I situätions- The users ofthe operator-centered rule
set made 1.3 %, 0.? %, 2.4%, and 0.9% errors in the computational situations
s low, I low; s high, i low; .r low, / high; .' high, I high, respectively. The users of
the state-centered rule set made 0.9%,0.1%, 3.0%, ai 0.9% errors in the same
situations. For pan tvro, there were 17 (or 15 %) wrongjudgements of computa
tional situations: 10 mistales (287o) for the combination "operator-centered rule
set; s and/or i high"; 7 mistales (1070) for all other combinations.

Discussion

The main result is that the dillerent structure of the two ral€ sets did not show up
in the subjects' performance. One could hypothesize that the subjects did not mahe
much use ofth€ instructions but used their own ideas instead. so ihat instructions
did not have a strong influence on the knowledge acquired. But this is not plau-
sible since, ämong other results, in 98% ofthe cases where the subjects were faced
with a situation cover.ed by a new rule, they looked this rule up in the instmctions.
Additionally, the total error rate was 0.71% (users of the operator-centered rule
set) nd l.l9% (nseß of the state-centered rule set), although the subjects did not
have any functional programming knowledge. Without much use of the instruc-
tions, there would certainly have been more errors.

So the h;potheses were disconfirmed. With respect to the assumptions stated
above, we see the following possibilities for this outcome:

1. There is no one+o-one-mapping between the individual visnal rules and the
units of the mental representation of th€ operational knowledge for ABSYNT. That
is, the internal rules are not isomoryhic to the external rules. That is, instead of
constructing an isomorphic r€pr€sentation, the subjects us€d the instructions as a
base for ronsrrucring somerhjns dilferenr.



2. There is no need to load the internal rules (the acquired knowledse) into
working memory because this knowledge is prcceduralized. Thus there are no
problems of limited working memory capacity with this knowledge (Anderson
et al., 1981).

We favor the first possibility for the following reasons: The computational steps
mad€ by th€ subjects can be classified into four categories:

(a) Correct computational steps which are done quickly and without any ver-
batizations. Sequences of such steps se€m to be produced by knowledge units which
correspond to more than one external, visua] rule.

(b) Conect computational steps which are preceded by a verbalization and por
sibly by a short lookup of the corresponding visual rule.

(c) Correct computational steps which are preceded by problems: In thes€ sit-
uations, the subjects initially do not know what to do, and they make h€avy use
of the instructions. These problematical situations are not only situations which
require the application oI a new, not yet €ncountcr€d rule, but also situations
requiring the äpplication of an älready known rule in a new situation (that is, a

situation on the sc.€en which contains some n€w concept, for instance branching,
for which there not y€t encountered visual rules).

(d) Wrong computationa.l steps: Wrong applications ofnew, not yet encountered
visual rules, but also the inappropriate use of already known mles in new

Problems or errors (= categories c and d) with already known rules in new sit-
uations occur often. This was the case in 52% ofthe situations where an already
known rule had to be applied in a new situation. In contrast, problems or errors
occurred in only 7% ofthe computational steps altogether. This "Einstelung" efect
is clearly not in accordance with the assumption that the operätional knowledge
acquired by the subjects consists of int€rnal rules that are.just isomorphs to the
external, visual rules. Instead, our interyretation is that independently ofthe sup-
plied visual rule set, the subjects constructed larger knowledge units which were
tuned to the particular type of ABSYNT-pmgrams cunently encountered. When
the typ€ of ABSYNT-programs was changed by introducing a new concept (and
correspondingly, one or more new visual rules), these knowledge units w€r€ not
applicable any more, leading to problems or even errors with atready known rul€s.

Thus we view the acquisition of the operational knowledge as a two'stage-process:
1. Acquisition ofnew knowledge in response to difficulties with the help of the

instructional material, that is, impasse or faiture-driv€n learning.
2. Improvement oI existing knowledge by creation of compound rules, that is,

succesrdriven learning.
In order to mahe these ideas concrete, a specification of the instruction-based

acquisition of the operational knowledge for ABSYNT is currendy developed. In
the rest of this paper, we will describe this specification and some of its implications.

SPECIFICATION OF THE ACOUISITION OF THE
OPERATIONAL KNOWLEDGE

Putpose ol lhe Specilicarion

The specification of the processes ofthe instruction-based acquisition ofthe oper-

"(iondl Lno$ledgc hd. rhe lollowing obier ,ive':
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1. To achieve an integrated description ofthe data gathered. By this, we inves-
tigate the following questions: How can the knowledge acquired with the help of
the insbuctions b€ described? How can the acquisition of this knowiedge be de-
scribed? Does this knowledge ditrer from the instructions? For instarce, do the sub-
jects reorganize or reinterpret the instructions? When do the subjects not follow
the instructions? If so, what might be the reasons for this?

2. To generate predictions about performance aspects in certain computationä.I
situations.

3. To generate further design criteria conc€ming the instructional material; for
instdce, whether it would be feasible änd sensible to adapt the instmctional mate-

al to the actual knowledge state of the learner.

Cufient Slale ol the Specification

The operational knowledge for ABSYNT acquired by the subjects is represented
as a rule net. The rule net is continuously charged by acquisition ofnew knowl
edge due to problem solving, and by improvement of existing knowledge due to

Acquisition ofnew knowledge is triggered by difficulties (Laird, Rosenbloom,
& Newell, 1986), or impasses (Brown & van Lehn, 1980; van Lehn, 1987, 19BB).
In response to a difficulty, there are problem-solving steps with the help of the
instructiona.l materiä], the extemal, visual rules. Ifsuccessful, the problem-solving
steps lead to the generation of new information. This information is then used to
augment the rule net. Thus the rule net is changed in order to cope with new

Improvement of existing knowledge is triggered by practice with severa.l instances
ofthe same type oIABSYNT program. During practice, rules ofthe mle n€t are
merged into compound mles. Thus the rule net is changed in ord€r to handle a
given type of situation more efficiently.

The curent state of the specification was developed in the light of these guide
lines and by protocol analysis of a ponion of the data (see below).

The Bule Net

We distinguish intemal rules (the rdles ofthe rule net) and external nles (the rules
of the instructional material). In the rule net (Fisure 6), a rule consists ola directed
labeled link with two nodes (connected by an and-node) below ;t. Thc link is the
condition (C) of the rute. The first node is the action (A). The second node is a
rccursive cali of the top node ofthe mle net. Figure 6a depicts a rule net abstracdy.
If the rule net specifies the knowledgc ofa user ofthe operator-centered rule set,
then the rules of the rule net are (a) the hypothetical intemal representations oI
the r,rzlar of the extemal, visual rules ol the operator-centered rule set, or (b) com'
pound rules built lrom such subrules. If the rule net specifies the knowlcdge of a
user ofthe state-centered rule set, then the rules ofthe rule net are (a) the hypo-
thetical intemal representations of the external, visual rrlas of the state-centered
rule set, or (b) compound rules built from such mles. Thus the structure of the
rule net is the same for the knowledge acqüired by th€ operator- and stat€-center€d

For example, C1 in Figure 6a is the interna] representation ofthe situation
description ofthe visuat rule ofFigure 3. A1 is the internäl representation ofthe
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acquisilion of New Knowledge

New knowtedge is acquired in response to a difficultv Cuüendv there are two

main typ€s of difficulties:
D1: i\o condition leaving the top node is satisfied by the situation cun'ertly visi-

ble on the screen. and the task goal is not yet tulfilled'
D2: t here is feedbaek rbar Ihe la.r .ompurärional srep was wrong

ln re.ponse ro a difticulry. probl.m sol\ing is staning There are rhe following

main categories of problem solving steps:

(ä)

(b)
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Pl: "Working backward": In case of D1 ther€ might be a rule in the rule net
which action descdption does not male use of information obtained by the bind-
ing of the condition of this mle. For example, it is always possible to filI an empty
inpüt strip€ with computation goats ('?") (the action description of the visual rule
in Figure 3), even if the conditions in which this is allowed (the situation description
of the visua] rule in Figure 3) are not true. So if there is such a rule in the rule
net, it serves äs the starting point for "working backward" \dth the help of the
visual rules: There will b€ an attempt to fulfiü the unfulfi[ed condition. For exm
ple, the output stripe of ar ABSYNT-node might be emPty. Thüs the unfulfr led
condition for liling its input stripe with comPutation goals is that the oütPut stripe
must contain a computation Soal Gee Figure 3). So a goal is set to put a compu-
tation goal into the output stripe of this node. Then a visual rule is looked for whiclr
achieves this.

P2: "Trial and error": Also in case ofD1, there might bejust an attempt to find
an applicable visud rule. Thus t}le visual rules are scanned until an applicable rule
is found. This is also done ifthere is no unfutfilled but currendy "aPplicable" rule
in th€ rule net.

P3: Identification of an unfulfilled condition: In case of D2, there is an attemPt
to find the differ€nc€ between the computationa.l situation currendy visible on the
screen and the visual rr.rle whose action corresponds to th€ computational stepjust
äpplied. That is, it is tried to find the reason for the mistake. As th€ r€sult, an
inst,n.e of D1 arises-

So after P1, P2, or P3, there is new information: With the helP ofthe visual
rules, an applicable rule is found, or an unfulfilled condition element of a rule
already pan olthe ml€ net is identfied. This new information is then used to aug-

ment the rule net with the new rule (Figur€ 6b), or to augment the condition of
an existing rule with the identified condition element.

lmprcvemen of Exlsting Knowledge

II no difficulties arise, the rule net is improved by building compound rules. The
resutt is depicted abstractly in Figure 6c: Two rul€s leaving th€ toP node ('do täsk")

are merged into one in a way that tries to use ideas of comPosition (Anderson,
1983, 19-86; Anderson et al., 1981; Neves & Anderson, 1981). The comPound rule
is formed by inspection of the trace of rule apPlicätions. For example, C2 - A2
and C3 - A3 of Fisurc 6b might be composed into C2,3 - A2,3 of Figure 6c. In
order to illustrate how this might proceed, it is assum€d that (a) C2 - A2 of Fig-
ure 6b is the internal representation of th€ visual rule in Figure 4; (b) C3 ' A3
of Figure 6b is the int€mal representation ofthe visual rule in Figure 5; G) C2,3 +
A2,3 of Figur€ 6c is the internal reprcsentation of the rule in Figure 7. (This is not

a visual rule of the instructional mäteriä.]; see below.)
The trac€ ofth€ rule applications consists of three applications of the visual rule

in Figure 4 to the situation dePicted in Figure 2b (this l€ads to the situation
depicied in Figure 2c) and one aPplication of the rule in Figure 5 to the situation
depicted in Figure 2c (this yi€lds the situation depicted in Figure 2d).

1. The three input fields in the three instantiations of the rule of Figur€ 4 ar€

seneralized to "all input fields" (cf Benjamin, 1987) These "all input fields' are

identical to the "input stripe" in the condition ofthe instantiation of the rule in Fig-

ur.e 5. Therefore, in the condition and action Part ofthe new compound rule (Fig-
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FiguE 7, Example ol a "vlsual compoünd rute" basert on the visuat rutes in Figurcs 4 and 5,

ure 7) "aI input fields" are specified by all the conditions and the actions for input
fields mentioned in the lule of Figure 4. But the condition for these input fields
required by the rule oI Figure 5 (nmely, that they contain values) is not included
in the condition of the new rule, because this is the result ofthe three applications
of the rule in Figure 4, which are fo owed here by the appiication of the rule in
Figlre 5.

2. The operator node in the three bindings oI the rule in Figure 4 is the same
as the primitive operator node (no il node) in the binding ol the rule in Figure 5
(namely, the "<" node in Figure 2). Therefore, or y "primitive operator node (no
if node)" is included in the rule in Figure 7.

3. The action of the rule in Figure 5 is includ€d in the action of the new rule.
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The resulting new rule is än improv€ment becaüse it reduces matching. For
example, the sequence ofthe three applications of the rule in Figure 4 and the one
application ofthe rule in Figure 5 test the "<" node of Figure 2 four times. Apply
ing th€ new rule instead would test this nod€ only onc€.

But if now a computationa.l situation is encountered where the originaf fües are
needed in combination with new rules, then a dilficulty will arise again, since the
original rules are not available as single rules any more; they have become part
of a compound rule. (For example, the original rules C2 + A2 and C3 + A3 are
not contained in the rule net of Figure 6c). So there wil be problem solving again,
and the original rulcs are added ägain to the rule net.

EMPIRICAL BASE

Some Aueslions of Methocl

The däta olone dyade are used for the derivation of th€ specification. The other
data are used for validation (Card, Moran, & Newell, 1983, Ch. 5).

The relevant data are the compütationäl steps perfomed by the subjects (includ-
ing bugs and the sequencing of the computational steps), and verbatizations. Only
the verbalizations of one (the more active) subject of the dyade are ana]yzed.
Therefore the specilication hypothesizes knowledge states and acquisition for one
sr.rb.ject, not lor a dyade. The advantage ofl€tting subjects vrork in dyades is that
the verbä.lizations are richer and more natural (Miyake, 1986). The disadvantage
is that we häd to find ways ofhow to deal with th€ verbalizations of the other sub-
ject. A convention is: If B (the subject whose verbalizations are not regarded)
objects to or proposes sone rule or computational step, and A (the subject whose

verbalizations are of interest) accepts this, then the objection/proPosal is treated
as if made by A. Othemise, B's objection/proposäl and A's reply to it ,re removed
fiom the protocol.

Ptotocol Analyaia

The aLn of the protocol matysis is to operationalize th€ activities prior to each com
putationat step: difficulties, problem solving steps, aPplications of rules ofth€ rule
net, and applications of the action steps of compound rules.

About four hours of computing ABSYNT-programs by one pair of subjects were
protocol analyzed. The segments of the protocol were assigned to coding catego-
ries. Then sequences of coding categories were aggregated into types of dillicul-
ties and into types ofproblem solving steps. Table 2 is a simplified list of some of
the operationalizations.

We try to base the assignment of coding categories on key words (Miyake, 1986)

as far as possible. For instance, key words for "state sequence of comPutationä.l
steps" are "first . . ., then - . .". Key words for "notice that a rule is not aPplica-
ble" are "but," "wrong," etc., "find internal rul€" is ässigned if, for instance, a rule
number is mentioned. The corresponding visua.l rule might subsequently be

check€d, but critical to the assignment of this coding category is that th€ idea is
expressed first. In contrast, "find external rule" is assigned ifthe visual rules are
consulted first. "Find internal or externa.l mle" is a supefodinate categrry for "fnd
internal rute" and "find external rule."
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SOI'E IMPLICATIONS OF THE SPECIFICATION

Some Prcdictions

One of the next steps will be to evaluate rhe specification. For example, there are
the following predictions:

1. Prcdiction of situations causing dilficulties because there is no rute in the rule
net that handles the current situadon.

2. Prediction ofcomputational steps preceded by "find internat rule,' verba.liza-
tions because they are generated by a rule of the rule net.

3. Prediction of computationa.l steps pedormed silendy because they are sen
erated by the action steps of compound rules

4. Prediction of specific pioblem solving steps in response to specific difficulties.

Impllcations fot Funhet lmprcvement ot lhe lnsttuclionat Mate at

There are dso suggestions about how th€ instructions mighr be improv€d. Ifthe
subject is not sure about applying a compound rule in a new situation, then it
would seem appropriate ifthe instructions are adapred to the current knowledge
acquired by the learner. This would mean to augment the instrucrions by add;g
visual compound rules. So the insrructionat material could be tailored step by step
to the knowledge acquisition process of the learner. Figure ? provides an exam-
ple ol a visual compound rule.

Open Que,tlons; Futurc Research

The next steps will be:
1. To evaluate the specification for the derivation data. This invotves compar-

ing predicted and obsened difücdties, problem solving steps, applications of rules
of the rule net, and of th€ action steps of compound rules.

2. To €vä.luate the specification for the validation data in th€ same way.
3. To continue the implementation ofthe specification. An implementation of

th€ specfication is n€cessäJt for (a) a fdl and detailed evaluation, and (b) the Sen-
erarion ol nor yer en.oun(ered hyporheses.

One concem for future is the extension of the specification to other task domains
(i.e., the acquisition of programming knowledse for ABSYNT). This is another
,opj( wi,hin our proje' l. lr $ili neLessirare an äugmenrarron rowärds (he in.tusion
of elements of inductive learning.
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