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Abstract

Bachelor of Engineering

Real Time Analysis of FEL Radiation Spectra for the Estimation of Photon Pulse Duration

by Robin Engel

One of the most challenging tasks for extreme ultraviolet, soft and hard X-ray free-electron laser photon diagnostics is the precise determination of the photon pulse duration, which is typically in the sub 100 fs range. For some purposes like the FEL tuning, an estimate of the pulse duration is required in real time and with minimal experimental effort. Therefore a method has been developed to evaluate the photon pulse spectra during run-time, yielding an estimate for the photon pulse duration. The developed method makes use of the statistical properties and spectral correlation techniques and has been embedded into the Data Acquisition System of the FLASH facility.
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## Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>DAQ</td>
<td>Data AcQuisition system</td>
</tr>
<tr>
<td>DOOCS</td>
<td>Distributed Object Oriented Control System</td>
</tr>
<tr>
<td>FEL</td>
<td>Free-Electron Laser</td>
</tr>
<tr>
<td>FLASH</td>
<td>Free-electron LASer in Hamburg</td>
</tr>
<tr>
<td>FWHM</td>
<td>Full Width Half Maximum</td>
</tr>
<tr>
<td>ICCD</td>
<td>Intensified Charge Coupled Device</td>
</tr>
<tr>
<td>HHG</td>
<td>High Harmonic Generation</td>
</tr>
<tr>
<td>LINAC</td>
<td>LiNear ACcelerator</td>
</tr>
<tr>
<td>MGU</td>
<td>Mirror Grating Unit</td>
</tr>
<tr>
<td>PEBDD</td>
<td>Pulse Energy Probability Density Distribution</td>
</tr>
<tr>
<td>PG</td>
<td>Plane Grating</td>
</tr>
<tr>
<td>RF</td>
<td>Radio Frequency</td>
</tr>
<tr>
<td>SASE</td>
<td>Self Amplified Spontaneous Emission</td>
</tr>
<tr>
<td>TDS</td>
<td>Transverse Deflecting Structure</td>
</tr>
<tr>
<td>WAU</td>
<td>Water-cooled Aperture Unit</td>
</tr>
<tr>
<td>XUV</td>
<td>Extreme Ultra Violet</td>
</tr>
</tbody>
</table>
Physical Constants

Speed of Light \( c = 2.997\,924\,58 \times 10^8 \text{ ms}^{-8} \)
Electron Charge \( e = -1.602\,176\,56 \times 10^{-19} \text{ As} \)
Electron Mass \( m_e = 9.109\,382\,91 \times 10^{-31} \text{ Kg} \)

Symbols

\( c_{ff} \) Fixed focus constant of the monochromator -
\( g_1 \) First order spectral correlation function -
\( g_2 \) Second order spectral correlation function -
\( n_\omega \) Number of spikes per unit frequency -
\( t \) Time \( \text{s} \)
\( t_k \) Random electron arrival time at undulator entrance \( \text{s} \)

\( E \) Electric field \( \text{V/m} \)
\( E_{\text{kin}} \) Kinetic energy \( \text{J} \)
\( F(t) \) Electron bunch form function -
\( I_e \) Electric current \( \text{A} \)
\( K \) Undulator parameter \( \text{kg s cm} \)
\( L_{\text{sat}} \) FEL saturation length \( \text{m} \)
\( M \) Number of modes -
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>Number electrons contributing to the SASE process</td>
<td>-</td>
</tr>
<tr>
<td>$N_s$</td>
<td>Number of maxima in the temporal photon pulse structure</td>
<td>-</td>
</tr>
<tr>
<td>$N_\omega$</td>
<td>Number of spikes in a spectrum</td>
<td>-</td>
</tr>
<tr>
<td>$S$</td>
<td>Spectrometer signal</td>
<td>Counts</td>
</tr>
<tr>
<td>$T$</td>
<td>Pulse duration, Flat-Top Profile</td>
<td>s</td>
</tr>
<tr>
<td>$T_{coh}$</td>
<td>SASE coherence time, FWHM</td>
<td>s</td>
</tr>
<tr>
<td>$T_{corr}$</td>
<td>Photon pulse duration, corrected for electron chirp</td>
<td>s</td>
</tr>
<tr>
<td>$W$</td>
<td>Photon pulse radiation energy</td>
<td>J</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Relativistic factor</td>
<td>-</td>
</tr>
<tr>
<td>$\lambda_u$</td>
<td>Undulator period</td>
<td>m</td>
</tr>
<tr>
<td>$\lambda_r$</td>
<td>Fundamental undulator radiation wavelength</td>
<td>m</td>
</tr>
<tr>
<td>$\rho$</td>
<td>FEL parameter</td>
<td>-</td>
</tr>
<tr>
<td>$\sigma_m$</td>
<td>Spectrometer resolution rms width</td>
<td>rad/s</td>
</tr>
<tr>
<td>$\sigma_T$</td>
<td>Pulse duration, rms.</td>
<td>s</td>
</tr>
<tr>
<td>$\sigma_{ph_{\text{min}}}$</td>
<td>Minimal rms photon pulse duration.</td>
<td>s</td>
</tr>
<tr>
<td>$\sigma_\omega$</td>
<td>SASE gain bandwidth, rms.</td>
<td>rad/s</td>
</tr>
<tr>
<td>$\sigma'_\omega$</td>
<td>Photon pulse bandwidth in frequency domain, rms.</td>
<td>rad/s</td>
</tr>
<tr>
<td>$\tau_c$</td>
<td>SASE coherence time, rms</td>
<td>s</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Angular frequency</td>
<td>rad/s</td>
</tr>
<tr>
<td>$\omega_0$</td>
<td>Angular frequency of central wavelength</td>
<td>rad/s</td>
</tr>
<tr>
<td>$\Delta\omega$</td>
<td>Angular frequency width of spectral correlation window</td>
<td>rad/s</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>Gamma function</td>
<td>-</td>
</tr>
<tr>
<td>$\Omega_c$</td>
<td>Spectral coherence of an ideal spectrum(^1)</td>
<td>rad/s</td>
</tr>
<tr>
<td>$\Omega'_c$</td>
<td>Spectral coherence of a real spectrum(^2)</td>
<td>rad/s</td>
</tr>
</tbody>
</table>

\(^1\)Generated by an unchirped electron bunch.
\(^2\)Generated by a chirped electron bunch.
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Chapter 1

Introduction

Since the discovery of synchrotron radiation sources in the 1960th, they have taken an important role in several fields of research. The first synchrotrons were built for the purpose of high energy physics to study collision processes of accelerated particles and synchrotron radiation was used parasitically as a side-product. The storage rings containing accelerated electrons provided radiation with low emittance and high brightness in a widely variable energy range. The electrons were usually accelerated in bunches, creating radiation pulses with a duration in the order of some 100 picoseconds. However, the spectral brilliance\(^1\) was still comparatively low, as the wavelength of the radiated light scales inversely with the kinetic energy, and the radiative power scales with the number of accelerated particles. Therefore the demand for storage rings dedicated solely to the generation of synchrotron radiation came up and led to the development of synchrotron radiation sources with increasing parameters like peak brightness, wavelength range and brilliance. Nowadays, synchrotron radiation facilities are long established as a standard tool not only in material sciences. However, the parameters of the synchrotron radiation were not comparable with the radiation of optical lasers in terms of coherence and peak brightness. **High Harmonic Generation (HHG)** is a method to transfer the intensity of a wave with a low photon energy to a wave with a multiple of the original photon energy using non-linear processes within an optical medium. In certain limits, the brilliance of optical lasers can be transferred to the XUV regime, but the conversion efficiency of HHG light sources

---

\(^1\)The spectral brilliance is the number of photons emitted per unit wavelength interval, time interval, solid angle and area.
decreases as going to short wavelengths.

Since the start of the 21st century, a fourth generation of synchrotron radiation sources revolutionized the field in form of the Free-Electron Laser (FEL), operating in the XUV and X-ray regimes. As the name suggests, FELs combine the high peak brilliance and transverse coherence of laser light sources with the freely variable wavelength range of synchrotron radiation facilities. In an FEL, the amplification medium in the resonator used by optical lasers is ”replaced” with accelerated electrons passing through the spatially periodic magnetic field of an undulator. The thereby created radiation wavelength is a function of the undulator parameters and the kinetic energy of the electrons and is thus freely selectable. Compressing the electron bunch to very short pulses allows the generation of very intense pulses with durations in the femtosecond timescale, surpassing the brilliance of conventional synchrotron sources by eight orders of magnitude. In the year 2005, the Free-electron LASer in Hamburg (FLASH) operated as the first user facility to provide FEL radiation in the XUV regime.

The unprecedented characteristics of FEL radiation open many new possibilities for experiments, but they also come with new challenges to photon pulse diagnostics. The ultra-short time scale and the high photon energy do not allow the usage of many methods that are known for lasers in the optical regime. One of the most challenging parameters to be determined is the duration of the photon pulse. A variety of direct and indirect methods has been proposed for this purpose, but none has yet established itself as a standard.[10]

The present work realizes indirect methods, observing the statistical properties [2, 11] of FEL radiation and considering spectral correlations [12]. Each of these methods derives information about the temporal beam profile from the radiation spectra by applying knowledge of the processes within the undulator. Two specific programs were written. One is directly linked to the Data AcQuisition system (DAQ) and gives an estimate of the pulse duration during run time, while the other provides tools for the analysis of previously recorded spectra.

The following chapter contains a brief introduction into the theory of FELs and the processes in the undulator. The following chapters contain theory of the here applied methods for photon pulse length estimation and a description of the experimental set-up as well as of the software tools that were employed for this work. Finally, a selection of measurements is presented and discussed.
Chapter 2

FLASH

FLASH is a single-pass FEL operating in the XUV and soft X-ray regime using Self Amplified Spontaneous Emission (SASE). The basic layout is illustrated in Figure 2.1. A photon pulse from an optical short pulse injector laser hits a photocathode and causes it to emit an electron bunch (RF gun). This bunch is accelerated by a linear accelerator consisting of superconducting cavities up to 1.3 GeV and compressed to a length of some tens of femtoseconds. The accelerated, compressed and collimated electron bunch passes once through the undulator, where the electrons are forced on a sinusoidal path, causing them to radiate photons. After the electrons have passed through the undulator section, a dipole magnet bends the electron beam into a beam dump, while the photon beam is guided through beamlines to the experimental end stations.

![Figure 2.1: Schematic layout of FLASH](image)

2.1 SASE - Self Amplified Spontaneous Emission

Let us consider an electron bunch travelling through the undulator, emitting photons due the sinusoidal path of the individual electrons. After a certain undulator length, the electromagnetic field of the emitted photons becomes strong enough to interact
with the charge distribution within the electron bunch. This causes a process that is known as microbunching, where the density of the overall electron bunch is modulated into several microbunches which are spaced according to the wavelength of the emitted radiation. This process is illustrated in Figure 2.2. Because the longitudinal extension of microbunches is shorter than the wavelength of the emitted radiation, each microbunch emits coherently.

Before microbunching occurs, the emitted radiation is incoherent and its intensity is thus proportional to the number of radiating electrons $N$. However, when the microbunching is complete, the electrons emit photons coherently, causing the power of radiation to grow with the number of radiating electrons $N^2$.

Overall, this can be seen as a self-amplification of the radiation within the undulator, giving the process the name Self Amplified Spontaneous Emission (SASE). As the microbunching does not set in directly behind the undulator entrance and can reach saturation before the undulator exit, the radiation of a bunch grows differently depending on the covered undulator distance $z$.

The graph in figure 2.3 shows the radiation energy of a single photon pulse as a function of undulator distance $z$ and is usually divided into three undulator regimes:

1. The regime of spontaneous emission (a). The electrons radiate incoherently, the power of radiation grows linearly.

2. The regime of exponential growth (b). The microbunching has started and causes the power of radiation to grow exponentially.\(^1\)

---

\(^1\)The coherent radiation is only generated by radiating electrons within a single mode. The number of electrons within one mode is in the order of $10^6$ to $10^8$.

\(^2\)If the undulator exit is in this regime, the FEL is said to operate in the linear regime of operation (see section 2.1.2), as the corresponding differential Equation has a linear behaviour.
3. The regime of saturation (c). The degree of microbunching does no longer grow.

Further discussion of the SASE-process can be found in reference [13, 14] and the references therein. At FLASH, the fundamental radiation wavelength (see Equation 2.1) can be varied between 4.2 and 45 nm.

### 2.1.1 The Electron Bunch Shape

For the SASE process to take place at all, a high electron peak current of at least $1 - 2kA$ and a low emittance are required. The electron bunch is ejected from the electron gun with a bunch duration of several picoseconds. It is then accelerated by a driving electromagnetic Radio Frequency (RF) wave on a linear path through a number of accelerator modules. In between the accelerator modules, the electron bunch passes through several magnetic chicanes called bunch compressors (See figure 2.1). These lead the electrons of higher energy on a longer path than the ones of lower energy and thereby compress the bunch [3, 9]. The repetition of this process compresses the bunch down to a duration in the order of 100 fs and forms the electron bunch shape. The electron
bunch shape is subject of a sensitive tuning process and therefore varies strongly. It is important to keep in mind that, despite optimization of its parameters, not all parts of the electron bunch contribute to the SASE process.

2.1.2 The two Regimes of Operation

The photons that are emitted by the electrons naturally travel at the speed of light. The electrons however are traveling slightly slower and on a sinusoidal path, so that the emitted photons are traveling ahead of the electrons that emitted them. It is empirically apparent, that the radiation is optimally amplified, if the photon wave emitted by one microbunch is traveling exactly one radiation wavelength $\lambda_r$ ahead per covered undulator period, so that the next microbunch, located exactly one $\lambda_r$ ahead of the first, can radiate coherently with the first wave. This so called slippage effect leads to the resonance condition (see Equation 2.1), which determines the fundamental radiation wavelength. As mentioned earlier, the fundamental wavelength of the emitted radiation is determined by the relativistic factor of the electrons $\gamma = \frac{E_{\text{kin}}}{m_e c^2}$, the undulator period $\lambda_u$ and the undulator parameter $K$ [14]. For simplicity, we only consider the wave travelling on the undulator axis.

$$\lambda_r = \frac{\lambda_u}{2} \cdot \frac{1}{\gamma^2} \left( 1 + \left( \frac{K^2}{2} \right) \right)$$  \hspace{1cm} (2.1)

In the undulator regime of spontaneous emission, the degree of microbunching is still small. The photons interact at all locations with the electrons, exchanging energy depending on the relative phase, accelerating and decelerating electrons and thereby increasing the degree of microbunching. The differential radiated intensity increases linearly with the covered undulator distance and the degree of microbunching. The microbunching increases steadily along the undulator until the electron density is optimally modulated with the electrical field of the photons. If the electron bunch exhibits complete microbunching before the undulator exit, the FEL operates in the saturation regime; if the microbunching is still in process at the undulator exit, the FEL operates in the linear regime.
2.2 Temporal and Spectral Photon Pulse Structure

Considering spatially modulated structure of the electron bunch that is the result of microbunching, we find the temporal structure of the photon pulse to be of a similar nature, exhibiting a number of local maxima which we will refer to as modes. As the modes can be considered to be Fourier limited\(^3\), their duration corresponds to the coherence time \(T_{\text{coh}}\) of the radiation. The Fourier limit is reached due to the coherent radiation behaviour of the microbunches. The temporal and spectral structure of the photon pulse are linked by the Fourier transformation. This includes the time-frequency uncertainty, which can be understood as

\[
T_{\text{coh}} \times \sigma_\omega = \text{const} \quad (2.2) \\
T \times \Omega_c = \text{const}. \quad (2.3)
\]

Here, \(T_{\text{coh}}\) is the coherence time (i.e. the duration of a single mode), \(\sigma_\omega\) is the spectral bandwidth of the overall pulse, \(T\) is the overall pulse duration and \(\Omega_c\) is the degree of spectral coherence (i.e. the width of a single spike in the frequency domain).

This implies that

- the width of the local maxima in the frequency domain \(\Omega_c\) is inversely proportional to the overall pulse duration \(T\).
- the width of the modes i.e. the coherence time \(T_{\text{coh}}\) is inversely proportional to the overall bandwidth of the radiation spectrum \(\sigma_\omega\).

Figure 2.4 shows qualitative examples for the pulse structure in time and frequency domain.

2.3 Pulse Energy Statistics

The average pulse energy of a FEL pulse depends on the mode of operation. Especially in the linear regime, the Pulse Energy Probability Density Distribution (PEPDD), which describes the normalized probability for an arbitrary FEL pulse to have a total pulse

\(^3\)An energy chirp of the electron bunch can broaden the modes over the Fourier limit. This effect is discussed in section 3.4.
energy of $W$, follows well defined statistics. Figure 2.5 illustrates the PEPDD in different modes of operation.

In the linear regime, the SASE process amplifies each mode individually. The modes originate from shot noise, which follows Gaussian statistics. Due to the large number of electrons within a single bunch\(^4\) it can be shown using the central limit theorem \([4]\) that this causes the number of modes to also follows Gaussian statistics and the PEPDD to follow the gamma distribution \([11]\):\(^5\)

$$p(W) = \frac{M^M}{\Gamma(M)} \left( \frac{W}{\langle W \rangle} \right)^{M-1} \frac{1}{\langle W \rangle} \exp \left( -M \frac{W}{\langle W \rangle} \right)$$  \(2.4\)

Here, $W$ is the radiation energy of a single photon pulse, $M$ is the modenumber and $\Gamma(M)$ is the gamma function. $\langle W \rangle$ represents the average pulse energy within an ensemble.

At the beginning of the saturation regime of the undulator, strong lasing modes become saturated while weaker ones are still amplified. This causes a change of the probability distribution of mode intensities and consequently of the PEPDD. In the saturation regime, the distribution of the energy over the modes does no longer follow Gaussian statistics, but is dominated by non-linear processes. The spectral distribution is broadened and the overall pulse duration increased. The PEPDD does no longer follow a gamma distribution. Consequently, formula 2.4 does not hold in the saturation regime. The shape of the PEPDD is now described in \([5]\) as a function of the temporal structure and emittance of the electron bunch as well as of undulator length.

---

\(^4\)A single bunch can contain about $10^{10}$ electrons, although not all of them contribute to the sase process.
Figure 2.5: Evolution of the PEPDD from end of the linear regime down to deep saturation regime, measured in covered undulator distance $z$. Left and right columns correspond to an overall electron bunch charge of 0.5 and 1 nC, respectively. Solid lines show the gamma distribution. The standard deviation of the PEPDD is given as $\sigma$. [5]
Chapter 3

Derivation of the Photon Pulse Duration

Despite its importance for many of the experiments performed at FEL facilities, the reliable determination of FEL pulse duration is still a tremendous challenge. Consequently, a variety of direct and indirect methods have been tested for this purpose [10]. This work mainly concentrates on the second order spectral correlation function, which is an indirect approach using the FEL photon spectra.

In order to make best use of the acquired spectra, two additional methods, the first using the earlier introduced PEPDD and the second employing the number of spectral spikes, are also introduced and realized in this work.

3.1 Spike Counting

A rough estimate of the pulse duration can be achieved by counting the local maxima i.e. spectral spikes of the radiation spectra. Considering our knowledge of the photon pulse structure (c.f. section 2.2), it suggests itself that the pulse duration can be estimated as the product of the coherence time $T_{\text{coh}}$ and the number of spikes $N_\omega$ [10]. This holds true, if the number of spikes in the spectral domain $N_\omega$ is similar to the number of maxima in the time domain $N_s$. Although this approximation is used occasionally, its general validity is not shown for FEL radiation. A more elaborate description of the relation between spectral intensity spiking and pulse duration has been performed by
S.Krinsky and R.L. Gluckstern in [4]. As a more generalized parameter, they observe the number of spikes per unit frequency $n_\omega$. According to [4], this stands in relation to the overall photon pulse length$^1$ by Equation 3.1. The effects of a possible energy chirp in the electrons as considered in section 3.4 for the second order correlation method have not been investigated for the spike counting method.

$$T = \frac{n_\omega 2\pi}{0.641} \tag{3.1}$$

### 3.2 Intensity Distribution

A different approach is using the PEPDD and deriving from it the modenumber $M$. This method differs essentially from the other methods, as only the total energy of each pulse is considered$^2$. As mentioned in the previous chapter (c.f. section 2.2), the Pulse Energy Probability Density Distribution corresponds to a gamma distribution dependent on $M$ (see Equation 2.4), if the FEL is operating in the linear regime. Previous works [4] have shown that $M$ is proportional to the number of intensity maxima $N_s$.

As in the spike counting method, we estimate the photon pulse duration as a product of $N_s \times T_{coh}$.

This consideration leads us to an estimated minimum photon pulse duration $\sigma_{\min}^{ph}$ [10]

$$\sigma_{\min}^{ph} \simeq 0.35 \times M \times T_{coh} \tag{3.2}$$

If not specified differently, we will consider the PEPDD of the FWHM part of the FEL photon spectra, although the programmed tools do allow to calculate the PEPDD for any specific, possibly very narrow spectral range within the spectrum$^3$. This can be interesting, for example to observe the suppression of pulse energy fluctuations at ultrashort pulse durations in the saturation regime [5].

---

$^1$A flat-top form of the lasing electron bunch was considered.

$^2$Instead of the spectrum.

$^3$This is equivalent to the PEPDD of FEL radiation behind an ideal narrow band monochromator.
3.3 Second Order Correlation

This method compares the second order correlation function computed from measured spectra with the one expected by a theoretical model. Since the spectra themselves originate from a random process, a statistical approach is chosen rather than comparing the spectra directly to a theoretical expected model. This is why the second order spectral correlation is used as a parameter that is unambiguously determinable from both measurement and theory while retaining information about the pulse duration. Figure 3.1 shows such a comparison.

![Figure 3.1](image)

**Figure 3.1:** a) A summation over 395 FLASH radiation spectra. The green area is within the FWHM boundaries.

b) The second order correlation function computed from the spectra with two theoretical fits. The fit parameters $\sigma_T$ and $T$ represent the rms bandwidth of a Gaussian pulse and the duration of a flat-top pulse respectively. Because the stability of the measured second order correlation function decreases with correlation distance, the fit only regards small correlation distances, underlaid with light green.
3.3.1 Measured Correlation Function

The first and second order spectral correlation are defined as [12]:

\[
g_1(\omega_0, \Delta \omega) \equiv \frac{\langle \tilde{E}(\omega_0 - \Delta \omega/2) \tilde{E}^*(\omega_0 + \Delta \omega/2) \rangle}{\sqrt{\langle |\tilde{E}(\omega_0 - \Delta \omega/2)|^2 \rangle \langle |\tilde{E}(\omega_0 + \Delta \omega/2)|^2 \rangle}} \tag{3.3}
\]

\[
g_2(\omega_0, \Delta \omega) \equiv \frac{\langle |\tilde{E}(\omega_0 - \Delta \omega/2)|^2 |\tilde{E}(\omega_0 + \Delta \omega/2)|^2 \rangle}{\langle |\tilde{E}(\omega_0 - \Delta \omega/2)|^2 \rangle \langle |\tilde{E}(\omega_0 + \Delta \omega/2)|^2 \rangle} \tag{3.4}
\]

Where \( \tilde{E} = \int_{-\infty}^{+\infty} E(t)e^{i\omega t}dt \) is the spectral electrical field of the laser, \( \omega_0 \) is the central radiation frequency and \( \Delta \omega \) is the correlation distance in the frequency domain. The averaging symbol \( \langle \rangle \) represents an ensemble over many bunches and * indicates the complex conjugate.

These must not be confused with the elsewhere known autocorrelation function \( A_{ff}(\tau) = \int_{-\infty}^{+\infty} f(x)f^*(x-\tau)dx \). Because of the functions dependence on \( E \) and \( |E|^2 \), some authors also refer to them as field- and intensity-correlation respectively. As a spectrometer is only capable of detecting intensities on its screen, the second order correlation is used.

We model a spectrum \( S(\omega) \) taken by a spectrometer with a resolution \( \sigma_m \) as:

\[
S(\omega) = \int_{-\infty}^{\infty} e^{-\frac{(\omega'-\omega)^2}{2\sigma_m^2}} |\tilde{E}(\omega')|^2 d\omega' \tag{3.5}
\]

If we assume the resolution of the spectrometer to be sufficiently narrow that it can be considered to have a shape close to the delta distribution, Equations 3.4 and 3.5 combine to:

\[
\lim_{\sigma_m \to 0} g_2(\omega_0, \Delta \omega) = \frac{\langle S(\omega_0 - \Delta \omega/2)S(\omega_0 + \Delta \omega/2) \rangle}{\langle S(\omega_0 - \Delta \omega/2) \rangle \langle S(\omega_0 + \Delta \omega/2) \rangle} \tag{3.6}
\]

This is simply saying that the spectrometer resolution is good enough to measure the spectrum without error. The second order correlation method is described without this approximation in [12].
3.3.2 Expected Correlation Function

In order to assign an expected pulse duration to the measured spectra it arises the need for a theoretical model that describes the expected second order correlation function in dependence of the expected photon pulse duration. The presented model was proposed in previous works [11] and will be shortly introduced at this point.

The idea is that the lasing part of the electron bunch entering the undulator should have the same bunch duration as the photon beam.

The SASE-process starts from fluctuations in the electron beam current $I_e(t)$, as it is passing through the undulator. Therefore we should focus on the statistical properties of this process.

The electron beam current consists of a bunch of $N$ electrons arriving at random times $t_k$ at the undulator entrance and can be described with:

$$I_e(t, t_k) = (-e) \sum_{k=1}^{N} \delta(t - t_k)$$

(3.7)

To describe the form of the electron bunch profile, we introduce a profile function $F(t)^4$, which we will later approximate with ideal Gaussian and rectangular shapes. Using this, we can write the beam current over an ensemble of bunches as:

$$\langle I_e(t) \rangle = (-e)NF(t)$$

(3.8)

The probability of an electron arriving in the time interval between $t$ and $t + \Delta t$ if therefore equal to $F(t)\Delta t$.

We can now write the Fourier transform of the electron bunch current:

$$\hat{I}_e(\omega) = \int_{-\infty}^{\infty} e^{i\omega t} I_e(t, t_k) dt = (-e) \sum_{k=1}^{N} e^{i\omega t_k},$$

(3.9)

And we combine Equations 3.8 and 3.9 into:

$^4$The profile function $F(t)$ can be understood as a probability density distribution of the arrival times $t_k$. 

\[
\langle \exp (i\omega t_k) \rangle = \int_{-\infty}^{\infty} F(t_k) e^{i\omega t_k} \, dt_k = \bar{F}(\omega).
\]

(3.10)

Now we substitute \( \omega' = \omega + \Delta \omega \) and consider the first order correlation of the Fourier harmonics \( \bar{I}_e(\omega) \) and \( \bar{I}_e(\omega') \):

\[
g_1 = \langle \bar{I}_e(\omega) \bar{I}^*_{e}(\omega') \rangle = e^{2} \left( \sum_{k=1}^{N} \sum_{n=1}^{N} \exp (i\omega t_k - i\omega' t_n) \right),
\]

(3.11)

and expand it to:

\[
g_1 = \langle \bar{I}_e(\omega) \bar{I}^*_{e}(\omega') \rangle
= e^{2} \left( \sum_{k=1}^{N} \exp [i(\omega - \omega') t_k] \right) + e^{2} \left( \sum_{k \neq n} \exp (i\omega t_k - i\omega' t_n) \right)
= e^{2} \sum_{k=1}^{N} \langle \exp [i(\omega - \omega') t_k] \rangle + e^{2} \sum_{k \neq n} \langle \exp (i\omega t_k) \rangle \langle \exp (i\omega' t_n) \rangle,
\]

(3.12)

where we find the profile function \( F(t) \) in the term \( \langle \exp (i\omega t_k) \rangle \) from Equation 3.10, so that we can simplify Equation 3.12 to:

\[
g_1 = \langle \bar{I}_e(\omega) \bar{I}^*_{e}(\omega') \rangle
= e^{2} N \bar{F}(\omega - \omega') + e^{2} N(N - 1) \bar{F}(\omega) \bar{F}^*(\omega').
\]

(3.13)

This can be further simplified by considering the case of

\[ N|\bar{F}|^2 \ll 1, \]

(3.14)

which has been shown to be generally valid within the boundaries of common FEL parameters [11]. Then Equation 3.13 is reduced to:

\[
g_1 = \langle \bar{I}_e(\omega) \bar{I}^*_{e}(\omega') \rangle = e^{2} N \bar{F}(\omega - \omega') \propto \bar{F}(\omega - \omega').
\]

(3.15)
It was shown in [11], that when condition 3.14 is fulfilled, the first and second order spectral correlation functions are connected by the Siegert relation:

$$g_2(\omega, \omega') = 1 + |g_1(\omega, \omega')|^2. \quad (3.16)$$

Consequently, we can state for the second order spectral correlation function:

$$g_2(\omega, \omega') = \langle |\bar{I}_e(\omega)|^2 |\bar{I}_e(\omega')|^2 \rangle \propto 1 + |\bar{F}(\omega - \omega')|^2. \quad (3.17)$$

As mentioned earlier, we shall consider the form factors $\bar{F}$ of a Gaussian and a rectangular (flat-top) profile function:

$$\bar{F}_g(\Delta \omega, \sigma_T) = \exp \left[ -\frac{\Delta \omega^2 \sigma_T^2}{2} \right] \quad (3.18)$$

$$\bar{F}_{rect}(\Delta \omega, T) = \sin \frac{\Delta \omega T}{2} \frac{\Delta \omega T}{2}, \quad (3.19)$$

with an rms pulse duration of $\sigma_T$ for the Gaussian profile form and a duration $T$ for the rectangular profile form. The substitution $\omega' = \omega + \Delta \omega$ was undone here, so that $\Delta \omega = \omega - \omega'$. For these two ideal bunch shapes, we can therefore state the second order correlation functions:

$$g_2^g(\Delta \omega, \sigma_T) \propto 1 + \exp \left( -\Delta \omega^2 \sigma_T^2 \right) \quad (3.20)$$

$$g_2^{rect}(\Delta \omega, \sigma_T) \propto 1 + \frac{\sin^2 \left( \frac{\Delta \omega T}{2} \right)}{\Delta \omega^2 T^2} \quad (3.21)$$

These are the Equations for the second order correlation function that will later be normalized and fitted to the outcome of Equation 3.6, in order to determine the pulse durations $\sigma_T$ and $T$. 
3.4 Energy Chirp within the Electron Bunch

The second order correlation method is proposed for electron bunches with a uniform electron energy\(^5\). Real electron bunches however, usually exhibit a temporal chirp of the electron energy within the bunch. This affects the spectral coherence.

Effectively, the second order correlation method measures the degree of spectral coherence \(\Omega_c\) in order to retrieve the pulse duration. If \(\Omega_c\) is altered by an energy chirp, the results of the second order correlation method will be affected accordingly. This section discusses that effect on the second order correlation method and proposes an approach to correct for the resulting error.

The here introduced method bases on proposals from [2, 16] and was derived for a flat-top electron bunch form.

As introduced in chapter 2.2, the degree of spectral coherence is inversely proportional to the pulse duration as derived by this method. In the case of a flat-top electron bunch the spectral coherence has been shown [11] to be:

\[
\Omega_c = \frac{2\pi}{T} \quad (3.22)
\]

However, if the energy of the electrons within the electron bunch is not randomly distributed about a mean value but subjected to a systematic chirp, this causes the degree of spectral coherence to change without a change in coherence time \(\tau_c\). This effect has been described in [16] for the case of a linear electron energy chirp over flat-top electron bunch. In this case, the coherence time \(\tau_c\) is the same for both a chirped and an unchirped electron bunch.

\[
\tau_c = \frac{\sqrt{\pi}}{\sigma_\omega} \quad (3.23)
\]

The degree of spectral coherence of a photon pulse originating from a chirped electron bunch changes to

\[
\Omega_c' = \frac{\sqrt{\pi}|u|}{\sigma_\omega} = |u|\tau_{coh}, \quad (3.24)
\]

\(^5\)It is also valid if the electrons are randomly distributed around a constant mean energy [11].
where $\sigma_\omega$ is the SASE gain bandwidth and $u$ is the electron chirp slope parameter as defined in Equation 3.25:

$$|u| = \left| \frac{\Delta \gamma}{\gamma_0} \frac{1}{\Delta t} \right|$$

(3.25)

Further we find [2] that the linear energy chirp causes the bandwidth $\sigma'_\omega$ of the FEL radiation spectrum to stretch with respect to the FEL gain bandwidth $\sigma_\omega$ according to:

$$\frac{\sigma'_\omega}{\sigma_\omega} = \frac{|u|T}{2\sqrt{\pi}\sigma_\omega}$$

(3.26)

By dividing expressions 3.24 and 3.22, we obtain:

$$\frac{\Omega'_c}{\Omega_c} = \frac{|u|T}{2\sqrt{\pi}\sigma_\omega}$$

(3.27)

We compare Equations 3.26 and 3.27 to arrive at the expression:

$$\frac{\sigma'_\omega}{\sigma_\omega} = \frac{\Omega'_c}{\Omega_c}$$

(3.28)

This means, when no systematic chirp is found in the electrons, the bandwidth of the FEL radiation $\sigma'_\omega$ should be equal to the FEL gain bandwidth $\sigma_\omega$ and the measured spectral coherence $\Omega'_c$ equal to $\Omega_c$ and therefore connected to the pulse duration by Equation 3.22. However if there is a chirp, both photon pulse bandwidth and spectral coherence are increased\(^6\) by the chirp in the electron energy. The resulting pulse duration from the second order correlation method is inversely proportional to the measured spectral coherence $\Omega'_c$, but the 'real' pulse duration is connected to $\Omega_c$ by Equation 3.22.

We therefore apply 'chirp-correction' to the pulse duration $T_m$ calculated using the second order correlation method, retrieving the expression for a corrected photon pulse duration $T_{corr}$:

$$T_{corr} \simeq T_m \times \frac{\sigma'_\omega}{\sigma_\omega}$$

(3.29)

\(^6\)The effect can be understood as a 'stretching' of the spectrum.
Chapter 4

The Measurement Setup

All measurements for the purpose of this work were taken at the FLASH facility of the DESY in Hamburg. While most experiments at FLASH require their own unique experiment end-stations, the all measurements in the frame of this work were taken solely with the permanently installed set-up of FLASH. As extensive documentation about the used set-up already exists, this chapter contains but only a short introductions and references to more detailed sources.

4.1 The PG Monochromator Beamline

All the methods described in the previous chapter require high resolution photon pulse spectra of the FEL beam. These spectra were taken at the Plane Grating (PG) monochromator beamline. This beamline is permanently installed in the FLASH experimental hall and is capable to function either as a monochromator or as a spectrometer. In this work, the beamline was always operated in spectrometer mode. It follows a brief description of the beamline setup and the general parameters. For more detailed information about the beamline, please see [6, 9].

Figure 4.1 shows schematic views of the beamline from a vertical and a horizontal perspective. In the Figure, the photons, illustrated by the yellow beam path, are entering from the left. The first mirror M0 is a plane switching mirror. By adjusting this mirror, the active photon beamline can be selected. M1 is a toroidal mirror which focuses the beam onto the intermediate focus Z. M2 is another plane mirror and functions as a
Figure 4.1: Schematic layout of the PG2 monochromator beamline at FLASH. The mirrors M0 to M4 are indicated in green, the plane grating G in red. The exit slit S can be replaced by a Ce:YAG screen for spectrometer mode. [6]

<table>
<thead>
<tr>
<th>Optical element</th>
<th>Distance from source [m]</th>
<th>Deflection angle</th>
<th>Shape</th>
<th>Radius [m]</th>
<th>Size [mm²]</th>
<th>Slope error</th>
</tr>
</thead>
<tbody>
<tr>
<td>M₀</td>
<td>45</td>
<td>4°</td>
<td>plane</td>
<td>40 × 490</td>
<td>40 × 490</td>
<td>0.1”</td>
</tr>
<tr>
<td>M₁</td>
<td>49</td>
<td>4°</td>
<td>toroidal</td>
<td>714.8/3.63</td>
<td>30 × 490</td>
<td>0.5”</td>
</tr>
<tr>
<td>M₂</td>
<td>55.4</td>
<td>2 – 16°</td>
<td>plane</td>
<td>20 × 490</td>
<td>&lt; 0.1”</td>
<td></td>
</tr>
<tr>
<td>Grating*</td>
<td>55.5</td>
<td>2 – 16°</td>
<td>plane</td>
<td>30 × 200</td>
<td>&lt; 0.1”</td>
<td></td>
</tr>
<tr>
<td>M₃</td>
<td>57.5</td>
<td>4°</td>
<td>sagittal</td>
<td>0.698</td>
<td>30 × 280</td>
<td>0.5”</td>
</tr>
<tr>
<td>Slit</td>
<td>67.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M₄</td>
<td>69.5</td>
<td>4°</td>
<td>toroidal</td>
<td>57.3/0.093</td>
<td>20 × 230</td>
<td>0.5”</td>
</tr>
<tr>
<td>FocusPG2</td>
<td>71.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* 200 lines mm⁻¹ grating: depth of groove 35nm, groove width 0.65 measured on top, 1200 lines mm⁻¹ grating: depth of groove 10nm, groove width 0.66 measured on top.

Table 4.1: Parameters of the optical elements of the beamline according to Figure 4.1. Table from [9].

Premirror to the grating G. Together they form the Mirror Grating Unit (MGU). Mirror and grating can be moved together, thereby changing the incident angles of the beam onto premirror and the grating while keeping the position of the focus constant. This is described by the fixed focus constant $c_{ff}$, which is the quotient of the sines of the angles of incident and diffraction.

$$c_{ff} = \frac{\cos \beta}{\cos \alpha}$$ (4.1)
By varying the $c_{ff}$ value, the spectrometer resolution and order of diffraction on the spectrometer screen can be changed. The MGU is illustrated schematically in Figure 4.2.

![Figure 4.2: Schematic view of the MGU, consisting of the grating G and the premirror M2. Indicated are the angles of incident $\alpha$ and diffraction $\beta$.](image)

Depending on the $c_{ff}$ value, the diffracted light of first or higher order passes on to the M3 mirror, while the zeroth order diffraction light can pass on to the PG0 beamline, which we will not discuss here. The M3 mirror has a sagittal form and focuses the beam in the horizontal plane onto the exit slit S. When the beamline is operated in spectrometer mode, the exit slit is replaced by a Ce:YAG crystal. The crystal serves as a screen and is imaged by a Nikkor fast macro lens with 1:1 magnification onto a triggered fast shutter Intensified CCD camera. The beamline uses the camera model ANDOR iStar DH740. This If the beamline operates in monochromator mode, the monochromatic beam is refocused by the M4 mirror onto a sample or experimental end-station.

The geometric details of the components are shown in table 4.1. All mirrors have been coated with amorphous Diamond Like Carbon by the GKSS research centre in Geesthacht for optimizing reflectivity. Not shown in Figure 4.1, a Water-cooled Aperture Unit (WAU) is inserted between M1 and M2. The WAU provides two freely adjustable slit-apertures, one in the horizontal and one in the vertical direction. The apertures are water-cooled to avoid overheating at high FEL intensities. The PG beamline is thoroughly investigated in [9] and the references therein.

---

1. 1% Ce content, spatial resolution better than 10µm, maximum of scintillation intensity at about 550nm [9].
2. The spacial resolution of the intensifier tube is 30µm, the effective pixel size of CCD chip amounts to 13.5µm, the quantum efficiency at 400nm-600nm is about 50% [9].
4.1.1 Tilt of Spectral Lines on the Spectrometer Screen

Another effect that has been observed during our measurements was a tilt of the spectral lines on the spectrometer screen, as it can be seen in Figure 4.3. This effect does not indicate poor beamline alignment but occurs when the FEL is not optimally tuned. However the exact reason for the effect is not known to us.

Considering the image on the camera screen as shown in Figure 4.3, the intensities recorded by the camera are integrated along the y-axis and projected onto the (dispersive) x-axis\(^3\). If the spectral lines have their usual orientation parallel to the y-axis of the Figure, this generates an optimal spectrum. If however the spectral lines are tilted as in Figure 4.3, the projected spectrum will be ‘smeared out’ along the dispersive axis.

\[\text{Dispersive Direction}\]

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{image}
\caption{A plot of the unaltered camera image from the end of the PG monochromator beamline. We observe a tilt of the spectral lines.}
\end{figure}

The effects on the pulse duration measurement are similar as those of an electron energy chirp. The affected spectrum appears to have a larger spectral coherence and therefore a shorter pulse duration. However in this case, the spectral bandwidth is not affected.

\(^3\)The x-axis in Figure 4.3 corresponds to the vertical orientation of the beamline. The physical orientation of the camera is turned by 90° with respect to the orientation of the Figure.
Unfortunately the reasons for this tilt are not well understood and we can therefore not correct for the effect.

An additional difficulty is that the mentioned projection process is computed within the cameras evaluation server and the direct image is usually not saved to the DAQ.

The chosen approach to this problem is to neglect the projection and instead consider a selected single horizontal line. This prevents the spectrum from smearing out, but at the same time restricts the measurement to a slim slice of the beam and makes it sensitive to a beam position jitter. The single line spectra are therefore only used for the second order spectral correlation method, as it is most sensitive to changes in the spike width.

In the measurements chapter, 'whole beam' spectra refer to a projection of the non-dispersive axis onto the dispersive one, while 'single line' spectra are the intensities on a single line along the dispersive axis.

### 4.2 Transverse Deflecting Structure LOLA

At FLASH, the longitudinal electron bunch structure can be analysed using the Transverse Deflecting Structure (TDS) LOLA. As detailed documentation exists in [8, 15, 17] and would exceed the frame of this work, this section is restricted to explaining the general functionality of the TDS set-up.

The TDS can linearly transfer the longitudinal structure of the electron bunch into a transversal structure by subjecting the bunch to the streaked electromagnetic field of a RF wave running in parallel to the flight direction of the electrons. This principle is illustrated in Figure 4.4.

![Figure 4.4: Working principle of the transverse deflecting structure LOLA. The longitudinal electron bunch profile is streaked by a RF wave and thereby converted into a transverse structure that is detectable on a projection screen. [7]](image)

---

4 The camera server uses vertical binning. The extension of the line in the non-dispersive direction is therefore variable.

5 Named after its designers G. Löwe, R. Larsen and O. Altenmueller.
LOLA is set up directly upstream the undulators and can run in dispersive or non-dispersive mode. In non-dispersive mode a fast kicker magnet behind the actual TDS redirects a single bunch out of the bunch train onto one of two camera screens, thereby capturing the longitudinal bunch structure. Non-dispersive LOLA measurements can be performed in parallel to FEL operation. In dispersive mode, the vertically streaked electron bunch is directed through a dipole magnet that deflects the electrons horizontally with a deflection angle depending on their energy, effectively generating an energy dispersion in the electron bunch. When this bunch is projected on a camera screen, this results in a phase space measurement, as the temporal i.e. longitudinal structure is resolved on the vertical axis while the electron energy is resolved on the horizontal axis. In a non-dispersive measurement, the set-up resembles a streak camera for electron beams. A dispersive measurement additionally resolves the spectral information orthogonal to the streak direction.

Because the dipole magnet can not be switched on and off quickly enough to select a single electron bunch from the bunch train, dispersive measurements can not be done in parallel to FEL operation.

**Figure 4.5:** A simplified schematic of the TDS LOLA at FLASH. Quadrupole magnets are neglected for simplicity. [8]

---

6Ramping up the dipole magnet requires several minutes during which FEL operation is not allowed.
Chapter 5

Developed Evaluation Software

In order to perform the pulse duration measurement as described in chapter 3, two specific applications have been developed. This chapter introduces their purpose and shows the process of a complete example measurement, utilizing all provided methods and tools. All MATLAB scripts were developed in the frame of this work\(^1\) and are published as full code in [18].

5.1 Developed Applications

As mentioned earlier, one of the most outstanding advantages of this method for photon pulse length determination is the quick availability of the required data in form of the radiation spectra. The photon pulse duration is a very important parameter in many other experiments and is often required before or during the experiment, requiring the evaluation to be fast. At the flash facility, all measurements are send to a Data AcQuisition system (DAQ), which pre-processes the measurement data in so called middle layer servers\(^2\) and then stores them to a central file storage system. Usually, experiment evaluation is done by downloading the records from the file storage and evaluating them locally. This has many advantages, as the original data is not lost and is available to any number of scientists for a long time. For the evaluation of these recorded data, the

\(^1\)Some of the scripts base on algorithms developed by Svitozar Serkez for [2]. Also, some public non-standard MATLAB functions were used. The latter are indicated and referenced in the function headers.

\(^2\)A middle layer server functions as a permanently running instance in the DAQ, evaluating any recorded data instantly.
Statistic Spectra Analysis (SSA) GUI has been programmed as a MATLAB application. This application provides many tools for a detailed spectra analysis. However, the SSA GUI requires a manual download of a specified set of spectra from the DAQ and does not provide a quick and direct measurement method. That is why the evaluation algorithm has also been implemented as a middle layer server, processing the recorded spectra in real time and producing measurement results with a delay of seconds. This server is running under the name Photon Pulse Length (PPL) server.
5.2 Example Measurement

This section shows one measurement procedure, using all essential parts of the developed software. The methods are presented in a reasonable order but can be performed individually and independently at any time and order\(^3\).

5.2.1 Dispersed TDS Measurement

If the second order correlation method is to be used in a measurement, it is recommendable to determine the SASE gain bandwidth for the current FEL settings using the Transverse Deflecting Structure (TDS) LOLA.

![Dispersed LOLA measurement taken at 05.09.2015, 15:49. In the particular measurement shown in this Figure, the electron bunch exhibits two maxima in the phase space, which is a result of non-optimal FEL tuning. As our theoretical model does not cover the case of multiple maxima, the weaker maximum has been neglected and the Gaussian fit to the higher maximum has been used for the measurement. The estimated relative SASE gain bandwidth with electron chirp amounts to 0.452% FWHM.](image)

As the electron bunch serves as the "gain medium" in a Free Electron Laser, the gain bandwidth can be calculated by measuring the spectral bandwidth of the lasing electrons.

\(^3\)The dispersed TDS measurement should be taken at a similar time as the spectra and evaluated first, if the result is used for the second order correlation method.
For this, a dispersed LOLA image has to be taken. Such an image is shown in Figure 5.1. The energy distribution is then fitted by a Gaussian fit and the corresponding rms relative frequency bandwidth $\sigma_\omega/\omega$, which is a measure for the relative SASE gain bandwidth, is computed from the fit parameters according to Equation 5.1, which was derived for this purpose by Svitozar Serkez in [2].

$$\frac{\sigma_\omega}{\omega} = 2\frac{\sigma_\gamma}{\gamma}$$  \hspace{1cm} (5.1)$$

This is compared to the average bandwidth $\sigma'_\omega$ of the recorded spectra, resulting in the correction factor $\sigma'_\omega/\sigma_\omega$ for the electron chirp. If a dispersed TDS measurement is not available for any measurement set, a standard relative SASE gain bandwidth of 0.4\% FWHM can be used as an approximation.

\footnote{For a dispersed image, both the time and energy distributions of the bunch are measured. See chapter 4.2.}
5.2.2 PPL-Server Measurement

The Photon Pulse Length server was created to enable a real-time feedback on the photon pulse duration. It has been included into the Photon Beam Diagnostics DAQ and automatically evaluates any recorded spectra using the second order correlation method. The control panel of the server is shown in Figure 5.2.

![Control panel of the Photon Pulse Length server.](image)

**Figure 5.2:** Control panel of the Photon Pulse Length server. The plots on the left show the input spectra (up to down) directly from the camera, after the low-pass filtering and the accumulated spectrum over the last 300 spectra. The plot to the upper right shows the calculated second order correlation function including the fits for Gaussian and flat-top electron bunches. The measurement result for the Gaussian electron bunch shape, averaged over the last 50 calculations and corrected for electron bunch chirp is displayed to the lower right, including the standard deviation. Measurement taken at 05.09.2014, 17:30.

The control GUI displays the direct estimate of the currently measured average\(^5\) photon pulse duration and shows plots of the second order correlation function and the input spectra. Separate tabs provide some additional information about the measurement and a number of control parameters can be specified. For more detailed information about the PPL server, see [19].

---

\(^5\)The displayed value is the average result of the last 50 calculations.
5.2.3 Extracting Spectra from the DAQ

If the results from the PPL server are not detailed enough, it is possible to evaluate the recorded spectra off-line using the SSA MATLAB tool. This requires a download of the respective spectra from the DAQ storage using the `SaveDAQdata` script. It has to be executed from `flashlxuser1`, or another machine in the DESY network on which the MATLAB extension `daq_read_svr` is installed. The script requires the user to specify the required spectra in the form of a `.xml` file, which can be created using the DOOCS Java application `DAQdataGUI` [20]. An alternative way to download the spectra is using the DOOCS Java application `DAQdataGUI-experimental` [20] to save the spectra in form of a text file. However this way is not recommended, as it is more sensitive to errors and the association of the spectra with their event ID\(^7\) will be lost.

\(^6\)See Appendix A.

\(^7\)The event ID is used by the DAQ in order to attribute the correct recording time to each pack of data.
5.2.4 Starting the SSA MATLAB GUI

If the file with the spectra is successfully saved, it can be read into the SSA MATLAB GUI. To start the SSA GUI, execute the script `RunGUI`. The `RunGUI` script will directly open the file selection for a spectra file and load the selected file into the SSA GUI, which is pictured in Figure 5.3.

![Figure 5.3: Picture of the Statistic Spectra Analysis GUI.](image)

---

8 At this point it is important to make sure that all function files of the SSA GUI as well as the loaded data file are included in the active MATLAB path.

9 Either in the `.mat` or `.txt` format, selectable in the bottom right corner.
5.2.5 Spectra Overview

In order to get a first overview of the loaded spectra, a plot of the complete set can be created with the button Create Surface Plot of all Spectra. This can be helpful to get a general impression of the recorded spectra.

Figure 5.4: An overview plot of 4053 Spectra. The red line represents the average spectrum. The Measurement taken at 05.09.2014, 18:49.
5.2.6 Setting Filters

Before the spectra are passed to the evaluating algorithms, a low-pass filter\textsuperscript{10} with a freely selectable cut-off frequency is applied to remove camera noise. The effect of the filter and its cut-off frequency has been studied in \cite{2}. The default cut-off frequency is \(120/\text{nm}\).

If for any reason not all spectra should be considered in the evaluation, the active event range can be freely selected.

Another possibility to preselect the spectra is the energy filter. This filter considers the shot energy\textsuperscript{11} of each spectrum and compares it to the average shot energy. If a selectable multiple of the standard deviation of all shot energies is exceeded, the respective event will not be considered.

All three filters are executed upon pressing the button \texttt{Execute Filter}.

\textsuperscript{10}The low-pass filter works by calculating the Fourier-transform of the spectrum, removing all frequencies that exceed the cut-off frequency and transforming the spectrum back afterwards. The MATLAB code is published in \cite{18}.

\textsuperscript{11}Computed by integrating the spectral intensities over the full spectrum.
5.2.7 Spike Counting

The spike counting method can be applied with the button **Count Maxima**. The algorithm filters the spectrum with the low-pass filter described in section 5.2.6 and additionally removes any spectral intensities that are smaller than a selectable fraction $I_{\text{min}}^{12}$ of the maximum spectral intensity. This filtering is illustrated with a selectable example spectrum in the output plot, as shown in Figure 5.5. After filtering, an algorithm counts all remaining local maxima, thereby distinguishing between those within and without the FWHM part of the spectrum. The number of spikes is then plotted against the event number of the respective spectrum; the red line represents an average over the last 100 events. The calculated average photon pulse duration calculated according to Equation 3.1 is displayed in the command window, as well as number of spikes per spectrum, per FWHM and per unit frequency. The algorithms used by this function are derived from those developed by Svitozar Serkez for [2].

![Plot generated with the Count Maxima button. The plots show (up to down) the average spectrum of all considered spectra, a selected example spectrum before filtering, the same example spectrum after filtering and the number of spectral spikes within the whole spectrum over the event index. Measurement taken at 05.09.2014, 18:49.](image)

$^{12}$Usually, $I_{\text{min}}$ is set to 0.1.
5.2.8 Intensity Distribution

A spectra analysis by intensity distribution statistics (PEPDD) is performed upon pressing the button Analyze Intensity Distribution. By default, the PEPDD is computed for the FWHM window around the central frequency. It is however possible to specify up to four discrete wavelengths of interest, for which the PEPDD and respective M-values will also be calculated. In the example shown in Figures 5.6 and 5.7, the central wavelength of 14.0063nm and as a wavelength of interest, 14.1500nm were specified as line window locations. The FWHM window ranged from 13.9229nm to 14.1206nm.

Figure 5.6: First plot generated with the Analyze Intensity Distribution button. The left column shows the development of pulse energy within the FWHM window (a) and the line windows (c) and (e) around the two selected frequencies. The right column shows the measured and calculated PEPDD for the same spectral windows. Measurement taken at 05.09.2014, 18:49.

Figure 5.6 shows the spectral intensity statistics. The first plot (a) shows the pulse energy within the FWHM window; in (b), the blue bar-plot represents the measured
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probability density and the red fit is the expected curve calculated with Equation 2.4. Plots (c) to (f) are calculated accordingly, but in their case only the line window at exactly the specified wavelength is considered. To understand the plots of Figure 5.6 better, one might imagine summing up the plots of the left column along their x-axis. If one normalizes the resulting distribution to a unit area, this will yield the PEPDD that is shown as blue bar plots in the right column.

**Figure 5.7:** Second plot generated with the Analyze Intensity Distribution button. Plot (a) illustrates the selected windows in the averaged spectrum, plot (b) shows the M-values of frequency windows around the selected wavelength with a variable window width. Plot (c) shows the M-Values of the line windows marked in (a) at their respective relative frequency and (d) shows the averaged curve of the ones displayed in (b). Measurement taken at 05.09.2014, 18:49.

As demonstrated in Figure 5.6, an M-Value can be computed for a frequency window of arbitrary location and width. As Figure 5.6 only covers three specific windows, Figure 5.7 shows the calculated M-values for different widths of the frequency window. The central frequencies around which the windows are computed are those of the line windows specified before. Plot (a) illustrates the selected windows in the averaged spectrum, plot (b) shows the M-values of frequency windows around the selected wavelength with a
variable window width, up to a maximum width that is marked blue in (a). Plot (c) shows the M-Values of the line windows marked in (a) plotted over their respective relative frequency and (d) shows the averaged curve of the ones displayed in (b). This simulates the measurement of M values behind a monochromator of variable bandwidth.

When the FEL is operating in the saturation regime, this evaluation can not be used to derive information about the photon pulse duration.

The core algorithms used in this intensity distribution analysis those developed by Svitozar Serkez for [2] and have been integrated into the SSA GUI. They provide the user with a M-Values for different parts of the spectrum. Although [2] suggests the FWHM window for the pulse duration estimation according to Equation 3.2, no further investigation on the influence of the selected frequency window was done in this work.

5.2.9 Single Second Order Correlation Run

This function applies the second order correlation method to all loaded spectra at once. Figure 3.1 shows the created plots. The second order correlation function is computed from the spectra using Equation 3.6 and fitted with Equations 3.20 and 3.21 by a least squares algorithm. The user can select a number of parameters to optimise the measurement. These are:

- The Electron bunch form menu controls if either one or both electron bunch forms should be considered. It is well to keep in mind that the parameter for a Gaussian shape is the rms duration, while the parameter for a flat-top form is the overall duration, which is about a factor of $\sqrt{12}$ longer.

- The central wavelength around which the correlation is calculated is by default the expected value of the spectrum. In case of a very asymmetric set of spectra, the Autoselect option switches to the wavelength of maximum intensity. This can also be done manually. Alternatively, the central wavelength can be entered manually.

- The Automated Fitting can be activated or deactivated by a check-box. If it is deactivated, the theoretical fits will not by optimized by the least squares fit, but just be potted according to the selected values.
• The **Fitting range** and **Fitting range offset** control the maximum range of correlation that is considered by the least squares process. The **Fitting range** is the considered fraction of the difference between maximum of the second order correlation function and one. It can be varied between 0 and 1, but usual values are 0.1 to 0.5. The **Fitting range offset** is a fixed number of data points that should additionally be considered. It can be any integer number.

When this function is used it is important to keep in mind that the displayed results are the direct fit parameters for Equations 3.20 and 3.21. That is the pulse duration for a flat-top bunch and the rms pulse duration of a Gaussian bunch, both neglecting effects of a possible electron chirp. Previous works [12] have shown that the ratio between both is usually $\frac{T}{\sigma_T} = \sqrt{12}$.

### 5.2.10 Multiple Second Order Correlation Run

Generally, a larger set of acquired spectra delivers a more accurate estimation of the second order correlation function and therefore the pulse duration. However there are several reasons why it can be interesting to break up the original set of spectra into many smaller ones.

One reason are machine instabilities within the measurement period. It has been shown in [2], that a fluctuation of the photon energy (i.e. wavelength) can have a strong negative influence on the measurement. As such fluctuations usually happen on a relatively slow time scale, the effect of the fluctuations can be reduced by considering smaller sets of spectra\(^\text{13}\).

Another reason is the possibility to observe the development of the photon pulse duration over the measurement period. Lastly, the multiple calculation can give an impression of the unsystematic error of the method. If FEL parameters are constant over the measurement period, the obtained distribution of results exhibits a standard deviation equal to the unsystematic error. In a real measurement, the standard deviation additionally contains the real fluctuations of FEL pulse duration. Systematic errors can not be estimated by this approach.

\(^{13}\)Which were each recorded within a short period of time.
The number of spectra considered in each calculation can be set using the \textbf{Accumulation} parameter, the \textbf{Calculation Increment} controls the increment between measurements. This function uses the same algorithms that are used by the PPL server. Its results are therefore not presented as fit parameters. Instead they already contain the correction for electron chirp and the Gaussian pulse durations are displayed in FWHM. The fit range used for the least squares fit is the one specified in the section for the single second order correlation function.

The resulting plot is shown in Figure 5.8. Additionally, the second order correlation function of every partial measurement is calculated and plotted similarly as for the single second order correlation function.

\textit{Figure 5.8:} Result plot of a multiple correlation run. Each bar represents one measurement. The red line is the averaged pulse durations. In this case, each measurement used a set of 150 spectra with an increment of 50 spectra. The Plot also shows the DAQ event ID and exact time of the first spectrum.
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Measurements

In this chapter, a number of measurements performed with the introduced methods and software will be presented. The results of the alternative methods will be compared to each other and to measurements of the electron bunch taken with the TDS LOLA. We have performed a number of measurements under variation of different parameters in order to determine the influence of the respective parameters on the results and the reliability of the method.

One of the biggest challenges within this work is the estimation of the measurements accuracy. The experimental outcome is dependent on many parameters. Up to now the influence of the different parameters on the pulse length measurement is not investigated in detail. The measurements in this chapter are concerned with the determination of these dependencies. However, as the multiple second order correlation method offers a number of results for each measurement, their standard deviation can serve as inherent error and is shown in form of error-bars in some plots. It is important to keep in mind that this does not cover systematic errors\(^1\).

\(^1\)As such from non-Gaussian lasing bunch form, varying electron gain bandwidth, manipulation of the photon beam etc..
6.1 Comparison and Temporal Stability

As the verification of the here developed methods by other photon pulse duration measurements could not be performed in the frame of this work, the best approach is the comparison of the different methods, that were realized in this work, to each other. In this section, we see a comparison of the spike counting and second order correlation methods. Additionally, we plot the fluctuations in the overall pulse energy.

Figure 6.1: The graphs show the temporal development of the measured pulse duration in comparison to the relative shot energy. The blue bars each represent single measurements, the red line the averaged pulse duration measured with second order correlation method, the blue line is measured with the spike counting method. The green line shows the averaged shot energy, normalized to fit the scale. Measurement taken 05.09.2014, upper plot 20:45 to 20:50, total of 2995 spectra; lower plot 18:49 to 18:56, total of 4053 spectra, each second order correlation calculation considered a package of 150 spectra.

Figure 6.1 shows a comparison between the measured photon pulse duration and the shot energy. At several measurement shifts the results of the PPL server exhibited strong variations on a time scale of minutes. This could be an effect of unstable beam
conditions or of errors in the measurement method.

If the fluctuations represent the real beam parameters, similar fluctuations should be found in other characteristic parameters of the photon pulse. We chose the FEL shot energy\(^2\) for comparison, because it is a reliably measurable parameter.

As expected, a general correlation of the fluctuations in photon pulse energy and measured photon pulse duration can be observed. Interestingly, the second order correlation method appears to respond stronger to the fluctuation of photon pulse energy. However, both photon pulse duration measurements result in similar average results and show a temporal correlation to the photon pulse energy. Considering these observations, it seems likely that the fluctuations of the measured photon pulse duration represent the real fluctuations of the photon pulse duration.

\(^2\)These shot energies are calculated by integration of the spectral intensity over the full spectrum.
6.2 Apertures in the Photon Beam

A simple way to manipulate the FEL beam is to select a part of the transversal beam profile by the usage of apertures. At a first glance, if the beam is transversely coherent, the apertures should have no significant effect on the measurement. Possible higher transverse modes in the beam could lead to an influence of the apertures on the measurement result. To observe this, measurements with apertures of varied width and height were taken using the water-cooled aperture unit (WAU). The results are shown in Figure 6.2.

It must be remarked that the FEL conditions during these measurements were very unstable\(^3\). The measurements fluctuate strongly and show large errors\(^4\). Nevertheless, some general trends can be observed:

- The measured pulse duration decreases at small apertures in the dispersive direction of the spectrometer.
- The second order correlation method is more affected than the spike-counting method.
- The error-bars decrease at small apertures, especially in vertical direction.

We observe that the horizontal apertures had a different effect as compared to the vertical apertures. This is likely caused by the spectrometer dispersion working along the vertical

\(^3\)They are taken in the same time-frame as the measurements for temporal stability, c.f. Figure 6.1.
\(^4\)The displayed error-bars represent the standard deviation of the multiple correlation results.
axis. Horizontal apertures slightly reduce the error-bars in the measurement. Due to the large fluctuation in the measured pulse durations, we can not deduce a systematic influence of the horizontal aperture on the average measurement result. However, the error-bars seem to be slightly reduced by the horizontal apertures. They could therefore be attractive as a measure of “pulse cleansing” in future measurements.

Vertical apertures have a significant effect on the measurement, reducing the apparent pulse duration for both spike counting and second order correlation method, although the latter is much stronger affected. One explanation is the additional diffraction at the aperture along the dispersive axis. The magnitude of such a diffraction is estimated in Appendix C. Such diffraction can explain the results for small vertical apertures, as the spike width is no longer determined by the FELs spectral coherence, but by the diffraction at the aperture. As the diffraction is only dependent on the aperture width and therefore constant over each measurement, the fluctuation in apparent pulse duration (i.e. error-bars) is drastically reduced. The spectra appear to the second order correlation method to have a larger spectral coherence and consequently a shorter pulse duration. The number of spectral spikes is affected only indirectly, as close widened spikes can no longer be distinguished. The altered results can not be used as valid measurements, as information about the photon pulse is lost in the additional diffraction.
6.3 Electron Bunch Charge

In this experiment we varied the charge of the lasing electron bunch. The intention is to get a good comparison of the non-dispersive electron bunch duration measurements taken with the LOLA TDS and the second order correlation and spike counting measurements of the photon pulse\textsuperscript{5}. The results are shown in Figure 6.3. Because we want to compare three different physical parameters, the results from the LOLA measurements were rescaled to fit the scale\textsuperscript{6}. The exact measured values are listed in Table 6.1.

![Figure 6.3: Second order correlation and spike counting measurements compared to measurements of the electron bunch duration with varied electron bunch charges. Measurements taken 05.09.2014 between 22:07 and 22:29.](image)

It should be noted that the results of the second order correlation method contain an additional systematic error, as the SASE gain bandwidth might have changed during the returning process.

\textsuperscript{5}This was done without retuning the accelerator phase, as this would change the shape of the electron bunch and thereby the profile function (See Equation 3.18).

\textsuperscript{6}The values were rescaled so that their average matches the average result of the multiple second order correlation measurements.
Measurement with different bunch charges

<table>
<thead>
<tr>
<th>Start</th>
<th>End</th>
<th>Charge / nC</th>
<th>LOLA / fs</th>
<th>Correlation / fs</th>
<th>Spike Counting / fs</th>
</tr>
</thead>
<tbody>
<tr>
<td>22:07</td>
<td>22:14</td>
<td>0.49</td>
<td>278</td>
<td>65</td>
<td>55</td>
</tr>
<tr>
<td>22:14</td>
<td>22:18</td>
<td>0.43</td>
<td>252</td>
<td>62</td>
<td>53</td>
</tr>
<tr>
<td>22:19</td>
<td>22:23</td>
<td>0.28</td>
<td>165</td>
<td>34</td>
<td>34</td>
</tr>
<tr>
<td>22:24</td>
<td>22:29</td>
<td>0.19</td>
<td>122</td>
<td>23</td>
<td>29</td>
</tr>
</tbody>
</table>

Table 6.1: Comparison of electron bunch duration measurements using the LOLA TDS (rms) and the photon pulse duration measured by the multiple correlation method (single line spectra) and the spike counting method at different electron bunch charges. Taken 05.09.2014.

We observe a near-linear dependence between electron bunch charge, electron bunch duration and photon bunch duration, as long as the bunch shape is kept more or less constant. On this relative scale, the three measurements exhibit a standard deviation of about $\sigma = \pm 6.8\%$ to each other. This relative accuracy exceeds our expectations even though it bases on only four measurements.
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Conclusion and Outlook

The photon pulse duration is an important parameter in the FEL tuning process and in many FEL experiments. Despite its importance and a variety of proposed measurement techniques [10], the beamline diagnostic of FLASH does not provide any permanently available pulse duration measurement techniques.

I have successfully developed software for the evaluation of XUV SASE FEL photon pulse spectra, resulting in an estimation of the photon pulse duration. While other photon pulse duration measurements usually require additional experimental end-stations, all measurements required for my software can be performed with the standard beamline equipment installed at FLASH without any additional set-up. The implemented algorithms make use of second order spectral correlations, analysis of spectral intensity spiking and considerations of the pulse energy probability density distribution.

An application has been programmed in MATLAB, enabling a simple and quick usage of all three methods for pulse duration measurement. The second order correlation method has additionally been realized in an on-line measurement tool and permanently integrated to the data acquisition system at FLASH.

For the first time it provides machine operators with a real-time feedback about the photon pulse duration, which can be an important parameter during FEL tuning.

The SSA GUI further provides tools for detailed analysis of recorded spectra that might be of interest in future research, not only for the consideration of the photon pulse duration, but also of FEL regime, machine stability or other parameters.
The specification of absolute measurement accuracy remains unknown, since no other photon pulse length measurement technique was available for a direct comparison. However, the spike counting and second order correlation methods have been compared to the electron pulse duration measurements of the transverse deflecting structure LOLA, exhibiting a relative accuracy of $\sigma = \pm 6.8\%$. Furthermore, comparisons with the temporal fluctuations in the photon pulse energy indicate a good temporal resolution of the second order correlation and spike counting methods.

The current absolute measurement accuracy should be verified by further experiments, but the good relative accuracy and small experimental effort already make the presented tools well suited for tuning purposes and relative measurements.

Although the presented tools already achieve very good results, I still see a big potential for further optimization of the methods.

I therefore hope to see photon pulse duration analysis by second order spectral correlations becoming a standard procedure in future FEL operation.
Appendix A

MATLAB: Spectra Evaluation

This chapter contains a selection of the most essential MATLAB functions that are used for the spectra evaluation for photon pulse duration. A collection of all used scripts can be found in [18].

Gaussian Fit

This function calculates the theoretical second order correlation function for a Gaussian electron bunch shape.

```matlab
function [sigmT, Result, fit_range, err] = GaussFit(g2, freqshift, 
    fit_range_limit, fit_range_offset, sigmT)

global DEBUG

% least-squares fitting:
beforeFit = toc;
err = 'ok
';
fit_range = 1;

% Check Input

if numel(g2) <= 1
    Result = -1;
    err = 'numel(g2)<=1
';
    return
end
```
%%% Define function
%%% The factor 1e15 sets calculations to fs and makes calculations faster
G2_fun_g = @(sigmT,Xvector)1+(exp(-Xvector.^2*2*(sigmT*1e-15).^2/2))*double((g2(1)-1)); % simplified

%%% Find correlation range
while g2(fit_range) >= g2(1)-(g2(1)-1)*fit_range_limit
    fit_range = fit_range+1;
    if fit_range==length(g2), break, end
end
fit_range = fit_range + fit_range_offset;
temp = 'ok';
if fit_range < 1
    fit_range = 1;
    temp = 'Fit range negative';
end
if fit_range > length(g2)
    fit_range = length(g2);
    temp = 'Fit range too large';
end
if ~(strcmp(temp, 'ok')),
    err = temp;
end

fit_range = length(g2); % Disable limited fit range

%%% Fit for optimal time parameter
% [Messages,sigmT]=evalc('lsqcurvefit(G2_fun_g,sigmT,freqshift,double(g2))')
% ; % Theoretical Values
[1, 2, 3] = lsqcurvefit(G2_fun_g, sigmT, freqshift, double(g2)); % Theoretical Values
if ~(strcmp(temp, 'ok')),
    err = sprintf('%s, %s', temp, err);
if (DEBUG<0), fprintf(temp), end
end
Result = G2_fun_g(sigmT,freqshift);

%%%
The fitting function for rectangular electron bunch form works similarly, using a different function `G2_fun.g`.

### Least Squares Optimization

This specialized gradient based least squares optimization algorithm is used instead of the MATLAB inherent eigenvalue based `lsqcurvefit` because of its faster run-time. It is called by all second order correlation calculations with automated fitting.

```matlab
function [param, err] = lsq(X,Y,fun,param0)
% LSQ Least Squares
% Finds the first minimum of the summed squared difference between
% the input X and fun(param,x) in terms of param .
% the inputs should be:
% X: A vector of real x-values
% Y: A vector of real y-values to which param should be fitted , length
% must be the same as X
% fun: A function handle accepting an x value and a parameter (both
% scalar)
% param0: A starting parameter at which the function will start computing.
% The function will only find the first minimum next to this value
%By Robin Engel, June 2014
tic
err = 'ok\n';
if param0 <= 1e-5, param0 = 15; end %preventing too small parm0
if fun(param0,X(2)) == 1 %preventing too large param0
    param0 = 100;
end
```
```matlab
start_param = param0;
accuracy = 1e-5;
step = 0.1*param0;
last_direct = 0;

while step > accuracy
    param1 = param0 - step;
    param2 = param0 + step;

    % finding the squared difference
    summe = sum((2*(Y-fun(param1,X))./(Y+fun(param1,X))).^2);
    sq1 = sqrt(summe);

    summe = sum((2*(Y-fun(param2,X))./(Y+fun(param2,X))).^2);
    sq2 = sqrt(summe);

    % proceeding in the direction of the minimum
    Diff = sq2-sq1;
    if (Diff > 0)
        param0 = param1;
        direction = -1;
    elseif (Diff < 0)
        param0 = param2;
        direction = +1;
    else
        param = param0;
        err = 'Fit Fatal: Gradient too small for machine accuracy\n';
        break
    end

    % reducing step size if a minimum was crossed
    if ~(direction==last_direct)&~(last_direct==0), step = step*0.5; end;
    last_direct = direction;
```
if (toc > 0.8), err = 'Fatal: Fitting time exceeded 0.8 seconds, breaking call\n';
break,
end
%
% close This can monitor the fitting cycle
% figure(3)
% hold on
% plot(X, fun(param0,X))
% plot(X,Y,'r')
% hold off
% keyboard
end
if (param0 == start_param), err = sprintf(err, 'Parameter not changed during Least-Squares Process\n'); end
param = param0;

Count Maxima

This function is used to count the spectral spikes in all spectra contained in the matrix $I_{LP}$.

function [Peak_Count, Peak_Count_FWHM, I_LP_Cut] = Count_Maxima(I_LP, wav, Isum, FWHMdat, Imin)
disp('... Spikes are being calculated ...');

Peak_Count=zeros(size(I_LP,1),size(I_LP,2)); %Anzahl Maxima aller Linien
Peak_Count_FWHM=zeros(size(I_LP,1),size(I_LP,2)); %Anzahl der Maxima innerhalb der FWHM aller Linien

I_LP_Cut = I_LP;

for l=1:size(I_LP,2); %Geht spaltenweise (spektrenweise) durch
    for k=1:size(I_LP,1)%Lower level cut-off
        if I_LP_Cut(k,1) < Imin*max(Isum)
            I_LP_Cut(k,1)= NaN;
        end
    end
end

This matrix contains all currently loaded spectra, already subjected to the low-pass filter.
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```
[˜,imax2,˜,˜] = extrema(I_LP_Cut(:,1)); %counting single shot extrema %Returns indices of global maxima /R %[˜,imax2w,˜,˜] = extrema(I_LP(:,1)(FWHMdat.nl:FWHMdat.nr)); % counting single shot extrema within FWHMdat.nl:FWHMdat.nr window imax2w=imax2(wav(imax2)<wav(FWHMdat.nr) & wav(imax2)>wav(FWHMdat.nl)); %writes maxima index into imax2w, if it is in the FWHM window /R Peak_Count_FWHM(1)= length(imax2w);
Peak_Count(1)= length(imax2);
end

disp(['Average No of spikes is Peak_Count= ',num2str(mean(Peak_Count))]);
disp(['Average No of spikes within FWHM is Peak_Count_FWHM= ',num2str(mean(Peak_Count_FWHM))]);
end
```
Appendix B

MATLAB: Data Handling

This chapter shows a selection of essential auxiliary scripts.

SaveDAQdata

This script is used to read recorded data from the DAQ storage.

```matlab
% Skript to read data fromn DAQ and save then as mat files
%Author: Robin Engel

XMLfilename = input('Please enter the name of the XML file\n', 's');

[data, timing] = my_read_daq_data(XMLfilename); 

save(sprintf('DataFrom%s',XMLfilename(1:end-4)));
```

my_read_daq_data

This is a function called by SaveDAQdata.

```matlab
function [data, times] = my_read_daq_data(XMLfilename)
%MY_READDAQDATA Reads float values from the daq and retruns them as a %matrix
% The Returned vector 'data' is a 1xX matrix, where X is the amount of
```
Averaging Signals

This script was used to smooth signals with large noise.

```matlab
function avg_vec = average_over_N(vec, N)
    % Average vector over the last N points
    % avg_vec = average_over_N(vec, N)
    % This function reads in a vector and returns a smoothed vector,
    % in which the values are averaged over the last N points.
    % The default value of N is 100
    % The dimension of the vector does not matter, but the other must be one.
    % (No matrices accepted)

    if ~exist('N')
        N = 100;
    end
```
\begin{verbatim}
15 avg_vec = zeros(size(vec,1),size(vec,2));
16 for i = 1:length(vec)
17     if i>N
18         n = N-1;
19     else
20         n = i-1;
21     end
22     avg_vec(i) = mean(vec(i-n:i));
23 end
\end{verbatim}
Appendix C

Diffraction from WAU

When the WAU are closed in only one direction, their effect can be described as a single slit diffraction experiment. The first minimum of diffraction can be expected at an angle $\alpha$ of

$$\sin \alpha = \frac{\lambda}{d} \sim \alpha$$  \hspace{1cm} (C.1)

, where $d$ is slit width and $\lambda$ is the radiation wavelength. The distance $L$ from the WAU to the spectrometer screen is about 20 meters. The distance $x$ between diffraction maximum and first minimum is therefore

$$x = L \cdot \tan(\alpha) \sim \alpha L.$$  \hspace{1cm} (C.2)

Combining Equations C.1 and C.2 we obtain

$$x \sim \frac{\lambda}{d} L$$  \hspace{1cm} (C.3)

At FLASH, we the wavelength is in the order of 10nm and the WAU have a width of about 1mm. We conclude for the dimension of $x$:

$$x \sim \frac{10^{-8} m}{10^{-3} m} \cdot 20 m \sim 200 \mu m$$  \hspace{1cm} (C.4)

Compared to the pixel size of the ICCD camera of the spectrometer, which is in the order of $10 \mu m$, the diffraction from WAU slits can be significant.
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