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Chapter 1

General introduction

Evoked potentials represent a very powerful noninvasive neurophysiological technique for

evaluating the integrity of human sensory processing systems. Stimulus-evoked and event-

related neuroelectric recording techniques provide the temporal resolution required for iden-

tification of the neural correlates of the various stages of information processing. Auditory

evoked potentials (AEP) are used for clinical assessment of both peripheral and central audi-

tory mechanisms. When recorded from the scalp, AEP represent the contribution of neural

events that arise from many discrete and neural generating sites along the auditory pathway

from the cochlea to the cerebral cortex, which theirself consist of multiple generators. Thus,

AEP offer an objective tool to investigate the function of the auditory system. They have

been classified according to their neural generators and/or their corresponding latency: au-

ditory brainstem responses (ABR), middle latency responses (MLR) and cortical auditory

evoked responses (CAEP). Since the short-latency ABR do not depend on the arousal and

vigilance state of the subjects, they are accessible with less effort than the AEP with longer

latencies. Therefore, ABR are used in clinical diagnostics for the objective assessment of

hearing disorders, which cannot be assessed reliably by other audiological procedures. In

addition to these more applied aspects, ABR are also very interesting for the understanding

of basic questions related to the signal processing in the auditory periphery, due to their

generation sites in the early stages of the auditory pathway. In particular, ABR allow con-

clusions about the role of the cochlea for the formation of the potential patterns, and, in

turn, may serve as a critical test for existing models of cochlear signal processing in humans

listeners.
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8 General introduction Chapter 1

It has generally been assumed that the early components of the AEP, like the ABR,

are best evoked by stimulation with clicks. A click has a broad power spectrum capable

of activating a large portion of the basilar membrane (BM). However, when a transient

stimulus progresses apically along the BM, single-unit activity is less synchronous with the

preceding activity from basal units (Tsuchitani, 1983) because of temporal delays imposed

by the traveling wave. This results in an asynchronous pattern of neural firing along the

length of the cochlear partition. In addition, it is likely that activity generated from single

units in more synchronous basal regions would be out of phase with activity from some apical

units. As a consequence, the combination of phase cancellation and loss of synchronization

bias the evoked potential to reflect activity from more basal, high-frequency regions of the

cochlea (e.g., Neely et al., 1988). Thus, it can be expected that the click is not the optimal

stimulus to be used in recording ABR.

The main goal of the present thesis is to obtain a deeper understanding of the role of

cochlear processing for the generation and formation of ABR (and MLR). Several aspects

have been in the focus of research in this thesis: The general idea is to develop and eval-

uate an optimal stimulus for eliciting ABR based on current knowledge about the signal

processing in the human cochlea. “Optimal” is meant in terms of producing a higher neural

synchronization than can be achieved with other stimuli, including the click. Three different

approaches are considered, each of which serves as a basis for the generation of such an op-

timized stimulus. By comparing the results for the different strategies, the study attempts

to work out what aspects of cochlear and retro-cochlear processing are essential for effective

generation of a large far-field response. The results are also compared with quantitative

predictions using a functional model of the auditory periphery.

As the click, the desired (“optimal”) stimulus must have a wideband frequency spectrum

to excite a maximal number of nerve fibers. Since there is temporal dispersion of displace-

ment maxima along the cochlear partition, the temporal spacing of frequency components

of the wideband stimulus must be adjusted to provide maximum synchrony of discharges

across frequency. A low-frequency tone requires more time to reach its place of maximum

displacement, near the apex of the cochlea, than does a high-frequency tone that elicits a

maximum closer to the base. Thus, in the hypothesized “ideal” stimulus, the high-frequency

components must be delayed relative to the low-frequency components. The acoustic signal

must therefore be a rising frequency chirp.
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In chapter 2, a linear basilar membrane model (de Boer, 1980) is used to calculate

the time course of frequency change for a chirp that theoretically produces simultaneous

maxima by compensating for travel-time differences along the cochlear partition. This chirp

is used to evoke ABR at different stimulation levels. Chirp-evoked responses are directly

compared with responses obtained with the “classical” click stimulus and those obtained

with a temporally reversed (falling frequency) chirp.

The usefulness of the rising chirp from chapter 2 for retrieving frequency-specific infor-

mation is examined in chapter 3. This is of particular interest for clinical applications since

such frequency-specific responses may serve as a reliable estimate and neural correlate of

frequency-specific hearing. In the first experimental series, chirp and click-evoked ABR re-

sponses are obtained in the presence of high-pass and notched-noise maskers, for a set of

cut-off frequencies of the noise ranging between 0.5 and 8 kHz. In another series of experi-

ments, responses obtained with a low-frequency chirp are compared with those obtained for

a tone pulse having comparable duration and magnitude spectrum.

The model-based design for the generation of the rising chirp as suggested in chapter 2

represents only one possible paradigm. In chapter 4, two other strategies for chirp generation

are developed. The first one is based on stimulus-frequency otoacoustic emissions (SFOAE)

in humans, obtained at a stimulation level of 40 dB SPL. Shera and Guinan (2000) calculated

emission group delays from their SFOAE data and related them to BM group delays as

a function of characteristic frequency. Based on these estimates of BM group delays, a

corresponding chirp stimulus is calculated. In addition, a second approach is tested, which

is based on tone-pulse ABR data from Gorga et al. (1988). They measured ABR latencies

for a wide range of frequencies and levels. Neely et al. (1988) used their data to give a

prediction of BM group delay in the human cochlea. Their equation, which is a function

of level and frequency, is used to develop a level dependent optimized chirp stimulus. The

different approaches are compared and corresponding ABR experiments are presented.

In chapter 5, a model for the generation of middle-latency responses (MLR) is intro-

duced. It represents an extension of the model for ABR generation by Dau (2003). Within

the model it is assumed that evoked potentials recorded at remote electrodes can be de-

scribed as convolution of an effective elementary unit waveform (unitary response) with a

model-derived stimulus-dependent neural excitation produced by the peripheral auditory-

nerve activity. All nonlinearity in the model is located in the peripheral filtering stage while
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later processing is linear. Experiments using clicks and chirp stimuli at different stimulation

levels and also clicks at different repetition rates are presented. The data are compared

with corresponding model predictions to show the capabilities and limitations of the above

modeling approach. Particularly, it is investigated to what extent the typically found strong

response at a repetition rate of 40 Hz can already be described quantitatively in terms of a

linear-system’s analysis, or whether additional processes need to be considered.

Finally, the relationship between AEP (particularly the response amplitude) obtained

with rising chirps and the corresponding psychophysical sensation of loudness, particularly

the loudness function and loudness summation, are investigated. The first results of these

experiments are presented and discussed in the appendix of this thesis.



Chapter 2

Auditory brainstem responses with

optimized chirp signals compensating

basilar-membrane dispersion1

1 This chapter was published as a paper with the same title written together with Torsten Dau, Volker

Mellert and Birger Kollmeier, see Dau et al. (2000).

11
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Abstract

This study examines auditory brainstem responses (ABR) elicited by rising frequency chirps.

The time course of frequency change for the chirp theoretically produces simultaneous dis-

placement maxima by compensating for travel-time differences along the cochlear partition.

This broadband chirp was derived on the basis of a linear cochlea model [de Boer, “Auditory

physics. Physical principles in hearing theory I,” Phys. Rep. 62, 87–174 (1980)]. Responses

elicited by the broadband chirp show a larger wave-V amplitude than do click-evoked re-

sponses for most stimulation levels tested. This result is in contrast to the general hypothesis

that the ABR is an electrophysiological event most effectively evoked by the onset or offset of

an acoustic stimulus, and unaffected by further stimulation. The use of this rising frequency

chirp enables the inclusion of activity from lower frequency regions, whereas with a click,

synchrony is decreased in accordance with decreasing traveling velocity in the apical region.

The use of a temporally reversed (falling) chirp leads to a further decrease in synchrony

as reflected in ABR responses that are smaller than those from a click. These results are

compatible with earlier experimental results from recordings of compound action potentials

(CAP) [Shore and Nuttall, “High synchrony compound action potentials evoked by rising

frequency-swept tonebursts,” J. Acoust. Soc. Am. 78(4), 1286–1295 (1985)] reflecting activ-

ity at the level of the auditory nerve. Since the ABR components considered here presumably

reflect neural response from the brainstem, the effect of an optimized synchronization at the

peripheral level can also be observed at the brainstem level. The rising chirp may therefore

be of clinical use in assessing the integrity of the entire peripheral organ and not just its

basal end.

2.1 Introduction

It is generally assumed that the conventional auditory brainstem response (ABR) is an

electrophysiological event evoked by the onset of an acoustic stimulus. Whether the stimulus

is an acoustic click, tone pip, tone burst, or noise burst, the ABR is assumed to be effectively

evoked by the first few milliseconds of the stimulus, and is generally unaffected by further

stimulation (e.g., Hecox et al., 1976; Kodera et al., 1977; Debruyne and Forrez, 1982; Gorga

and Thornton, 1989; van Campen et al., 1997). Because of its abrupt onset, the acoustic click



Section 2.1 Introduction 13

is often thought to be an ideal stimulus for eliciting a detectable ABR. Clicks or impulsive

stimuli are also used under the assumption that their wide spectral spread, inherent in

transient signals, elicits synchronous discharges from a large proportion of cochlear fibers

(e.g., Kodera et al., 1977; Gorga and Thornton, 1989; van der Drift et al., 1988a,b).

Additionally, it is generally observed that if a long-duration tone burst (> 8ms) is em-

ployed, a second response can be evoked at stimulus offset. This offset response resembles

onset ABR morphology and occurs within 8ms after stimulus offset. It has been termed “off-

set ABR” or “off potential of the brainstem” (Kodera et al., 1977; Brinkmann and Scherg,

1979).

When a transient stimulus progresses apically along the basilar membrane (BM), single-

unit activity is less synchronous with the preceding activity from basal units (Tsuchitani,

1983) because of temporal delays imposed by the traveling wave. This results in an asyn-

chronous pattern of auditory-nerve-fiber firing along the length of the cochlear partition. In

addition, it is likely that activity generated from the single units in more synchronous basal

regions would be out of phase with activity from some apical units. As a consequence, the

combination of phase cancellation and loss of synchronization bias the evoked potential to

reflect activity from more basal, high-frequency regions of the cochlea (e.g., Neely et al.,

1988).

More evidence about the interaction between basilar-membrane dispersion and the syn-

chrony of neural responses can be derived from studies on the compound action poten-

tial (CAP) which represents auditory-nerve activity. When stimulated with a click, only

auditory-nerve units tuned above 2–3 kHz contribute to synchronous activity in the N1P1

complex (Dolan et al., 1983; Evans and Elberling, 1982). In order to determine if cochlear

units tuned below 2–3 kHz could be recruited into the CAP response, Shore and Nuttall

(1985) used tone bursts of exponentially rising frequency to hypothetically activate syn-

chronous discharges of VIIIth-nerve fibers along the length of the cochlear partition. Their

equations defining the frequency chirps were calculated to be the inverse of the delay-line

characteristic of the guinea pig partition. Shore and Nuttall (1985) recorded CAPs in re-

sponse to the rising chirp and compared them to CAP waveforms evoked by corresponding

falling chirps as well as clicks. Their analysis of the CAP waveforms showed narrower N1

widths and larger N1 and P1 amplitudes for rising sweeps when compared to falling sweeps.

Their results supported the hypothesis underlying the derivation of the rising sweep: spectral
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energy with the appropriate temporal organization, determined by basilar membrane travel-

ing wave properties, increases CAP synchrony. In a later study, Shore et al. (1987) provided

evidence that the timing of discharges in the ventral cochlear nuclei (VCN) reflects cochlear

partition motion as demonstrated for VIIIth-nerve fibers and inner hair cells (Brugge et al.,

1969; Geisler et al., 1974; Rose et al., 1971; Russell and Sellick, 1978; Sellick et al., 1982).

However, unlike VIIIth-nerve fibers, responses of VCN neurons to rapid frequency sweeps

were more complex, showing directional preferences.

The present paper followed the same strategy of generating an “optimized” stimulus caus-

ing maximal synchronous activation at the level of VIIIth nerve, but deals with brainstem

recordings in human subjects. The latencies of the brainstem potentials can be separated

into mechanical and neural components. The mechanical component is due to mechanical

BM travel time, and varies with intensity and frequency in an orderly manner, while the

remaining neural component is assumed to be independent of both intensity and frequency

(e.g., Neely et al., 1988). We attempted to compensate for the frequency-dependent me-

chanical component in order to increase synchrony at a peripheral level, which may also

lead to increased synchrony at higher stations in the brainstem. Our question was whether

such a stimulus would be appropriate and effective for ABR recordings. Of course, there

is a large difference between events in single-unit electrical fields, and the signals which are

recorded by electrodes which are remote from the neural sources. Single-unit electrical fields

are rapidly attenuated in the extracellular space and are unmeasurable at more than a few

millimeters distance. Also, the effectiveness of neural centers as dipole generators producing

a detectable far-field response depends on the number of involved neural sources and on

morphological features such as dendritic orientation. However, the mechanical component

of BM travel time should affect single-unit-electrical-field responses and whole-ensemble-far-

field responses in a similar way. Hence, the time-frequency distribution of a stimulus can be

expected to have a distinct effect on ABR.

ABRs elicited by broadband, frequency-sweeping stimuli are compared with click-evoked

responses. The underlying chirp stimulus was generated on the basis of the (linear) basilar-

membrane model by de Boer (1980).
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2.2 The chirp stimulus

The equations describing the stimulus were derived based on the following considerations:

(i) since the mechanical properties of the cochlear partition result in a spatial separation

of frequency components of an acoustic signal, the desired stimulus must have a wideband

frequency spectrum to excite a maximal number of nerve fibers (see also Shore and Nut-

tall, 1985). (ii) Since there is also a temporal dispersion of displacement maxima along the

cochlear partition, the temporal spacing of frequency components of the wideband signal

must be adjusted to provide maximum synchrony of discharge across frequency. A low-

frequency tone requires more time to reach its place of maximum displacement, near the

apex of the cochlea, than does a higher-frequency tone that elicits a maximum closer to the

base. The idea is to generate a stimulus in which the high-frequency components are delayed

relative to the low-frequency components by an appropriate amount. This should produce

synchronous displacement maxima and neural discharges resulting from all frequency com-

ponents. The acoustic signal must therefore be a rising frequency chirp. The time course of

the chirp developed in the present study is determined by the traveling wave velocity along

the partition as derived by de Boer (1980), and the functional relationship between stimulus

frequency and place of maximum displacement (Greenwood, 1990).

De Boer (1980) developed a cochlear model in which – as physical simplifications – he

assumed that the fluids of the canals around the basilar membrane would be incompressible

and that all viscosity effects were negligible. All movements were assumed to be so small

that the fluid as well as the basilar membrane (BM) operate linearly. All time-dependent

variables were considered to vary as eiωt, with ω representing radian frequency. Since the

dynamics of the BM are certainly nonlinear, in some conditions this linear approach must

be considered as a first-order approximation. It was further assumed by de Boer (1980) that

various parts of the BM are not mechanically coupled to each other and that all coupling

occurs via the surrounding fluid. De Boer described the mechanics of the cochlear partition

by a single function of the coordinate x, the impedance ξ(x), which is dominated by a

stiffness term c(x)/iω. The fluid movements in the other two directions were assumed not

to contribute to the mechanical pattern of movement of the cochlear partition.

The wave equation for the hydro-mechanical problem was then given by

d2

dx2
ψ(x)− 2iωρ

h(x)ξ(x)
ψ(x) = 0, (2.1)



16 ABR with optimized chirp signals Chapter 2

with ψ(x) as the wave function, h(x) as the “effective” height of the scala, and the density

ρ. The impedance ξ is the critical factor and is composed of three parts, a mass part, a

resistance part, and a stiffness part:

ξ(x) = iωm(x) + r(x) +
c(x)

iω
. (2.2)

The mass term m(x) does not depend much on x in the cochlea, but the stiffness c(x) varies

over a large range as a function of x (e.g., von Békésy, 1960). It is assumed in the following

that only stiffness contributes to ξ(x), while mass and resistance r(x) are neglected. Due to

the variations of the stiffness, the velocity of propagation depends strongly on x. The stiffness

was shown to be mainly responsible for the occurrence of traveling waves propagating along

the cochlear partition. De Boer developed the exponential model assuming that c(x) varies

approximately as an exponential function of x: c(x) = C0e
−αx. This results in the wave

equation:
d2

dx2
ψ(x) +D2

0e
αxψ(x) = 0, (2.3)

where D0 = ω
√

2ρ/hC0. The solution of this equation was given as

ψ(x) = arctan
Y0(z)

J0(z)
, (2.4)

where z = (2D0/α)eαx/2, and J0 and Y0 represent Bessel and Weber function of zero order,

respectively. This leads to the local propagation constant

k(x) =
d

dx
ψ(x) =

α

π
J2

0 (z) + Y 2
0 (z)

. (2.5)

The speed of propagation is generally given by γ(x) = ω/k(x). The exact expression for the

exponential model therefore is:

γ(x) =
πω

α

(
J2

0 (z) + Y 2
0 (z)

)
. (2.6)

This expression shows dispersion with respect to frequency since γ is dependent on ω.

The above equations are used in the present paper to generate the chirp stimulus that

compensates dispersion on the BM. The propagation time tω(x) needed to arrive at the

place of resonance x is given by:

tω(x) =

x∫
0

1

γ
dx′ =

1

ω

x∫
0

k(x′)dx′ =
1

ω

x∫
0

d

dx′
ψ(x′)dx′ =

1

ω

(
ψ(x)− ψ(0)

)
, (2.7)
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leading to:

tω(x) =
1

ω

(
arctan

Y0

(
z(x)

)
J0

(
z(x)

) − arctan
Y0

(
z(0)

)
J0

(
z(0)

)) . (2.8)

For the frequency-place transformation, the mapping proposed by Greenwood (1990) was

used:

x = x(f) = L− c̃ log(af + 1) = L− c ln(af + 1), (2.9)

with a = 0.006046Hz−1, c̃ = 16.7mm, c = c̃/ ln 10, and L = 34.85mm representing BM

length. It follows that

z(x) = z
(
x(f)

)
=

2D0

α
e

α
2
[L−c ln(af+1)] =

2D0

α
(af + 1)−

α
2

ce
α
2

L. (2.10)

Thus tω(x) is given by:

tω(x) = tω
(
x(f)

)
=

1

ω

arctan

Y0

[
2D0

α
(af + 1)−

α
2

ce
α
2

L

]
J0

[
2D0

α
(af + 1)−

α
2

ce
α
2

L

] − arctan

Y0

(
2D0

α

)
J0

(
2D0

α

)
 . (2.11)

Using the variable transformation t → t0 − t, and with κ := (4π/α)
√

2ρ/hC0 · e(α/2)L, the

function t = t(f) for the “optimal” input frequency ω = 2πf is given by:

t0 − t(f) =
1

2πf

arctan
Y0

[
fκ(af + 1)−

α
2

c
]

J0

[
fκ(af + 1)−

α
2

c
] − arctan

Y0

(
2D0

α

)
J0

(
2D0

α

)
 . (2.12)

From this relation, the inverse function f(t) = t−1(f) was derived numerically. This function

for the change of the instantaneous frequency was then integrated over time to derive the

instantaneous phase ϕ = 2π
∫ t

0
f(t′)dt′ of the resulting chirp, which has the general form

s(t) = A(t) sin
(
ϕ(t)− ϕ(t0)

)
. This is referred to as the “exact chirp” throughout this paper

(cf. Fig. 2.1, top panel, solid curve).

If one uses only an asymptotic expression for the propagation constant, namely k(x) ≈
D0e

αx/2, the speed of propagation results in γ(x) ≈
√

(hC0/2ρ)·e−αx/2, which is independent

of ω so that there is no dispersion with respect to frequency. The asymptotic expression

agrees well with the exact one for frequencies higher than about 5 kHz [for details, see

de Boer (1980), p. 147]. For lower frequencies, some small deviations occur for low x-values,

i.e. near the cochlear windows. In this region, the asymptotic expression does not hold true
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Figure 2.1: Top panel: waveform of the

broadband rising (0.1–10.4 kHz) chirp stim-

ulus. The equations defining the chirp were

calculated to be the inverse of the delay-line

characteristic of the cochlear partition on the

basis of the linear cochlea model by de Boer

(1980). The solid curve represents the exact

chirp, the dotted curve shows the approxi-

mated chirp (for details, see text). Middle

panel: waveform of a modified chirp referred

to as “flat-spectrum chirp” whose phase char-

acteristic is the same as that of the original

(exact) chirp. Bottom panel: acoustic spec-

tra of chirp (solid curve), click stimulus (dot-

ted curve), and flat-spectrum chirp (dashed

curve), as used in the present study (for de-

tails, see text).

any more; however, the extent of this effect is not very large. For the asymptotic case, the

instantaneous frequency f(t) = t−1(f) can be easily derived analytically. With

ψ(x) =

x∫
0

k(x′)dx′ + ψ(0) = D0
2

α

(
e

αx
2 − 1

)
+ ψ(0), (2.13)

and Eqn. 2.7, the travel time t(f) to the resonance place x(f) is directly given by:

t =
1

ω
D0

2

α

(
e

αx
2 − 1

)
=

1

ω
D0

2

α

(
e

αx
2

(L−c ln(af+1)) − 1
)

=
2

α

√
2ρ

hC0

(
(af + 1)−

αc
2 e

α
2

L − 1
)
. (2.14)



Section 2.3 Method 19

With t→ t0 − t, and β := (2/α)
√

2ρ/hC0, the function f(t) is given by:

f =
1

a

([
e

α
2

L

(
1 +

t0 − t

β

)]− 2
αc

− 1

)
. (2.15)

From this, the instantaneous phase ϕ and the resulting chirp s(t) can easily be derived as

above. This is referred to as the “approximated chirp” in the rest of this paper (cf. Fig. 2.1,

top panel, dotted curve).

2.3 Method

2.3.1 Subjects

Ten normal-hearing subjects (audiometric thresholds 15 dB HL or better) with no history

of hearing problems were chosen: two females and eight males. The subjects were between

21 and 35 years of age, and were either paid or volunteered for the experiment.

2.3.2 Apparatus

The experiments were carried out with a PC-based computer system which controlled stimu-

lus presentation and recording of evoked potentials. A DSP-card (Ariel DSP32C) converted

the digitally generated stimulus (25 kHz, 16 bit) to an analog waveform. The output of the

DSP card was connected to a digitally controlled audiometric amplifier, which presented the

stimulus through an insert earphone (Etymotic Research ER-2) to the subject.

Electroencephalic activity was recorded from the scalp via silver/silver chloride elec-

trodes, attached to the vertex (positive) and the ipsilateral mastoid (negative). The forehead

served as the site for the ground electrode. Interelectrode impedance was maintained be-

low 5 kΩ. Responses were amplified (80 dB) and bandpass filtered (95–1640Hz, 6 dB/Oct.)

with an commercially available ABR preamplifier (Hortmann Neurootometrie).2 Extra am-

plification (Kemo VBF/40) was used to reach the optimum range for the A/D-converter.

2In the official data sheet of the preamplifier, a “hard-wired” high-pass cut-off frequency of 30Hz is given.

Unfortunately, we could not replicate this value and found a 3-dB cut-off of 95 Hz. The problem is that this

setting will cut out a substantial portion of the wave-V amplitude which results in smaller responses overall,

particularly for responses from lower frequency stimulus energy. Since the chirp has much of its energy in

the low-frequency region, one can expect that an even larger chirp-evoked wave-V amplitude than observed

in the present study will be obtained with a more appropriate filter setting.
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This amplification was in the range from 10 to 16 dB, resulting in a total amplification

of 90–96 dB. The amplified signal was digitized by the DSP-card (25 kHz, 16 bit), which

also performed artifact rejection and signal averaging. Responses were recorded for 26 ms

following the stimulus onset.

2.3.3 Stimuli and procedure

Broadband chirps as described in Sec. 2.2 were used as stimuli. The chirps started and ended

with zero amplitude. If not explicitly stated otherwise, no windowing was applied to the

stimuli. Chirp-evoked potentials were compared with click-evoked responses. The click had

a duration of 80µs.

The top panel of Fig. 2.1 shows the waveforms of the exact (solid curve) and the ap-

proximated chirp (dotted curve), both derived in Sec. 2.2. The stimuli have a flat temporal

envelope. Since the value for the speed of propagation γ for lower frequencies is lower for the

exact chirp (at places near the cochlear windows), it has a slightly longer duration (10.52ms

instead of 10.48ms for the approximated chirp). Since for both chirps the instantaneous

frequency changes slowly at low frequencies relative to the changes in the high-frequency

region, their spectra are dominated by the low frequencies. This is shown in the lower panel

of Fig. 2.1 (solid curve). The (acoustic) magnitude spectrum decreases continuously with

increasing frequency. The dashed curve in the lower panel indicates the spectrum of a modi-

fied chirp which is used later in the study. This modified chirp has a flat amplitude spectrum

corresponding to that of the click (dotted curve), while the phase characteristic is the same

as that of the original (exact) chirp. The spectra were obtained (at the same sensation level

of the stimuli) by coupling the ER-2 insert earphone to a Brüel and Kjær ear simulator

(type 4157) with a 1/2-in. condenser microphone (type 4134), a 2669 preamplifier, and a

2610 measuring amplifier. The spectra were obtained from FFTs of 100-trial time-domain

averages of the stimulus over an analysis time of 64 ms using a sampling rate of 25 kHz

(Stanford Research Systems SR780). The waveforms were not windowed prior to FFT. The

middle panel of Fig. 2.1 shows the corresponding temporal waveform of the modified chirp,

referred to as the “flat-spectrum chirp” throughout this paper. This stimulus starts with

very small amplitudes at low frequencies and increases nonlinearly in amplitude with time.

The subject lay on a couch in an electrically-shielded, sound-proof room, and electrodes

were attached. The subject was instructed to keep movement at a minimum, and to sleep
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if possible. The lights were turned out at the beginning of the session. Each session lasted

between one and two hours, depending on the subject’s ability to remain still. The ear

of stimulation was chosen randomly, i.e., for each subject one ear was chosen and then

maintained. The acoustic signals were delivered at a mean repetition rate of 20 Hz for

all stimulus conditions. A temporal jitter of ±2ms was introduced to minimize response

superimposition from preceding stimuli. Thus, the resulting interstimulus interval (ISI) was

equally distributed between 48 and 52ms. Each trial consisted of 1000 to 4000 averages,

depending on the quality of the response. For each stimulus condition, two independent

trials were stored in separate buffers. These are illustrated as superimposed waveforms in

the figures to show response replicability.

First, to determine the sensation level (SL), both of the click and the chirp stimulus, the

absolute hearing thresholds were measured individually with an adaptive 2-AFC procedure.

At the beginning of each ABR-recording session, the first trial was a 60 dB SL presentation

of a stimulus. Then intensity was decreased in st of 10 dB down to 10 dB SL. At the same

sensation level, chirp and click represent nearly the same root-mean-square (RMS) value (if

calculated across the same temporal interval of 10.5ms).

Wave-V (peak-to-peak) amplitude was analyzed in the different stimulus and level con-

ditions. The amplitude was measured from the peak to the largest negativity following it.

For each stimulus and level condition, wave-V amplitude was averaged across subjects. A

Wilcoxon matched-pairs signed-rank test (α = 0.05) was used to verify whether the response

amplitude differed significantly for the two stimuli. Throughout the present paper, responses

are plotted for one exemplary subject (CR). Average data for the wave-V amplitude are given

in a summary figure (Fig. 2.3).

2.4 Results

2.4.1 Click- versus chirp-evoked potentials

Figure 2.2 shows the ABR for subject CR obtained with a click (left panel) and a rising broad-

band chirp (right panel), respectively. Responses for different stimulus levels are shown on

separate axes displaced along the ordinate and labeled with the sensation level (dB SL). For

the click stimulus, the abscissa represents recording time relative to click-onset. In the case
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Figure 2.2: ABR from subject CR, evoked by a click (left panel) and a broadband chirp

(right panel). The stimulation level varied from 10 to 60 dB SL, as indicated. Waveforms

are the average of 2000 responses. At each level, two waveforms are superimposed to show

response replicability. The small vertical line indicates wave-V peak. Stimulus presentation

rate was 20/s.

of the chirp stimulus, a dual abscissa is used representing recording time relative to stimulus

onset and offset. Wave-V peak is marked by small vertical bars for both stimuli. It can be

seen in the figure that the wave-V latencies for the two stimuli, relative to stimulus onset,

are shifted by the duration of the chirp stimulus which equals 10.5ms. Thus, the latency

values relative to stimulus offset are the same in both conditions. The key observation is

that the wave-V amplitude is typically larger for chirp stimulation than for click stimula-

tion. For subject CR, the difference is large at stimulation levels of 10–40 dBSL, but is less

pronounced at 50 dB SL. At 60 dB SL, for this subject, the click response is slightly larger

than the chirp response. At the two highest stimulation levels, earlier activity in response
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to the chirp becomes visible with a first response peak at about 8–9ms after chirp onset.

These observations at high levels are probably due to cochlear upward spread of excitation,

a well-known phenomenon from many other studies in this field. At high levels, the early

low-frequency energy in the chirp stimulates basal regions and produces a response.
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Figure 2.3: Average ABR

data for wave-V amplitude, as

a function of the stimulation

level. Different symbols indi-

cate different stimulus condi-

tions. •: click; �: exact chirp;

�: flat-spectrum chirp; H: re-

versed chirp; ♦: ramped chirp;

�: approximated chirp; 5:

0.45–10.4 kHz chirp. For better

visibility, symbols are slightly

shifted along the abscissa.

Figure 2.3 shows the wave-V amplitude obtained with different stimuli, including the

chirp (filled boxes) and the click (filled circles), averaged across subjects. Amplitude values

are plotted as a function of stimulation level. Wave-V amplitude was significantly larger

(p < 0.05; N = 10) for the chirp than for the click, for the levels of 20–40 dB SL. For 50 and

60 dB SL, the average wave-V amplitude was still larger for the chirp than for the click, but

the difference was not significant (p > 0.05). For the lowest stimulation level, 10 dB SL, four

of the subjects showed no clear wave-V peak in either the chirp or in the click condition.

The number of the remaining subjects was too small to reveal a significant difference in the

ABR.

2.4.2 Exact versus approximated chirp

On the basis of the exponential model (de Boer, 1980) reviewed in Sec. 2.2 the generation of

a stimulus compensating BM dispersion were derived (see Fig. 2.1). The question is whether
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the difference in the time course of the two stimuli is of relevance for the corresponding

evoked brainstem potentials.

Figure 2.4 shows ABR for subject CR elicited by the exact chirp (left panel) and by

the approximated chirp (right panel). The stimulation level ranged from 10 to 40 dB SL

in each case. The potentials are almost identical in both conditions. The average data

across subjects for the approximated chirp are indicated as open boxes in Fig. 2.3. Wave-

V amplitude does not differ significantly between the two stimuli for all levels (p > 0.05;

N = 6).
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Figure 2.4: ABR from subject CR, elicited by the exact broadband chirp (left panel) and

the approximated chirp (right panel). Parameters as in Fig. 2.2, but only for stimulation

levels of 10–40 dBSL.
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2.4.3 Stimulation with ramped chirps

It could be argued that the relatively abrupt offset of the chirp is responsible for the gener-

ation of wave-V amplitude. Although such an argument would not explain the observation

of an increased amplitude compared to the click response, a chirp stimulus was generated

with sufficiently long ramps to preclude the possibility that purely onset- and offset effects

are responsible for wave-V amplitude generation. A rise time of 3ms and a fall time of 0.5

ms were applied.3 Figure 2.5 shows the corresponding ABR recordings for subject CR (solid

lines). In addition, the corresponding data with the exact chirp without ramps are replotted

in the figure and indicated as dotted lines. In comparison with the original chirp without

ramps, there is only a slight decrease in amplitude for this subject. This is most likely due

to the attenuation of frequencies higher than about 6 kHz that normally also contribute to

the generation of wave-V amplitude. Note, however, that the overall level of the ramped

chirp had to be increased by 2 dB to yield the same sensation level.

Average data across subjects obtained with the ramped chirp are indicated in Fig. 2.3

(open diamonds). Like the original chirp without ramps, the ramped chirp elicits a sig-

nificantly larger amplitude (p < 0.05; N = 10) than the click for the stimulation levels

20–40 dB SL. The difference is not significant for 10 dBSL.

All results taken together show that wave-V amplitude is increased when a rising broad-

band chirp is used instead of a click. This is the case although the duration of the chirp

is about 10 ms, which is a factor of 125 longer than the click duration. This result is in

contrast to the generally accepted view in the literature that the conventional ABR is an

electrophysiological event only evoked by onset or offset of an acoustic stimulus.

3A larger fall time than 0.5 ms would also attenuate energy at medium frequencies. For example, if a fall

time of 1ms was used, frequencies around 2.5 kHz would be attenuated by about 3 dB. Higher frequencies

would be attenuated up to 12 dB more than in case of the shorter ramp. We think that a 0.5-ms fall time

and a 3-ms rise time for the chirp is more than a fair choice for the comparison of chirp and click efficiency in

evoking ABR. In addition, in a preliminary study, we performed an experiment where the stimulus consisted

of a continuous alternating sequence of chirps: each rising chirp was followed by the temporally reversed

(falling) chirp. Results showed “peaked” response patterns whereby amplitude and (relative) latency of

the peaks directly corresponded to those obtained with “single” rising chirps. The results further clearly

demonstrate the importance of considering the effects of basilar-membrane traveling wave on the formation

of the ABR, at least for wave V.
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Figure 2.5: ABR from subject CR, evoked

by the ramped broadband chirp. In addition,

the potentials evoked by the original chirp

without ramps are replotted from Fig. 2.2 and

indicated as dotted curves.

2.4.4 Effects of direction of frequency sweeping

If the argument holds that the “optimized” temporal course of the frequency sweeping is

responsible for maximal synchronization, then a temporally reversed broadband chirp should

yield a smaller response amplitude. The reversed chirp starts with high frequencies and

sweeps nonlinearly in time towards low frequencies. The onset is therefore much steeper than

that of the original chirp so that one should expect a larger response if ABR is determined

by the steepness of the stimulus onset. The magnitude spectra of the reversed chirp and the

original chirp, of course, are identical.

Figure 2.6 (left panel) shows the ABR for the reversed chirp (subject CR). For compar-

ison, the right panel of Fig. 2.6 shows the ABR elicited by the rising chirp, for the same

range of stimulation levels (10–40 dB SL), replotted from Fig. 2.2. It is apparent from the

figure that in the case of the falling chirp, wave-V amplitudes are generally much smaller

than those obtained with the rising chirp. The responses are also considerably smaller than

those elicited by the click (see Fig. 2.2).
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Figure 2.6: Left: ABR from subject CR, elicited by the temporally reversed broadband

chirp (10.4–0.1 kHz). Parameters as in the previous figures. Right: ABR from the same

subject, elicited by the rising broadband chirp (replot from Fig. 2.2, but only for the levels

10–40 dB SL).

The average data for the reversed chirp are indicated as filled downward-triangles in Fig.

2.3. Wave-V amplitude is significantly smaller (p < 0.05; N = 10) for the reversed chirp than

for the rising chirp (filled boxes) for all stimulation levels 10–40 dB SL. The reversed-chirp

amplitude was also significantly smaller than the click response (filled circles) for the levels

20–40 dB SL (p < 0.05; N = 10), while the difference was not significant for 10 dBSL.

However, because of the long duration of the chirp (10.52ms), the response to the early

(high-frequency) part may interfere with responses to the later (low-frequency) part of the

stimulus. For this reason, a further experiment was run with a shorter chirp (3.92ms),

whose spectrum stretches from about 0.45 to 10.4 kHz (in contrast to 0.1 to 10.4 kHz as

before). Figure 2.7 shows, for subject CR, the brainstem potentials evoked by the falling
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Figure 2.7: ABR from subject CR, elicited by the 3.92ms-chirp with a spectrum in the

frequency range between 0.45 and 10.4 kHz. Left: temporally reversed (falling) chirp (10.4–

0.45 kHz); right: rising chirp (0.45–10.4 kHz).

chirp (left panel) in comparison with the corresponding rising chirp (right panel). As in

Fig. 2.6, the amplitude of wave V is much smaller in the case of stimulation with the falling

chirp than with the rising chirp. Note that the responses evoked by the two reversed chirps

(from Figs. 2.6 and 2.7) are almost identical, whereas the responses evoked by the two rising

chirps differ to some extent. The average data for the 0.45–10.4 kHz chirp are indicated as

open downward-triangles in Fig. 2.3. There is no significant difference in wave-V amplitude

between the two chirps for 10 dBSL. However, for the levels 20–40 dB SL, the amplitude is

significantly larger (p < 0.05; N = 6) for the 0.1–10.4 kHz chirp than for the 0.45–10.4 kHz

chirp. This difference in wave-V amplitude directly reflects the contribution of the low-

frequency components (100–450Hz) to the ABR in the case of the rising chirp.
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These results are compatible with the hypothesis that compensation of travel time differ-

ences across frequency causes an optimal synchronization, whereas the reversed stimulation

leads to a less effective activation (although the onset of the reversed chirp is much steeper

than that of the rising chirp). Falling sweeps probably produce sequential activation of high-

frequency fibers followed by low-frequency fibers. This may lead to a desynchronized neural

activation at the brainstem level, as implied by the results of Shore and Nuttall (1985) at

the level of VIIIth nerve and cochlear nucleus (CN). In “far-field” recordings as considered

in the present study, the observed effects may also be reflected by phase cancellation of the

potentials due to superimposition of wave V from one frequency and wave V from another

frequency (e.g., Scherg and von Cramon, 1985, see discussion).

2.4.5 Effects of spectral composition

It is not clear which spectral shape is optimal for broadband stimulation. It is also not clear,

how and at which level, integration across frequency is realized in the auditory system.

Hence, it may be argued that the observed differences between responses evoked by a click

and a chirp stimulus is produced by their different spectral shape. To rule out this argument,

ABR elicited by the flat-spectrum chirp from Fig. 2.1 (middle panel), with a flat amplitude

spectrum corresponding to that of the click, are compared to click-evoked responses.

Figure 2.8 shows the corresponding ABR for this chirp for subject CR (solid curves). For

direct comparison, the corresponding click-evoked responses for the same subject (replotted

from Fig. 2.2, left panel) are indicated as dotted curves. Wave-V amplitudes are much larger

for the chirp than for the click. The amplitudes are even larger than for the “normal” rising

chirp without specific spectral weighting (Fig. 2.2, right panel), particularly at the highest

stimulation levels. The average data for wave-V amplitude, obtained with the flat-spectrum

chirp, are plotted as filled diamonds in Fig. 2.3. Wave-V amplitude is significantly larger

(p < 0.05; N= 10) for this chirp than for click stimulation for all levels (10–60 dB SL).

However, the difference in amplitude obtained with the flat-spectrum chirp and the original

rising chirp (square symbols) was not statistically significant.

A similar approach has been earlier described in a study by Lütkenhöner et al. (1990).

They also generated a rising chirp stimulus with a flat amplitude spectrum where - in contrast

to the present study - the course of the instantaneous frequency was estimated from the

relationship between the stimulus frequency and the experimentally obtained latency of the
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Figure 2.8: ABR from subject CR elicited

by the rising chirp with flat amplitude spec-

trum (from Fig. 2.1, middle panel). For di-

rect comparison, click-evoked responses (dot-

ted curves) for the same subject are replotted

from Fig. 2.2.

corresponding frequency-specific ABR. The authors also found a larger wave-V amplitude

with chirp than with click stimulation. However, the differences were smaller than those

presented here, particularly at higher stimulation levels.

In summary, the presented data demonstrate that both dispersed timing as well as spec-

tral composition of the stimulus strongly influence the potential pattern. The dispersed

timing appears to be the dominant factor.

2.5 Discussion

2.5.1 Stimulus presentation: SL versus peSPL

In the present study, chirps and clicks were presented at the same sensation level. However,

the corresponding peak-equivalent sound pressure level (peSPL) at the same sensation level,

averaged across subjects, was about 12 dB lower for the chirp than for the click. For example,
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at threshold (0 dB SL), the mean (and standard deviation) of the peSPL was 45.9±3.7 dB

for the click while it was 33.5±3.6 dB for the chirp. It is unclear which measure is ap-

propriate for ABR. Temporal integration of signal energy involved in behavioral threshold

measures probably occurs at more central stages of auditory processing, and is most likely

not reflected in ABR. Nevertheless, in many studies the stimuli are presented at the same

hearing level (HL) to investigate potential amplitude in relation to the (normalized) average

hearing threshold (0 dBHL). The strategy in the present study is thus very similar to the

HL-measure, but hearing thresholds are determined individually. Whatever the proper cali-

bration for ABR may be, if the responses obtained in the present study were plotted at the

same peSPL instead of the same dB SL, the differences in the potential amplitude between

chirp and click stimulation would be even larger.

2.5.2 Role of wave V behavior – spectral integration

By applying the derived response technique, Don and Eggermont (1978) revealed narrow-

band contributions to the ABR from specific portions of the BM. They found that nearly

the whole cochlear partition can contribute to the brainstem response. In their recordings,

the amplitude behavior of wave V, as a function of the central frequency (CF) assigned

to each narrow band, was different from waves I and III, depending upon the frequency

range. Don and Eggermont found that for CFs below 2 kHz, the amplitudes for waves I

and III drop rapidly as CF is decreased, whereas there is an increase in the amplitude of

wave V. Therefore, at low CFs the only clear contribution to the ABR is to wave V. This

indicates that the representation of cochlear activity in the various peaks probably is quite

different for wave I and III on one hand, and wave V on the other hand (Don and Eggermont,

1978). Above 2 kHz, the wave-V behavior is the same as for the earlier waves. Thus, wave-V

amplitude shows a flatter “frequency response” than the earlier waves and has an amplitude

distribution which is nearly constant over the entire CF range.

By using a synchronizing chirp instead of a click as the stimulus, activity from all cochlear

locations can contribute to the amplitude of wave V, which therefore is generally larger than

that evoked by a click. This was demonstrated in the present study. Don and Eggermont

(1978) stated that the discrepancy in the behavior of wave V with respect to the earlier
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waves suggests some sort of neural reorganization at the level where wave V is generated.4

The sharp initial positive potential is most likely generated by the lateral lemniscus as it

enters in the inferior colliculus (IC), while the slow negative potential following this is likely

a dendritic potential of the inferior colliculus (Hashimoto, 1982; Møller and Jannetta, 1982,

1986; Moore, 1987a,b). The central nucleus of the IC (ICC) is a purely auditory processing

center; it is the main center for spatial auditory integration receiving most of the ascending

information from auditory brainstem nuclei, and it has a curved laminar arrangement of cells,

axons, and dendrites (e.g., Gummer and Zenner, 1996) which leads to an effective response.

The convergence of pathways activates a large number of neurons in the IC; the wave-V

potential therefore is of rather large amplitude, that obviously results from integration of

activity from the whole range of auditory frequencies, and hence includes responses elicited

by low-frequency stimulus components.

Interestingly, clear peaks corresponding to the earlier waves I–III could not be observed

in the case of the original rising chirp (without specific spectral weighting) for any of the

stimulation levels tested in the present study. This observation was true for all subjects,

even if not investigated quantitatively. At the highest levels (50 and 60 dBSL), the early

low-frequency energy of the chirp probably stimulates basal regions of the BM due to upward

spread of excitation producing a response at about 8–9ms after stimulus onset (as earlier

mentioned in Sec. 2.4.1). However, it is not clear how these high-level responses are related

to waves I–III. In contrast, we observed that, for the highest stimulation level of 60 dBSL,

most of the subjects clearly showed the typical early peaks in their responses to the click as

well as to the flat-spectrum chirp. In particular, the potential patterns at this level were very

similar for these two stimuli for each subject. Thus, it appears that the spectral composition

of the stimulus mainly determines the response pattern at high levels.5

4In a recent study, Don et al. (1997) presented a new derived-response measure where the wave-V am-

plitude of a stacked ABR was constructed by temporally aligning wave V of each derived-band ABR, and

then summing the time-shifted responses. They found that the stacked response amplitude can detect small

acoustic intracanalicular tumors in patients missed by standard ABR measures. It might be very interesting

to compare the stacked wave-V amplitude obtained with the click with the chirp-evoked response amplitude

obtained with the “standard” derived responses measure. Such experiments are currently in progress to

specify the usefulness of the chirp for retrieving frequency-specific information.

5The orientation of the electrode configuration certainly plays a role for the shape of the potential pattern

observed in the far-field. It has been shown that there are differences in click-evoked responses in horizontal
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2.5.3 Assumption of linearity of BM characteristic

The chirp stimuli used in the present study were derived on the basis of a linear cochlea

model (de Boer, 1980). It was assumed that the movements are so small that the fluid

as well as the basilar membrane operate linearly. Over the normal range of hearing, the

assumption of linearity may be well justified for the fluid (de Boer, 1980). With regard to

the BM, however, its dynamics are certainly more complicated (e.g., Rhode, 1971; Ruggero,

1992). At low levels, BM dynamics may indeed be considered as nearly linearly. However, at

higher levels, nonlinear cochlear mechanics complicate the responses to a frequency-changing

signal. Ruggero and Rich (1983), for example, demonstrated that VIIIth-nerve fibers’ phase

response changes at high intensities resulting in two peaks which are 90◦ out of phase, instead

of one peak commonly seen in period histograms. Since our interest in the present study

was mainly focused on effects at levels between absolute threshold and about 40 dBSL, the

assumption of linearity in the model calculations may be well justified. Also, the predictions

of the linear model were primarily used for the correction of the dispersive behavior of

the BM, which can be assumed to vary less with level than, e.g., the amplitude tuning

characteristic for a certain frequency. Of course, a more general description for an extended

level range would need to take nonlinear effects into account. The equations used so far

should therefore be considered as a first-order approximation.

2.6 Summary and conclusions

A chirp stimulus was developed which theoretically produces synchronous discharges of

VIIIth-nerve fibers along the length of the human cochlear partition. The equations defining

the chirp were calculated to be the inverse of the delay-line characteristic of the cochlear

partition on the basis of the linear cochlea model by de Boer (1980). The stimulus was

tested for eliciting ABR. The underlying idea was to determine if units tuned to low CFs

and vertical dipole orientations (e.g., Galbraith, 1994). Wave V is best seen in the vertical channel, while

earlier components are well defined in the horizontal channel. Using a spatio-temporal dipole model, Scherg

and von Cramon (1985) demonstrated a predominantly horizontal orientation underlying waves I–III. These

horizontal dipoles appeared to reflect transverse propagation along the auditory nerve to the ipsilateral

CN, and then via second order neurons crossing the midline to the contralateral superior olivary complex

(SOC). Thus, it might be of interest to also investigate chirp-evoked ABR-recordings in horizontal dipole

orientations.
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(below 2 kHz) could be recruited synchronously into the brainstem response. It was shown

in the present study that, in most level conditions, the chirp evokes a significantly larger

wave-V amplitude than the click when presented at the same sensation level. This is the

case although the duration of the chirp is about 10ms, which is a factor of 125 longer than

the click-duration used here. Since at the same sensation level, the peak-equivalent sound

pressure level (peSPL) is about 12 dB smaller for the chirp than for the click, the difference

in wave-V amplitude of the ABR recordings would be even larger if the stimuli would be

presented at the same peSPL, or at the same peak-to-peak equivalent sound pressure level

(ppeSPL). Thus, the conventional ABR should not be considered as an electrophysiological

event purely evoked by the onset or offset of an acoustic stimulus. Instead, an appropriate

temporal organization, determined by BM traveling wave properties, may increase neural

synchrony at the level where wave V is generated. The temporally reversed chirp stimulus

led to a smaller wave-V amplitude compared to the rising chirp and to the click. This may

be due to desynchronized neural activation at the level where wave V is generated, as a result

of sequential activation of high- followed by low-frequency fibers. Alternatively, the reduced

potential amplitude may also result from cancellation in the “far-field” by superposition of

wave V from one frequency on wave V from another frequency.

It was observed that not only temporal organization of the stimulus, but also its spectral

shape, influences the ABR-pattern. The phase characteristic of the chirp, combined with

a flat spectral distribution (as in case of the click), led to a large wave-V amplitude, but

also to a more pronounced pattern of the earlier waves (at high stimulation levels), which is

comparable with that evoked by the click. In contrast, responses evoked by the rising chirp

without specific spectral weighting did not show clear earlier peaks I–III. This may be due to

cancellation of overlapping responses at high stimulation levels where the early low-frequency

energy in the chirp stimulates basal regions of the BM due to upward spread of excitation.

Alternatively, or in addition, this may also be due to biased frequency representations at the

level of the neural generators for waves I–III, while the generator for wave V probably has a

flatter frequency response.

The use of the rising frequency chirp enables the inclusion of activity from lower frequency

regions, whereas with a click or a falling chirp synchrony is decreased in accordance with

decreasing traveling velocity in the apical region. The rising frequency chirp may therefore
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be of clinical use in assessing the integrity of the entire peripheral organ, and not just its

basal end.
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Chapter 3

Frequency specificity of chirp-evoked

auditory brainstem responses1

1 This Chapter was published as a paper with the same title, written together with Torsten Dau, see

Wegner and Dau (2002).
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Abstract

This study examines the usefulness of the upward chirp stimulus developed by Dau et al.

[“Auditory brainstem responses with optimized chirp signals compensating basilar membrane

dispersion,” J. Acoust. Soc. Am. 107(3), 1530–1540 (2000)] for retrieving frequency-specific

information. The chirp was designed to produce simultaneous displacement maxima along

the cochlear partition by compensating for frequency-dependent traveling-time differences.

In the first experiment, auditory brainstem responses (ABR) elicited by the click and the

broadband chirp were obtained in the presence of high-pass masking noise, with cut-off fre-

quencies of 0.5, 1, 2, 4 and 8 kHz. Results revealed a larger wave-V amplitude for chirp than

for click stimulation in all masking conditions. Wave-V amplitude for the chirp increased

continuously with increasing high-pass cut-off frequency while it remains nearly constant for

the click for cut-off frequencies larger 1 kHz. The same two stimuli were tested in the pres-

ence of a notched-noise masker with one-octave wide spectral notches corresponding to the

cut-off frequencies used in the first experiment. The recordings were compared with off-line

calculated derived responses from the high-pass masking conditions. No significant difference

in response amplitude between click and chirp stimulation was found for the notched-noise

responses as well as for the derived responses. In the second experiment, responses were

obtained using narrow-band stimuli. A low-frequency chirp and a 250-Hz tone pulse with

comparable duration and magnitude spectrum were used as stimuli. The narrow-band chirp

elicited a larger response amplitude than the tone pulse at low and medium stimulation

levels. Overall, the results of the present study further demonstrate the importance of con-

sidering peripheral processing for the formation of ABR. The chirp might be of particular

interest for assessing low-frequency information.

3.1 Introduction

A number of direct and indirect approaches have been used for retrieving frequency-specific

information from the ABR. These approaches include different stimulus paradigms as well

as different signal processing techniques. Stimulation with filtered clicks or different tone

pulses is normally used, and selective masking techniques are generally employed. A limiting

factor for eliciting frequency-specific ABR in the frequency region below 2 kHz is related to
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cochlea mechanics and to the time-frequency uncertainty principle applied to the acoustic

stimulus.

A straightforward approach to obtain frequency-specific ABR has been the stimulation

by brief tone pulses with a short rise and fall time (e.g., Kodera et al., 1977; Suzuki et al.,

1977; Klein and Teas, 1978; Coats et al., 1979; Purdy et al., 1989; Conijn et al., 1993; Beattie

and Torre, 1997; Bunke et al., 1998). As a compromise between frequency specificity and

sufficient synchronization capability of the stimulus, Davis (1976) suggested the use of tone

pulses with rise and fall times equal to two cycles of the stimulus frequency, and a plateau

time equal to one cycle. It was found that high-frequency pulses (2 kHz and higher) elicit

ABR which are similar to click-evoked responses (e.g., Terkildsen et al., 1975; Gorga et al.,

1985; Laukli and Mair, 1986; Kileny, 1981; Conijn et al., 1992b; van der Drift et al., 1987).

Secondly, it has been shown that low-frequency pulses (below 2 kHz) of higher intensity,

however, elicit ABR which include strong contributions originating from the more basal

regions of the cochlea (e.g., Beattie and Kennedy, 1992; Gorga and Thornton, 1989). On

the other hand, responses evoked by less intense low-frequency tone pulses are difficult to

identify since the larger rise time required to obtain a sufficient narrow bandwidth of the

acoustic stimulus is not effective in synchronizing neural discharges (Kramer and Teas, 1979;

Laukli and Mair, 1986; Hoke et al., 1991). Therefore, it was argued that ABR elicited by

stimulation with brief tone pulses of frequencies below about 2 kHz are only poor predictors

of low-frequency behavioral thresholds (Davis and Hirsh, 1976; Debruyne, 1982; Laukli,

1983a,b; Laukli and Mair, 1986; Laukli et al., 1988; Scherg and Volk, 1983; Sohmer and

Kinarti, 1984; Weber, 1987).

As a consequence, masking techniques have been suggested as an appropriate paradigm

to obtain frequency-specific responses. The masker serves either to eliminate unwanted non

frequency-specific contributions to the ABR by selectively masking regions of the cochlea

which are outside the region to be stimulated; e.g., by notched-noise masking or high-pass

noise masking (Terkildsen et al., 1975; Picton et al., 1979; Stapells and Picton, 1981; Pratt

and Bleich, 1982; Jacobson, 1983; Stapells et al., 1990; Beattie et al., 1992; Beattie and

Kennedy, 1992; Conijn et al., 1992a,b; Abdala and Folsom, 1995a,b; Oates and Stapells,

1997a). Alternatively, the neural activity in specified cochlea regions can be selectively

suppressed by computing off-line the difference waveform between the masked and unmasked

responses, e.g., derived response technique (Don and Eggermont, 1978; Eggermont, 1976;
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Eggermont and Don, 1980; Kramer, 1992; Nousak and Stapells, 1992; Donaldson and Ruth,

1993; Don et al., 1994, 1997; Oates and Stapells, 1997b) or pure-tone masking (Klein and

Mills, 1981a,b; Klein, 1983; Folsom, 1984, 1985; Pantev et al., 1985; Mackersie et al., 1993;

Wu and Stapells, 1994).

Using the high-pass noise masking derived ABR technique, Don et al. (1994) investigated

the effect of the temporal variability in the neural conduction time and the effect of variability

in the cochlear response times on wave-V amplitude of the compounded ABR to clicks.

They adjusted for differences in neural conduction time (I–V delay) through compression or

expansion of the derived response times and adjusted for differences in the cochlear response

times through (individual) shifts of the derived ABR waveforms. Compensation for the I–V

variability had little effect while compensation for cochlear response times greatly affected

the amplitude of wave V of the compounded ABR. The study demonstrated the powerful

influence of the temporal aspects of cochlear activation and response times on the component

amplitude of the compounded ABR.

Recently, Dau et al. (2000) developed an upward chirp stimulus that theoretically pro-

duces simultaneous displacement maxima by canceling traveling-time differences along the

cochlear partition. The equations determining the temporal course of the chirp were derived

on the basis of a cochlea model (de Boer, 1980) and were calculated to be the inverse of

the delay-line characteristic of the human cochlea partition. The fundamental relationship

between stimulus frequency and place of maximum displacement was taken from Green-

wood (1990). ABR evoked by the broadband chirp showed a larger wave-V amplitude than

click-evoked responses. Dau et al. (2000) demonstrated that the ABR is not an electro-

physiological event purely evoked by onset or offset of an acoustic stimulus but that an

appropriate temporal organization, determined by basilar-membrane (BM) traveling-wave

properties, may significantly increase synchrony of neural discharges. The use of the upward

broadband chirp enables the extension of activity to lower frequency regions whereas click

synchrony is decreased in accordance with decreasing traveling velocity in the apical region

of the cochlea.

The present paper examines the usefulness of this chirp for estimating frequency-specific

information. In the first experiment, ABR evoked by the broadband chirp in the pres-

ence of high-pass and notched-noise masking are compared with corresponding click-evoked

responses for the same subjects. The second experiment investigates ABR obtained with
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narrow-band stimuli: responses elicited by a low-frequency chirp are compared with tone-

pulse evoked responses whereby the chirp and the tone pulse were designed to have similar

duration and magnitude spectrum so that they mainly differ in their phase characteristic.

The role of cochlear processing for brainstem responses and the possible application of the

chirp for assessing low-frequency information are considered.

3.2 Method

3.2.1 Subjects

Nine normal hearing subjects (one female and eight male) with no history of hearing prob-

lems and audiometric thresholds of 15 dB HL or better participated in the experiments. All

subjects were between 24 and 36 years of age, and either volunteered or were paid for the

experiment.

3.2.2 Apparatus

The experiments were carried out with a PC-based computer system which controlled stimu-

lus presentation and recording of evoked potentials. A DSP-card (Ariel DSP32C) converted

the digitally generated stimulus (25 kHz, 16 bit) to an analogous waveform.

The masking noise in the two experiments was generated by feeding broadband white

noise from a random noise generator (TDT WG2) to two cascaded filters (TDT PF1). The

output of the second filter was attenuated (TDT PA4) and then added to the stimulus by

a signal mixer (TDT SM3). The output of the signal mixer was connected to a digitally

controlled audiometric amplifier, which presented the stimulus through an insert earphone

(Etymotic Research ER-2) to the subject.

Electroencephalic activity was recorded from the scalp via silver/silver chloride elec-

trodes, attached to the vertex (positive) and the ipsilateral mastoid (negative). The fore-

head served as the site for the ground electrode. Inter-electrode impedance was maintained

below 5 kΩ. Responses were amplified (80 dB) and filtered (95–1640Hz, 6 dB/Oct.) with a

commercially available ABR preamplifier (Hortmann Neurootometrie).2 Extra amplification

2In the official data sheet of the preamplifier, a “hard-wired” high-pass cut-off frequency of 30Hz is given.

Unfortunately, we could not replicate this value and found a 3-dB cut-off of 95 Hz. The problem is that this



42 Frequency specificity of chirp-evoked ABR Chapter 3

0 2 4 6 8 10

digital time course

time in ms

am
pl

itu
de

0.05 0.1 0.3 0.5 1 3 5 10

−40

−30

−20

−10

0
magnitude spectrum (acoustic)

frequency in kHz

re
la

tiv
e 

le
ve

l i
n 

dB

click
chirp

Figure 3.1: Temporal course (left panel) and acoustic spectra (right panel) of the chirp

(solid line) and the click (dashed line) used in experiment 1. The chirp was defined in Dau

et al. (2000) as “flat-spectrum chirp”. Its acoustic spectrum is similar to that of the click

stimulus.

(Kemo VBF/40) was used to reach the optimum range for the A/D-converter. This ampli-

fication was in the range from 10 to 16 dB, resulting in a total amplification of 90–96 dB.

The amplified signal was digitized by the DSP-card (25 kHz, 16 bit), which also performed

artifact rejection and signal averaging. Responses were recorded for 40 ms following the

stimulus onset.

3.2.3 Stimuli and procedure

All chirp stimuli used in the present study were generated on the basis of the equations

described in Dau et al. (2000). In the first two experiments, a broadband chirp was used

with a magnitude spectrum corresponding to that of the click. This chirp thus represents the

“flat-spectrum” chirp as defined in Dau et al. (2000). Its nominal edge-frequencies are 0.1

and 10.4 kHz, resulting in a duration of 10.48ms. The chirp started and ended in zero phase

and no windowing was applied. Figure 3.1 (left panel) shows the digital waveform of the chirp

(solid curve). The corresponding acoustic spectrum is given in the right panel of the figure.

Waveform and corresponding acoustic spectrum of the 80µs click are indicated as dashed

curves in Fig. 3.1. The spectra were obtained by coupling the ER-2 insert earphone to a

Brüel and Kjær ear simulator (type 4157) with a 1/2-in. condenser microphone (type 4134),

setting will cut out a substantial portion of the wave-V amplitude which results in smaller responses overall,

particularly for responses from lower frequency stimulus energy.
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a 2669 preamplifier, and a 2610 measuring amplifier. The spectra were derived from fast

Fourier transforms (FFTs) of 100-trial time-domain averages of the stimulus over an analysis

time of 64ms using a sampling rate of 25 kHz (Stanford Research System SR780). The

waveforms were not windowed prior to FFT. In the recordings, both stimuli were presented

at a stimulation level of 40 dBHL, corresponding to a peak-equivalent sound pressure level of

87 dB for the click and 80 dB for the chirp stimulus. This 7-dB difference between click and

chirp sound pressure level reflects temporal integration of signal energy involved in behavioral

threshold measures that probably occurs at more central stages of auditory processing and

is most likely not reflected in ABR. The level of only 40 dB HL was chosen for two reasons:

(i) chirp and click still exhibit a clearly detectable wave V (Dau et al., 2000) when presented

without noise masking, and (ii) the overall level and loudness of the stimuli in combination

with additional high-pass or notched-noise maskers remain within a comfortable range.

In the second part of the study, ABR were obtained using a low-frequency chirp with

nominal edge frequencies of 100 and 480Hz. Results were compared with ABR obtained

with a 250-Hz tone pulse. Figure 3.2 shows the digital temporal course (left panel) and

the corresponding acoustic magnitude spectrum (right panel) of the low-frequency chirp

(solid curve) and the tone pulse (dashed curve). Both stimuli were designed to exhibit three

“half waves” beginning and ending with zero. The tone-pulse frequency was chosen in such

a way that duration and magnitude spectrum were similar to those of the low-frequency

chirp. As can be seen in the right panel of Fig. 3.2, the magnitude spectrum of the tone

pulse is slightly narrower than that of the low-frequency chirp with the largest differences

occurring at frequencies below about 100Hz. The stimulation level was varied between 20

and 40 dB HL, in 5-dB steps. The peak-equivalent sound pressure level at hearing threshold

(0 dB HL) was 40 dB for the tone pulse and 42 dB for the low-frequency chirp.

To determine the hearing level for the different stimuli, the absolute hearing thresholds

were measured individually with an adaptive alternative forced choice (3-AFC) procedure.

The average over all subjects in the present study were considered as representing 0 dBHL.

The subject lay on a couch in an electrically shielded, soundproof room, and electrodes

were attached. The subject was instructed to keep movement at a minimum, and to sleep

if possible. The lights were turned out at the beginning of the session. Each session lasted

between one and two hours, depending on the subject’s ability to remain still. The ear of

stimulation was chosen randomly, i.e., for each subject one ear was chosen and then main-
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Figure 3.2: Temporal course (left panel) and acoustic spectra (right panel) of the low-

frequency stimuli used in experiment 2. The narrow-band chirp (solid curve) and the 250-Hz

tone pulse (dashed curve) were designed to exhibit three “half waves” beginning and ending

with zeros. The tone-pulse frequency was chosen in such a way that duration and magnitude

spectrum were similar to those of the chirp.

tained. The acoustic signals were delivered at a repetition rate of 20Hz for all stimulus

conditions. A temporal jitter of ±2ms was introduced to minimize response superimpo-

sition from preceding stimuli. Thus the resulting inter-stimulus interval (ISI) was equally

distributed between 48 and 52ms. Each trial consisted of 3000 averages. For each stimulus

condition, two independent trials were stored in separate buffers. These are illustrated as

superimposed waveforms in the figures to show response replicability.

3.2.4 Experimental masking paradigms

Two different experimental masking paradigms were used in the first part of the study

for retrieving frequency-specific activity: derived responses obtained with the procedure

proposed by Don and Eggermont (1978) and responses obtained with the notched-noise

masking method. Responses to the broadband chirp were compared with corresponding click-

evoked responses. In the present study, white noise was used as the masker which is different

from the study of Don and Eggermont where pink noise was used.3 In a first step, the level

3It is not clear which noise type is more appropriate for the analysis of frequency-specific contributions.

Pink noise with its 3-dB reduction of energy per octave excites the cochlea roughly uniformly on a logarithmic

frequency scale while white noise may lead to some overmasking at high frequencies and undermasking at

low frequencies. On the other hand, the two stimuli used in the present study, the click and the chirp, have
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of unfiltered broadband noise which was sufficient to obliterate the brainstem response was

determined and this “masked” activity was recorded (Purdy et al., 1989; Conijn et al., 1990,

1992a). This was done for a stimulus level of 40 dB HL. Without changing any attenuation

levels, the brainstem responses were recorded with this noise filtered in the following way: in

case of the derived-response method, the noise was high-pass filtered at values in the order

0.5, 1, 2, 4, and 8 kHz. Then, including the unmasked (no noise) and the completely masked

responses, a total of 7 recordings were obtained and stored. By successively subtracting

response waveforms obtained in noise with high-pass cut-off frequencies separated by one

octave, the narrow-band contributions to the ABR were obtained off-line, as suggested by

Don and Eggermont (1978). In case of the notched-noise method, the spectral notches of

the noise were represented by the octave-wide regions at 0.5–1 kHz, 1–2 kHz, 2–4 kHz, and

4–8 kHz, respectively. These notches represent those spectral regions from which stimulus-

evoked activity can effectively contribute to the recorded ABR. The spectrum level of both

high-pass noise and notched noise was nearly the same in the two experimental conditions

(click: 32.6 dB, chirp: 32.5 dB).

In the second part of the study, responses evoked by the low-frequency chirp and the

tone pulse were obtained. In order to ensure that neurons from more basal portions of

the cochlea do not contribute to the evoked response, an additional set of recordings was

obtained for the same stimuli with additional high-pass noise masking. The level of the

unfiltered broadband noise which was sufficient to obliterate the brainstem response of the

40-dBHL signal was determined in a first step. Recordings were obtained using the noise

high-pass filtered at 1 kHz without changing any attenuation levels. For the remaining signal

levels it was assumed that the signal-to-noise ratio at “masked threshold” remains the same.

Such a strategy has also been used by other investigators (e.g., Conijn et al., 1990, 1992a).

3.2.5 Statistical analysis

Wave-V peak-to-peak amplitude was analyzed in all stimulus conditions. The amplitude

was measured from the peak to the largest negativity following it. For each condition, wave-

V amplitude was averaged across subjects. A Wilcoxon matched-pairs signed-rank test

a flat frequency spectrum and thus themselves do not excite the cochlea uniformly suggesting white noise as

an appropriate masker. Also, white noise has been used in most of the notched-noise masking studies in the

literature.
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(α = 0.05) was performed to verify whether the response amplitude differed significantly

for the two comparison stimuli. Throughout the present paper, responses are shown for

exemplary subjects. Mean data for wave-V amplitude, averaged across the nine subjects,

are summarized in additional figures.

3.3 Results

3.3.1 Click- versus chirp-evoked responses using noise masking

The left panel of Fig. 3.3 shows, for subject CR, a series of brainstem responses to the

click obtained in the presence of high-pass noise. As a reference, the unmasked response is

shown as top curve (indicated as “inf”) in the figure. Wave V is the only clear peak in the

unmasked as well as in most of the noise masking conditions. However, wave-V amplitude

is strongly reduced or absent for noise cut-off frequencies below 2 kHz. These observations

are consistent with the results of Don and Eggermont (1978) apart from the fact that their

potential waveforms exhibited a larger wave-V amplitude and more distinct earlier waves I

and III for the unmasked response caused by the higher stimulation level they used (60 dBSL

instead of 40 dB in the present study). The dashed vertical line in Fig. 3.3 indicates wave-

V latency for the unmasked response. As expected, there is a gradual increase in latency

for the wave-V peaks as the high-pass cut-off frequency decreases, since the non-masked

contributions to the ABR are located in more and more apical portions of the cochlea (e.g.,

Laukli, 1983b; Burkard and Hecox, 1983; Don et al., 1994).

The right panel of Fig. 3.3 shows the corresponding potential patterns evoked by the

broadband chirp. Wave-V amplitude is clearly detectable in all conditions and larger than

the click-evoked amplitude. The earlier waves (particularly wave III) are visible in the

unmasked condition (top curve) and for the 8-kHz masking condition. Wave-V latency is

roughly constant across all conditions. This latter finding was expected because of the

specific phase characteristic of the chirp stimulus which was designed to compensate for

travel-time differences on the BM (Dau et al., 2000).

Figure 3.4 shows the mean results for click and chirp stimulation, averaged across the

nine subjects. The left panel shows wave-V amplitude for the click (circles) and for the chirp

(triangles), as a function of the cut-off frequency of the noise masker. For the click, wave-V
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Figure 3.3: Individual ABR evoked by the click (left panel) and the chirp (right panel)

in the presence of high-pass noise masking. Parameter is the cut-off frequency of the noise.

The unmasked responses (“inf”) are plotted on the top. To show response variability, the

waveforms of the two independent buffers (3000 averages each) are shown on top of each

other. The stimulus level was 40 dBHL. The stimulus presentation rate was 20/s. Subject:

CR.

amplitude increases with increasing cut-off frequency up to 2 kHz but tends to saturate for

higher frequencies. In contrast, for the chirp wave-V amplitude increases continuously with

increasing cut-off frequency. The chirp-evoked wave-V amplitude is significantly larger than

the click-evoked one in all conditions (N = 9, α = 0.05). The right panel of Fig. 3.4 shows

the mean values for wave-V latency. It can be seen that for the click (circles) the latency

decreases with increasing masker cut-off frequency while it remains roughly constant for the

chirp (triangles).
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Figure 3.4: Mean wave-V amplitude (left panel) and latency (right panel) for click- and

chirp stimulation, as a function of the high-pass noise cut-off frequency (from Fig. 3.3). Error

bars indicate the standard deviation.

Figure 3.5 shows the derived responses for subject CR, obtained by successively subtract-

ing the responses from Fig. 3.3. The left panel shows results for the click and the middle

panel represents corresponding results for the chirp. Even though wave-V amplitude of all

responses from the high-pass masking conditions (from Fig. 3.3) were larger for the chirp

than for the click, the amplitude of the largest component of the derived responses in Fig. 3.5

is similar for the two stimuli, or even larger for the click. The mean data for wave-V ampli-

tude are shown in Fig. 3.7 (left panel). Statistical analysis revealed no significant difference

between the response amplitudes obtained with click and chirp.

Finally, Fig. 3.6 shows click- and chirp-evoked responses obtained in the presence of

a notched-noise (NN) masker. The response amplitudes are smaller than for the derived

responses. This is most likely a consequence of the spread of excitation into the notch

especially from the low-frequency noise band of the masker. The low-frequency part of the

noise reduces the effective depth of the notch which is a much larger effect than the downward

spread from the upper band (Picton et al., 1979; Abdala and Folsom, 1995a; Beattie et al.,

1996). Wave-V amplitude is similar for the two stimuli in all NN conditions. The mean

wave-V amplitude is plotted in the right panel of Fig. 3.7, as a function of the notch region

of the noise masker. Wave-V amplitudes obtained with click and chirp stimulation do not

differ significantly from one another.
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Figure 3.5: Individual derived responses for click (left panel) and chirp stimulation (right

panel). The responses were obtained by subtracting the high-pass masked ABR from the

one shown immediately above it in Fig. 3.3.

In summary, larger response amplitudes were obtained for chirp than for click stimulation

in the unmasked condition as well as in all high-pass masking conditions. However, no

significant difference in response amplitude between click- and chirp- stimulation could be

observed for the derived responses as well as for the notched-noise responses. This indicates,

that even though neural synchrony is higher for the chirp than for the click, the contributions

from one-octave wide frequency regions are not sufficient to obtain a significant difference in

the far field.
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Figure 3.6: Individual ABR to clicks (left panel) and chirps (right panel) in the presence

of a notched-noise masker. The spectral notches of the noise were one octave wide in each

condition.

3.3.2 Tone-pulse versus low-frequency chirp-evoked responses

A more direct approach to retrieve frequency-specific ABR than the recording of click- or

(broadband) chirp-evoked responses in combination with masking noise may be the use of

brief tonal stimuli. In the present study, tone-pulse evoked responses were compared with

responses elicited by a low-frequency chirp (see Fig. 3.2).

Figure 3.8 shows individual results for the 250-Hz tone pulse (left panel) and the chirp

(right panel). First, for all stimulation levels tested, the chirp elicits a larger wave-V ampli-

tude than does the tone pulse. Second, wave-V latencies of the chirp-evoked responses are

shifted by about 5ms towards larger values relative to those obtained with the tone pulse.
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Figure 3.7: Mean amplitudes for the click- and chirp-evoked derived responses (left panel),

and for notched-noise masking responses (right panel) (from Figs. 3.5 and 3.6). Error bars

indicate standard deviation.

The responses for this particular subject have a larger amplitude than those for the other

subjects but reflect the main trends observed in the mean data shown in Fig. 3.9. The left

panel indicates wave-V amplitude as a function of the stimulation level. The chirp leads to

a significantly larger wave-V amplitude than does the tone pulse, for the three lowest levels

(N = 9, α = 0.05). The right panel shows corresponding mean values for wave-V latency.

For both stimuli, wave-V latency decreases with increasing level by about 2.6ms consistent

with findings from other studies (e.g., Gorga et al., 1988). More importantly, there is a

nearly constant latency shift of 5.1ms between tone-pulse and chirp stimulation. The reason

for the latency difference is the same as for the observed difference in the responses to click

and broadband chirp if plotted relative to the stimulus onset (Dau et al., 2000): by succes-

sively stimulating lower and higher frequency components with a sweeping rate determined

by cochlear travel-time properties, activity should be more dominated near the stimulus end

for the chirp. In contrast, for the tone pulse, activity should be more dominated near the

beginning of the stimulus. This will be discussed in more detail in Sec. 3.4.

In fact, because of the short duration of the stimuli and because no ramps were used,

also neurons tuned to medium and high frequencies may have contributed to the response,

particularly at the higher stimulation levels. For this reason, additional responses with a

high-pass noise masker (at a cut-off frequency of 1 kHz) were recorded. Individual results
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Figure 3.8: Individual ABR to the 250-Hz tone pulse (left panel) and the low-frequency

chirp (right panel). The stimulation level varied from 20 to 40 dBHL in 5-dB steps. Subject:

MW

are shown in Fig. 3.10, and mean data are represented in Fig. 3.11. The response amplitude

is markedly reduced compared to the no-noise condition from the previous experiment indi-

cating that frequency components higher than about 1 kHz also contributed to the responses

shown in Fig. 3.8. However, as for the unmasked conditions, statistical analysis revealed

that for the three lowest stimulation levels the chirp causes a significantly higher wave-V

amplitude than does the tone pulse.

These results demonstrate, that even a slight change in the phase characteristic of a

stimulus can cause significant differences in the corresponding neural excitation. The low-

frequency chirp leads to a higher synchronization of neural discharges which is also main-
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Figure 3.9: Mean wave-V amplitude (left panel) and latency (right panel) for tone-pulse

and low-frequency chirp stimulation. Error bars indicate standard deviation.

tained at higher than peripheral stages of signal processing, and is reflected in a larger value

of wave-V amplitude.

However, since the evoked potential amplitude is affected not only by the degree of

synchronization of neural activity but also by the number of neural elements involved, one

may argue that the differences in response amplitude are due to differences in the overall

neural excitation of the two stimuli. As was shown in Fig. 3.2, tone pulse and low-frequency

chirp differ somewhat in their magnitude spectrum particular at frequencies below about

100 Hz which will lead to differences in their neural excitation pattern. This will be discussed

in Sec. 3.4.2.

3.4 Discussion

3.4.1 Broadband chirp versus click

In Dau et al. (2000) it was shown that, without any masking noise, the flat-spectrum chirp

elicits a larger wave-V amplitude than the click for a large range of stimulation levels. In

the present study, only one signal level (40 dBHL) was used. The results for the no-noise

condition correspond to those in Dau et al. (2000). In order to investigate frequency-specific

differences of ABR obtained with click and chirp stimulation, the stimuli of the present study
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Figure 3.10: Individual ABR to the 250-Hz tone-pulse (left panel) and the low-frequency

chirp (right panel). Stimulation as in Fig. 3.8 but with additional high-pass noise (fc =

1 kHz) which masks contributions from high-frequency portions of the basilar membrane.

were presented in combination with masking noise. First, since the chirp stimulus has been

designed to minimize phase canceling effects of evoked activity, the chirp responses in all

high-pass noise masking conditions are of larger amplitude than the click responses where

some of the activity is still phase canceled. The finding that the chirp causes a significantly

larger response even at the lowest cut-off frequency of 0.5 kHz makes the stimulus interesting

for clinical use in assessing low-frequency information. Second, it was observed that for the

chirp, wave-V amplitude increases with increasing noise cut-off frequency while for the click

it tends to saturate for frequency regions above about 1 kHz. This further confirms that, for

the chirp, neural activity from the entire frequency range contributes to the evoked response
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Figure 3.11: Mean wave-V amplitudes (left panel) and latencies (right panel) for the

conditions from Fig. 3.10. Error bars indicate standard deviation.

while, for the click, neural activity is less synchronized across frequencies because of the

travel-time differences on the basilar membrane.

To illustrate the effects of peripheral processing associated with cochlear response times,

Fig. 3.12 shows simulated neural activity patterns for click stimulation (top panel) and for

broadband chirp stimulation (bottom panel). After middle ear filtering, approximated by

a second-order band-pass filter with cut-off frequencies of 0.3 and 7 kHz, the stimuli served

as input to the recently developed auditory-nerve (AN) model by Heinz et al. (2001). The

model is a modification of the physiologically based AN model by Zhang et al. (2001) which

was developed for the cat and is itself an extension of the original Carney (1993) model. The

model by Heinz et al. (2001) uses a human cochlear map according to Greenwood (1990),

and the auditory filter bandwidth has been matched to humans based on psychophysical

estimates of auditory filters (Glasberg and Moore, 1990). This model includes effects of

level-dependent tuning, level-dependent phase, compression, suppression and fast nonlinear

dynamics on the response. The model is specifically designed to describe the time-varying

discharge rate of the AN fibers for a given characteristic frequency (CF). A set of 60 model

CFs were used in the present study. The CFs ranged from 0.1 to 10 kHz and were spaced

according to a human cochlear map (Greenwood, 1990). Details of the processing stages can

be found in Heinz et al. (2001).
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Figure 3.12: Neural activ-

ity patterns for click (top panel)

and chirp stimulations (bottom

panel), obtained with the AN

model of Heinz et al. (2001).

The middle panel represents the

summed neural activity across

the frequency channels.

A stimulus level of 40 dB HL was used for the following simulation since this level was

also used in the experiments. It can be seen that for the click (top panel) the maxima of the

neural activity are delayed at the lower frequencies relative to those at higher frequencies,

while for the chirp (bottom panel) the maxima of neural excitation are more synchronized

across frequency. Note that the simulation is based on a functional basilar-membrane model

assuming Gammatone filters that treat the cochlea essentially as a bank of bandpass filters

and ignore cochlear hydrodynamics while the chirp was developed based on spatial variations

in cochlear geometry and mechanics that underlie the frequency-position map. Nevertheless,

the resulting delay-line characteristic obtained with the different modeling concepts is similar.

Within the framework of the Heinz et al. (2001) model, the latencies directly result from the

filter bandwidths assumed. The middle panel of Fig. 3.12 shows the summed activity for

the click (dashed curve) and for the chirp (solid curve), calculated by simply adding up the
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activities of all 60 frequency channels. The peak activity for the chirp is shifted (by about

the duration of the chirp) relative to that of the click, and has a larger amplitude. This

agrees qualitatively with experimentally obtained compound action potentials (CAPs) for

click and chirp stimulation in the guinea pig (Shore and Nuttall, 1985).

As was shown in the left panel of Fig. 3.7, if contributions from one-octave wide frequency

regions are investigated, there is no significant difference in efficiency anymore between chirp

and click stimulation. Derived responses were found to be of essentially the same amplitude

for the two stimuli. Similar results were obtained with the notched-noise masker (right panel

of Fig. 3.7). Apparently, the better synchronization of neural activity obtained with the chirp

is not sufficient to produce an advantage if only one-octave wide frequency regions (or less)

contribute to the response.

However, in all conditions tested in the present study, the broadband chirp was found to

be equally effective as or better than the traditional click stimulus. In the conditions of high-

pass masking alone the chirp always elicited a higher response than the click. The chirp may

therefore be considered as the stimulus of choice for retrieving frequency-specific information

as long as a broadband stimulus in combination with masking noise is considered.

3.4.2 Low-frequency chirp versus tone pulse

The results obtained with the narrow-band stimuli showed that a slight change in the phase

characteristic can lead to large differences in the evoked ABR. Both the low-frequency

chirp and the tone pulse consisted of only three half-waves and no ramps were used to

introduce a smooth on- and offset. Thus, these stimuli exhibit a broadened magnitude

spectrum compared to, e.g., tones of longer duration. It is important to note that the goal

of the present study was not to develop an optimal narrow-band stimulus for retrieving

low-frequency information from ABR. It is still controversial what narrow-band stimulus

might represent the best choice. Instead, the present study attempts to emphasize the role

of cochlear processing for the formation of ABR, particularly at low frequencies.

To illustrate the differences between the two narrow-band stimuli at the level of auditory-

nerve processing, Fig. 3.13 shows the corresponding neural activity patterns obtained with

the model described above. The top and bottom panels show the simulated output activity

for tone-pulse and narrow-band chirp, respectively. A stimulus level of 20 dBHL was used

in this case. The simulations nicely demonstrate the main characteristics observed in the



58 Frequency specificity of chirp-evoked ABR Chapter 3

ce
nt

er
 fr

eq
ue

nc
y 

in
 H

z

tone pulse 

level: 20 dB HL
50

136

277

489

807

1284

2000
summed activity

across time

su
m

m
ed

 a
ct

iv
ity

ac
ro

ss
 fr

eq
ue

nc
y tone pulse

chirp     

time in ms

ce
nt

er
 fr

eq
ue

nc
y 

in
 H

z

chirp 
0 5 10 15 20

50

136

277

489

807

1284

2000
summed activity

across time

Figure 3.13: Neural activity patterns for the 250-Hz tone pulse (top panel) and the low-

frequency chirp (bottom panel), obtained with the same model as in Fig. 3.12. The middle

panel represents the synchronized neural activity integrated across the frequency channels.

The two panels on the right show corresponding neural activity within each frequency chan-

nel, integrated over time, in order to estimate the neural “excitation pattern” obtained with

the tone pulse (top) and the chirp (bottom). For direct comparison, each of these panels

also shows the pattern for the other stimulus, as indicated by the Gray curve.

data. First, for the chirp neural activity is more dominated near the end of the stimulus

stimulus while it is shifted towards earlier times for the tone pulse. Second, the activity

is temporally more concentrated and higher in amplitude for the chirp than for the tone

pulse. Both observations are summarized in the corresponding neural activities summed
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across frequency as shown in the middle panel of Fig. 3.13. In order to also illustrate the

amount of neural excitation as a function of frequency, the two panels on the right show the

corresponding activity, integrated over time, in all excited frequency channels. For direct

comparison, each of these panels also shows the pattern for the other stimulus, as indicated

by the gray curve. The “excitation patterns” for the two stimuli are very similar. As for

the magnitude spectra (from Fig. 3.2) the largest differences occur at frequencies below

about 100 Hz where the chirp has more energy than the tone pulse. However, as can be

seen in Fig. 3.13, this energy does only contribute to the synchronized activity at times

after the maximum of synchronization. The simulations therefore suggest that the degree of

synchronization but not the higher amount of overall neural activity is mainly responsible

for the larger evoked response amplitude of the chirp.

However, for a deeper understanding of the relationship between peripheral processing

and the formation of ABR patterns, additional assumptions about the neural processing

at brainstem level as well as assumptions about the shape of the “unitary” responses of

the different contributing neurons need to be considered (de Boer, 1975; Elberling, 1976;

Goldstein and Kiang, 1958). Such modeling was beyond the scope of the present paper but

is currently investigated (Dau, 2001).

3.4.3 Limitations of the chirp

There are some limitations of using the chirp that are considered in the following. For any

given individual subject, the chirp designed from published functions regarding distance,

frequency and temporal maps in the cochlea is not necessarily optimal for that individual.

That is, there probably is significant variation from individual to individual in the cochlear

response time between frequency regions. Thus, the chirp may represent a compensation

that is optimized for some mean delay of a group of individuals. Amplitude differences

between individuals or between cochlear regions within a given individual may be reflecting

how well the chirp represents the true cochlear response times across and within individuals

and not solely the amount of activation. This issue may become more problematic when

impaired cochlea are assessed where cochlear filter characteristics might vary as a function

of the degree of damage. Thus, if the chirp response amplitude is being used to assess

the amount of neural activity, those differences may also be reflecting the differences in the

appropriateness of the chirp used.
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However, in a series of accompanying experiments we found that a variation of the chirp

parameters (such as the sweeping rate) that may result from the variability of physical

parameters (such as the stiffness constant of the basilar membrane) had only little effect

on the evoked response amplitude of the same subject. In addition, we also generated

chirps based on estimates of the delay line characteristic from transiently evoked otoacoustic

emissions (Shera and Guinan, 2000). In contrast, our original chirp was generated on the

basis of parameters that were derived from post mortem experiments. Again, even though

these two chirps differed considerably in duration and sweeping rate, the corresponding

evoked potential amplitude hardly differed from one another for any subject tested so far.

This suggests that the evoked potential measure does not seem sensitive enough to reflect

slight changes in the physical properties of the cochlea. It seems sufficient to roughly match

the (inverse) delay line characteristic of the cochlea in order to produce a much better

response than the click (as long as the effective frequency range of the contributing neurons

is not too narrow).

Of course, since chirps make an assumption of the response times along the cochlea, the

actual delays down the cochlea in terms of peak activity can not be estimated directly because

it has already been established by the parameters of the chirp. In contrast, such information

is directly available when using the click-evoked derived bands because one observes to a large

extent the “natural” response of the system and differences due to cochlear damage can be

studied. However, in the case of the chirp, such peak activity can be derived indirectly as the

difference from the assumed characteristic in the chirp parameters. There is no information

loss when using the chirp instead of the click.

3.4.4 Relation to other methods of frequency specificity

Since the sweeping rate of the chirp is determined by basilar-membrane traveling-wave prop-

erties, the chosen “nominal” edge frequencies determine the duration of the chirp. A chirp

consisting of only three halfwaves (starting and ending with zero crossings) will always be

stretched over about two octaves, irrespective of the frequency region. It is possible that

ABR obtained with more frequency selective stimuli allow for a better estimate of frequency

specific information. For example, tone pulses as suggested by Davis (1976) with rise and

fall times equal to two cycles of the stimulus frequency and a plateau time equal to one

cycle may represent a good compromise between frequency specificity and sufficient syn-
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chronization capability of the stimulus. A direct comparison between such a stimulus and a

narrow-band chirp was not attempted in the present study.

However, as mentioned in the introduction, ABR elicited by stimulation with brief tone

pulses of frequencies below 2 kHz has been shown to be only a poor predictor of low-frequency

behavioral threshold, at least if presented without additional high-pass noise masking. Also,

responses to longer-duration low-frequency tones, known as frequency following responses

(FFR) do not represent frequency-specific information but most likely reflect synchronized

activity from basally located regions (Janssen et al., 1991; Dau, 2001) and can only be

detected at relatively high stimulation levels above about 70 dB SPL (e.g., Hou and Lipscomb,

1979; Batra et al., 1986). It has been suggested that instead of investigating transiently

evoked responses and FFR, steady-state responses such as amplitude modulation following

responses (AMFR) may serve as a better estimate of frequency specific information even

though the interpretation of the steady-state responses may be complicated because activity

from brainstem and cortical generators are superimposed (e.g., Kuwada et al., 1986; Griffiths

and Chambers, 1991).

Whatever stimulus might represent the best choice for assessing frequency specific infor-

mation from evoked potentials, particularly at low frequencies, the results from the present

study suggest that the chirp stimulus produces a higher neural synchrony than other stimuli

of similar magnitude spectrum. This was demonstrated for the broadband chirp in com-

parison with the click as well as for the band-limited chirp in comparison with the tone

pulse.

3.5 Summary and conclusions

• The broadband chirp elicited a larger wave-V amplitude than the click in the unmasked

condition as well as in all masking conditions where high-pass noise was presented in

addition to the signal. The results demonstrated that the increased synchrony obtained

with the chirp stretches over the entire frequency region. The chirp may be particularly

interesting for clinical use in the low-frequency region below about 0.5–1 kHz.

• The derived responses obtained with high-pass noise masking as well as the responses

using notched-noise maskers indicate that the gain in synchrony within frequency regions
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of about one octave is not sufficient for the chirp to produce a significantly larger response

amplitude than the click.

• The low-frequency chirp elicited a larger wave-V amplitude at low and medium levels than

a tone pulse with similar duration and magnitude spectrum. Wave-V latency differed by

about 5 ms for these two stimuli. These observations as well as the differences between

click and broadband chirp could be qualitatively explained in terms of the simulated neural

activity patterns in the auditory periphery using a computational AN model.

• Overall, the results further demonstrate the importance of cochlear processing for the

formation of ABR. In order to obtain a deeper understanding of these effects, modeling

work is needed reflecting signal processing at cochlear level and at subsequent brainstem

stages, as well as assumptions about the contributions of single unit activity at these

stages to the far-field response.
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Abstract

This study examines auditory brainstem responses (ABR) elicited by rising frequency chirps.

Two new chirp stimuli were developed and designed such as to compensate for basilar-

membrane (BM) group-delay differences across frequency, in order to maximize neural syn-

chrony at cochlear level. One chirp, referred to as the O-chirp in the present study, was

based on estimates of human BM group delays derived from stimulus-frequency otoacoustic

(SFOAE) at a level of 40 dBSPL [Shera and Guinan, in Recent Developments in Auditory

Mechanics, (2000)]. The other chirp, referred to here as the A-chirp, was derived from la-

tency functions fitted to tone-burst-evoked ABR wave V data over a wide range of stimulus

levels and frequencies [Neely et al., ” J. Acoust. Soc. Am. 83(2), 652–656 (1988)]. In this

case, a set of level-dependent chirps, was generated. The chirp-evoked responses, particu-

larly wave-V amplitude and latency, were compared with click responses and with responses

obtained with the “original” chirp as defined in Dau et al. [J. Acoust. Soc. Am. 107(3),

1530–1540], referred to as the M-chirp, which was developed on the basis of a (linear) cochlea

model. The main hypothesis was that, at low and medium stimulation levels, the new chirps

might produce a larger response than the original one whose parameters were essentially

based on high-level BM data. The main results of the present study are as follows: (i) all

chirps evoked a higher wave-V amplitude than the click. (ii) Surprisingly little differences

occurred between the O-chirp and the original M-chirp for low and medium levels, indicat-

ing that SFOAE may only provide a relatively rough estimate of BM group delay. (iii) The

A-chirp produced the largest responses, particularly at the lowest stimulation levels. This

chirp might therefore be particularly interesting for clinical applications.

4.1 Introduction

Transient stimuli like clicks are commonly used in electrophysiological research of the human

auditory system to elicit synchronized auditory brainstem responses (ABR). The click is the

most common stimulus used in recording the ABR, whether for neurodiagnostic or audiologic

purposes. However, in the cochlea, the response to a click is not entirely synchronous: the

peak of the response occurs several milliseconds later in low-frequency channels than it does

in high-frequency channels (von Békésy, 1960). The reason for this is that, as a result of
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the change of stiffness along the cochlear partition, the phase velocity of the traveling wave

depends in a characteristic way upon location, which causes spatial dispersion. It takes more

time for the low-frequency region to reach maximal displacement at the apical end of the

cochlea. As a consequence, electrophysiological responses to broadband transients like clicks

appear to be largely generated by the synchronized activity of the high-frequency channels

on their own.

Don and Eggermont (1978) measured human ABR in response to clicks masked by high-

pass noise with different cut-off frequencies. This masking technique revealed that the laten-

cies in response to low-frequency stimuli are delayed relative to high frequencies. Don and

Eggermont concluded that there must be contributions to the ABR from all regions of the

cochlea, although the response is dominated by contributions from the 2–3 octaves towards

the basal end.

Dau et al. (2000) and Wegner and Dau (2002) recently demonstrated that upward chirps

can affect wave V in the human ABR. Their chirp was designed to produce simultaneous

displacement maxima along the cochlear partition by compensating for frequency-dependent

traveling-time differences. Their equations determining the temporal course of the chirp were

derived on the basis of a linear cochlea model (de Boer, 1980) and were calculated to be the

inverse of the delay-line characteristic of the human cochlear partition. The fundamental

relationship between stimulus frequency and place of maximum displacement was taken from

Greenwood (1990). ABR evoked by the broadband chirp showed a larger wave-V amplitude

than corresponding click-evoked responses. Dau et al. (2000) demonstrated that the ABR is

not an electrophysiological event purely evoked by onset or offset of an acoustic stimulus, but

that an appropriate temporal organization, determined by basilar-membrane (BM) traveling-

wave properties, can significantly increase synchrony of neural discharges. Wegner and Dau

(2002) demonstrated that such a chirp is also very useful for retrieving frequency-specific

information, particularly at low frequencies.

The model of de Boer (1980) is based upon the experimental observations of von Békésy

(1960). Von Békésy’s measurements were performed with the aid of a microscope to detect

and measure the movements of cochlear structures. The movements had to be much larger

than under the influence of “natural” sounds. In fact, von Békésy used very high sound

levels, of the order of 120 to 140 dBSPL. In later studies, cochlear vibration patterns were

measured with more sensitive techniques and under more natural circumstances. These
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physiological studies of cochlea mechanics have established that the response of the BM to

tones at characteristic frequency (CF) is generally nonlinear and compressive (e.g., Rhode,

1971; Sellick et al., 1982; Robles et al., 1986; Ruggero, 1992) at medium sound levels while

it responds linearly to tones with a frequency well below CF (Sellick et al., 1982). As a

consequence of the compressive nonlinearity of the BM vibration pattern in the normal

system, the traveling wave shows a sharply-tuned peak. In a damaged cochlea, the sharply-

tuned tip of the tuning curve disappears, the threshold rises, and the intensity function

becomes linear. In such a situation, this pattern of vibration is similar to the “insensitive”

response, originally found by von Békésy.

Recently, Shera and Guinan (2000) developed an objective, noninvasive method for de-

termining the frequency selectivity of cochlea tuning at low and moderate sound levels. The

method is based on the measurement of stimulus-frequency otoacoustic emissions. Evoked

otoacoustic emissions (OAEs) are sounds, recordable in the ear canal with low-noise micro-

phones, that originate within the cochlea (Kemp, 1978). OAEs can be evoked with various

stimuli, but the easiest to interpret are those evoked by a pure tone – stimulus-frequency

OAEs (SFOAEs), so-called because they occur at the frequency of stimulation. According

to the theory of coherent reflection filtering (Shera and Zweig, 1993; Zweig and Shera, 1995),

SFOAE characteristics are directly and quantitatively related to the mechanical response of

the inner ear, via coherent reflection from “random” impedance perturbations such as those

of cochlear anatomy. Coherent reflection filtering predicts that SFOAE group delay τSFOAE

(defined as the negative slope of the SFOAE-phase versus frequency function) is determined

by the group delay τBM of the BM mechanical transfer function at its peak (evaluated at

the cochlea location with CF equal to the stimulus frequency). Specifically, the theory im-

plies that τSFOAE = 2 · τBM. It is assumed that τBM is related to cochlea-filter bandwidth

since, at low levels, BM transfer functions manifest many of the characteristics of minimum-

phase-shift filters (Zweig, 1976). In particular, their bandwidth and phase slopes are recip-

rocally related, with smaller bandwidths corresponding to steeper phase slopes (i.e., longer

delays τBM). Estimates of cochlear frequency selectivity at low levels, obtained with the

method of SFOAEs, will certainly differ from those values assumed in de Boer’s model. As a

consequence, a corresponding chirp stimulus that, theoretically, compensates for frequency-

dependent traveling-time differences, can be expected to differ in its waveform from the chirp

developed by Dau et al. (2000).
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Another, more straight-forward, approach to compensate for delays across frequency

would be to base the chirp parameters on wave-V latency values obtained in tone burst

evoked ABR data. Gorga et al. (1988) measured tone-burst-evoked ABRs over a wide range

of stimulus levels and frequencies. Their wave-V-latency data were described by Neely et al.

(1988) with an exponentially decreasing function:

τb = a+ bc−if−d, (4.1)

where i represents tone-burst intensity, f represents tone-burst frequency and a, b, c, and d

are constants (cf. their Eqn. 1). They assumed that the first term, parameter a, represents

the frequency and level independent neural component of the latency while the second term

in Eqn. 4.1 reflects the mechanical component of the latency due to the propagation in the

cochlea and thus representing BM group delay. By comparing the ABR data from Gorga

et al. (1988) with tone-burst OAE data from Norton and Neely (1987) – who used a subgroup

of the subjects from Gorga et al. (1988) – Neely et al. (1988) found a much larger inter- and

intraindividual variability in the OAE data than in the ABR data suggesting that BM group

delay might be better estimated with ABR than with OAE.

The current study deals with the development and test of new chirp stimuli in an at-

tempt to find the optimal stimulus eliciting ABR in humans. Chirps are generated based

on the recent SFOAE data by Shera and Guinan and on the ABR wave-V latency data by

Neely et al. (1988). Chirp evoked responses are compared with results obtained with the

“original” chirp by Dau et al. (2000) and with conventional click data, at various levels.

The underlying hypothesis is that, at low stimulation levels, the new chirps might produce

a better synchronization than the original chirp by Dau et al. (2000) since this latter chirp

was derived on the basis of high-level BM data. Such results would be valuable for clinical

applications using chirp-evoked ABR as an objective indicator of hearing threshold.

4.2 The chirp stimuli

4.2.1 OAE-based chirp stimulus (O-chirp)

The first new chirp stimulus is based on the experimental SFOAE data of Shera and Guinan

(2000). They made experiments for stimulus frequencies in the range from 0.5 to 10 kHz in

humans, at a level of 40 dBSPL. Emission group delays, τSFOAE, were calculated and related
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to BM group delays, τBM = 0.5 · τSFOAE, as a function of CF. The data can be roughly

approximated by the following function (Shera, personal communication):

τBM, Shera(f) := t(f) =
c√
f
, (4.2)

with the constant c = 0.15Hz−0.5. τBM, Shera can also be interpreted as reflecting the prop-

agation time t(f) needed to arrive at the place of resonance for frequency f . In order to

compensate for the dispersion across frequency, we introduced the variable transformation

t→ t0 − t, with t0 = t(50Hz)1, and calculated the inverse function fO(t) = t−1(f):

fO(t) =

(
c

t0 − t

)2

. (4.3)

This function reflecting the change of the instantaneous frequency with time was then inte-

grated over time to derive the instantaneous phase ϕO(t) of the resulting chirp:

ϕO(t) = 2π

t∫
0

fO(t′)dt′ (4.4)

= 2πc2
(

1

t0 − t
− 1

t0

)
. (4.5)

The chirp stimulus is then given by:

sO(t) = AO(t) sin
(
ϕO(t)− ϕO(t0)

)
, (4.6)

whereby the time-dependent amplitude factor AO(t) was chosen as:

AO(t) =

√
dfO(t)

dt
=

√
2c2

(t0 − t)3 , (4.7)

in order to produce a stimulus with a flat magnitude spectrum. Since the stimulus sO(t) is

based on OAE data, it is referred to as the “O-chirp” throughout the present paper.

4.2.2 ABR based chirp stimulus (A-chirp)

The second chirp stimulus developed in this study, is based on the tone-burst-evoked ABR

data from Gorga et al. (1988). They used tone bursts at ten frequencies (0.25, 0.5, 0.75,

1t0 can be chosen somewhat arbitrarily. Dau et al. (2000) used t0 = t(0 Hz). Since this value is not

defined within Eqn. 4.2, we used t0 = tBM, Shera(50 Hz).
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1, 1.5, 2, 3, 4, 6, and 8 kHz) and nine intensities (20 to 100 dBSPL in 10-dB steps). Their

data were described by Neely et al. (1988) with an exponentially decreasing function (cf.

Eqn. 4.1). Neely et al. (1988) assumed that the total wave-V latency represents the sum

of mechanical and neural components. Since they assumed the neural component to be

independent of frequency and level, they claimed the second term in Eqn. 4.1 to represent

the component of ABR latency due to mechanical propagation within the cochlea. Thus

they described the BM group delay by

τBM, Neely(i, f) = bc−if−d, (4.8)

where i represents the tone-burst intensity (in dB SPL divided by 100), f represents tone-

burst frequency (divided by 1 kHz), and b, c, and d are constants with the values b = 12.9

ms, c = 5.0, and d = 0.413, according to the data fit from Neely et al. (1988). It should be

noted that this description of BM group delay depends on both frequency and level of the

stimulus. As for the O-chirp, from this function the inverse function and the function for

the instantaneous phase ϕA(i, t) can be calculated:2

ϕA(i, t) =
2π (b · c−i)

1
d

1
d
− 1

[
1

(t0(i)− t)
1
d
−1
− 1

t0(i)
1
d
−1

]
(4.9)

The chirp stimulus is then given by:

sA(i, t) = AA(i, t) sin (ϕA(i, t)− ϕA(i, t0(i))) , (4.10)

whereby the time and intensity dependent amplitude factor AA(i, t) was chosen as:

AA(i, t) =

√√√√ (b · c−i)
1
d

d ·
(
t0(i)− t

) 1
d
+1

(4.11)

in order to produce a stimulus with a flat magnitude spectrum. Throughout the present

paper, the stimulus sA(i, t) is referred to as the “A-chirp”, since it is based on ABR data.

4.2.3 Comparison of the different chirp stimuli

The two new chirps are compard with the original one as defined in Dau et al. (2000). This

original chirp was based on de Boer’s (1980) linear cochlea model. For direct comparison,

2t0(i) can again be chosen somewhat arbitrarily, but in this case it depends on the stimulus intensity i.

We chose t0(i) = τBM, Neely(i, 50 Hz).
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the realization of the chirp with a flat magnitude spectrum is used, also defined in Dau et al.

(2000). Since this chirp is based on a model, it is called “M-chirp” in the following.

Within de Boer’s (1980) model, the propagation time, tde Boer(f), needed to arrive at the

place of resonance for the frequency f , is approximately given as:

tde Boer(f) ∝ (f + 165.4Hz)−1.1, (4.12)

which clearly differs from Eqns. 4.2 and 4.8 representing the corresponding functions for the

other chirps. The left panel of Fig. 4.1 illustrates the calculated BM group delays on the

basis of Eqns. 4.2, 4.8 and 4.12. The group delays derived from the SFOAE experiments

(solid curve) are about 2− 5ms larger than those predicted on the basis of de Boer’s model

(dashed curve). The shaded dots represent the original BM group delay estimates of the

SFOAE data of Shera and Guinan (2000). Such a shift towards higher values is reasonable,
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Figure 4.1: Left: basilar-membrane group delay as a function of frequency. The shaded

dots represent the original BM group delay estimates of Shera and Guinan (2000), derived

from SFOAE data. The black solid line represents their data fit. This function is interpolated

to lower frequencies (gray solid line). The dashed line represents the group delay on the basis

of the linear cochlea model by de Boer (1980). The dotted lines represent the group delays

predicted from Neely et al. (1988) for stimulus intensities from 10 dBSL (top dotted curve)

up to 60 dB SL (bottom dotted curve). Right: time per frequency within the different chirps.

This was directly calculated from the data in the left panel. The second axis is a replot of

the frequency range from 0.5 to 10 kHz with a rescaled ordinate.
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at least qualitatively, since frequency selectivity is increased at lower levels and this should be

accompanied by a larger group delay at all frequencies. The group delay estimates predicted

by the equation of Neely et al. (1988) depend on intensity and vary by about 1ms at 10 kHz

up to about 8ms at 0.1 kHz (dotted curves).

For the generation of the chirps, not the absolute values but the change of group delay

with frequency is important. Thus, the derivative of the group-delay versus frequency func-

tion is shown in the left panel of Fig. 4.1. The main differences between the OAE-based curve

and the model-based prediction occur at low frequencies, but differences are also present at

frequencies above 500Hz. This means that the instantaneous frequency of the corresponding

O-chirp will vary more slowly than that of the M-chirp, particularly at low frequencies. The

corresponding ABR-based curves clearly differ from the other curves. There is a large varia-

tion with stimulus level. For example, at higher levels, the resulting A-chirp will vary much

faster than in the case of the O- and the M-chirp, resulting in much shorter chirp durations,

as shown in Fig. 4.2 and described further below.

4.3 Method

4.3.1 Subjects

Nine normal-hearing subjects (two female and seven male) with no history of hearing prob-

lems and audiometric thresholds of 15 dB HL or better participated in the experiments. All

subjects were between 28 and 38 years of age, and either volunteered or were paid for the

experiment.

4.3.2 Apparatus

The experiments were carried out with a PC-based computer system which controlled stimu-

lus presentation and recording of evoked potentials. A DSP-card (Ariel DSP32C) converted

the digitally generated stimulus (25 kHz, 16 bit) to an analogous waveform. The output of

the DSP card was connected to a digitally controlled audiometric amplifier, which presented

the stimulus through an insert earphone (Etymotic Research ER-2) to the subject.

Electroencephalic activity was recorded from the scalp via silver/silver chloride elec-

trodes, attached to the vertex (positive) and the ipsilateral mastoid (negative). The fore-
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head served as the site for the ground electrode. Inter-electrode impedance was maintained

below 5 kΩ. Responses were amplified (80 dB) and filtered (30–3000Hz) with a commer-

cially available EEG preamplifier (TDT DB4/HS4). The amplified signal was digitized by

the DSP-card (25 kHz, 16 bit), which also performed artifact rejection and signal averaging.

Responses were recorded for 37ms following the stimulus onset. Off-line filtering (digital

low-pass, 1600Hz, order 4) was done to suppress noise.

4.3.3 Stimuli and procedure

Chirps as described in Sec. 4.2 were used as stimuli. The nominal edge frequencies of the

chirps were 0.1 and 10 kHz resulting in durations of 13.52ms for the O-chirp and 10.32ms for

the M-chirp. The durations for the A-chirp varied between 5.72ms for 60 dBSL and 12.72ms

for 10 dBSL. To compare results with standard ABR measurements, an 80-µs click stimulus

was generated. The upper left panel of Fig. 4.2 shows the acoustic waveforms of the O-chirp,

the M-chirp, and the click stimulus. The waveforms of the A-chirp for stimulation levels of 10,

30, and 60 dB SL are depicted in the upper right panel. The corresponding acoustic spectra

are given in the lower panels. They were obtained by coupling the ER-2 insert earphone

to a Brüel and Kjær ear simulator (type 4157) with a 1/2-in. condenser microphone (type

4134), a 2669 preamplifier, and a 2610 measuring amplifier. The spectra were derived from

fast Fourier transforms (FFTs) of 100-trial time-domain averages of the stimulus over an

analysis frame of 2048 samples using a sampling rate of 25 kHz. The waveforms were not

windowed prior to FFT.

Since Shera and Guinan (2000) collected only very few data points below 0.5 kHz, Eqn.

4.2 may represent only a poor description of the behavior in this frequency region. Therefore,

additional O- and M-chirp stimuli were generated with nominal edge frequencies of 0.5 and

10 kHz. The corresponding durations were 5.24ms for the O-chirp and 3.68ms for the M-

chirp. Figure 4.3 shows the acoustic waveforms (left panel) and spectra (right panel) of these

stimuli. Fig. 4.3.

For all stimuli, the presentation level was varied between 10 and 60 dBSL in 10-dB steps.

To determine the sensation level for the different stimuli, the absolute hearing thresholds

were measured individually with an adaptive three interval three alternative forced choice

(one up, two down) procedure.
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Figure 4.2: Temporal waveforms (upper panel) and corresponding acoustic spectra (lower

panel) of the stimuli ranging from 0.1–10 kHz. The left panels show the O-chirp, the M-

chirp, and the click stimulus, which are indicated as solid, dashed, and dotted functions,

respectively. The right panels show the corresponding functions for the level dependent A-

chirps generated for 10, 30, and 60 dBSL. Different levels were indicated by different line

styles. For better comparison all waveforms were measured at a level of 100 dB peSPL.

The subject lay on a couch in an electrically shielded, soundproof room, and electrodes

were attached. The subject was instructed to keep movement at a minimum, and to sleep

if possible. The lights were turned off at the beginning of the session. Each session lasted
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Figure 4.3: Temporal waveforms (left panel) and corresponding acoustic spectra (right

panel) of the M-chirp and O-chirp with nominal egde frequencies of 0.5 and 10 kHz. O-chirp

and M-chirp are indicated by solid and dashed lines, respectively.

between one and two hours, depending on the subject’s ability to remain still. The ear

of stimulation was chosen randomly, i.e., for each subject one ear was chosen and then

maintained. The acoustic signals were delivered at a repetition rate of 20Hz for all stimulus

conditions. A temporal jitter of ±2ms was introduced to minimize response superimposition

from preceding stimuli. Thus the time interval between the onsets of two successive stimuli

varied randomly and equally distributed between 48 and 62ms. Each trial consisted of 3000

averages. For each stimulus condition, two independent trials were stored in separate buffers.

These are illustrated as superimposed waveforms in the figures to show response replicability.

4.3.4 Statistical analysis

Wave-V peak-to-peak amplitude was analyzed in all stimulus conditions. The amplitude

was measured from the peak to the largest negativity following it. For each condition,

wave-V amplitude was averaged across subjects. A Wilcoxon matched-pairs signed-rank

test (α = 0.05) was performed to test whether the response amplitude differed significantly

for two comparison stimuli.
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4.4 Results

Figure 4.4 shows mean ABR, averaged across all nine subjects, obtained with the OAE-based

(0.1-10-kHz) O-chirp (upper left panel), the original model-based M-chirp (upper middle

panel), the ABR-based A-chirp (upper right panel), and the click (lower panel). Results

for different stimulus levels are indicated on separate axes along the ordinate, and labeled

with the corresponding sensation level (dB SL). Wave-V peaks are marked by small black

triangles. Wave V is the only peak that can be observed in all stimulus conditions. For the

O-chirp, no earlier waves are present, even not at the highest stimulation levels. In contrast,
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Figure 4.4: ABR waveforms averaged across all nine sub-

jects. Shown potentials were elicited by 0.1–10-kHz O-chirps

(upper left panel), M-chirps (upper middle panel), A-chirps

(upper right panel), and clicks (lower panel). The stimula-

tion level varied from 10 to 60 dB SL, as indicated. At each

level, two waveforms are superimposed to show response

replicability. The black triangles indicate wave-V peaks.
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Figure 4.5: Average ABR data for wave-V amplitude (left panel) and latency (right panel),

as a function of stimulation level. Different symbols indicate different stimulus conditions.

�: click; •: M-chirp starting with 100Hz; N: O-chirp starting with 100Hz; H: A-chirp

starting with 100Hz; ◦: M-chirp starting with 500Hz; 4: O-chirp starting with 500Hz.

The shaded symbols in the right panel indicate the offset latencies for the corresponding

stimuli. For better visibility, the symbols are slightly shifted along the abscissa.

for the M-chirp, A-chirp, and the click, waves I and III become visible at the highest levels.

Interestingly, for the A-chirp, wave I is even visible down to a level of 20 dB SL.

Fig. 4.5 (left panel) summarizes the quantitative values for mean wave-V amplitude as a

function of the stimulation level. First of all, the click-evoked wave-V amplitude, represented

by the filled squares, is always smaller than that obtained with any of the broadband chirps,

represented by the other filled symbols. For example, the M-chirp (filled circles), leads to

amplitude values that are more than twice the values for the click at most stimulus levels.

This agrees well with the results found in Dau et al. (2000). At the lowest stimulation level,

the A-chirp (filled downward triangles) even evoked an amplitude that is about three times

as large as that for the click. The amplitude-level function for the A-chirp looks like shifted

by about 0.44µV with respect to the click curve. For the A- and M-chirp, statistical analysis

revealed significantly larger amplitudes than for the click at all stimulus levels while for the

(broadband) O-chirp the difference was significant only for 10 and 40 dB SL.
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Now consider the results for the O-chirp (filled upward triangles) in comparison to the

original chirp (M-chirp) having in mind that the O-chirp was based on 40 dBSPL OAE

data while the M-chirp was based on a (linear) cochlea model fitted to high-level data. At

levels of 40 dBSL and above, wave-V amplitude is smaller for the O-chirp than for the M-

chirp, while at the lower levels, wave-V amplitude is about the same for the two stimuli.

Statistical analysis of the amplitude data revealed significant differences between the O-

and M-chirp only for levels of 50 and 60 dB SL, where wave-V amplitude for the M-chirp is

higher. The results for the smaller chirp bandwidth ranging from 0.5-10 kHz are indicated by

the corresponding open symbols. Results for the O- and the M-chirp are given by triangles

and circles, respectively. The response waveforms are not shown explicitly for these two

conditions. Statistical analysis revealed a significant difference between the two chirps only

for a level of 20 dBSL, where the O-chirp evoked a higher wave-V amplitude than does the

M-chirp.

Next consider the results for the A-chirp (filled downward triangles) in comparison to

the original one. The A-chirp revealed a larger wave V amplitude than the M-chirp (and

any other stimulus tested here) at nearly all stimulation levels. However, statistical analysis

revealed significant differences between A- and M-chirp only for low stimulation levels (10

and 20 dB SL).

Comparison of the results for the A-chirp with the one for the O-chirp shows that the A-

chirp revealed a higher wave-V amplitude than the O-chirp at all stimulation lvels used here.

In this case statistical analysis results in significant differences for low and high stimulation

levels (10, 20, 50, and 60 dB SL).

The right panel of Fig. 4.5 shows the mean wave-V latency behavior obtained with the

different stimuli. Except for the A-chirp, all functions are roughly in parallel to each other

but shifted relative to each other by some amount. For these functions, the latency decreases

by about 2–3ms for a 50-dB level change (from 60 to 10 dBSL), which is consistent with

literature data (e.g., Hoth and Lenarz, 1994). The main differences between the functions

correspond to the differences in the respective stimulus durations, as is illustrated by the

shaded functions in the same panel of the figure. They indicate the latency values for the

three broadband chirps relative to stimulus offset instead of stimulus onset. The very similar

values in this view are consistent with the idea behind the chirp paradigm that, ideally, the

displacement maxima on the BM should occur in all channels at the same time, and thus,
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the latencies for the chirp and the click should be similar if expressed relative to stimulus

offset. Thus, since the duration of the A-chirp changes strongly with level, this must be

directly reflected in a relatively steep function if expressed relative to stimulus onset.

4.5 Discussion

In previous studies it was demonstrated that an upward chirp can evoke a significantly larger

wave-V amplitude than the conventional click (Dau et al., 2000; Wegner and Dau, 2002).

The equations defining this upward chirp, called the M-chirp in the present study, were

calculated to be the inverse of the delay-line characteristic of the cochlear partition on the

basis of the linear cochlea model by de Boer (1980). However, this model does not take

cochlear nonlinearities into account which are mainly responsible for the sharpening of the

filters at low and medium levels. Therefore, the model presumably underestimates real BM

group delays and it could be assumed that the M-chirp may not represent the optimal choice

at low and medium stimulation levels.

The intention of the present study was to design and test new chirp stimuli that were

optimized for lower stimulation levels and that might potentially cause an even larger neural

synchronization than the M-chirp, at least at the low stimulation levels. Since ABR are

often used as an objective indicator of hearing threshold, such an optimized stimulus might

be very interesting for clinical applications. Two different strategies for the generation of

the new stimuli were used: the first one was based on OAE data by Shera and colleagues

(Shera and Guinan, 2000; Shera et al., 2002), recorded at a stimulation level of 40 dB SPL in

humans. Their derived estimates for the BM group delays from SFOAE group delays were

used in the present study for the generation of a new chirp, the O-chirp. A function for the

frequency dependence was approximated to the group-delay data, and the chirp was defined

such that it compensates for the BM group-delay differences across frequency. The course of

the sweeping rate and the resulting temporal waveform of the O-chirp differed considerably

from those for the M-chirp. Our assumption was that, at low levels, the O-chirp should

produce a larger wave-V response amplitude than the M-chirp (and the click), while, at high

levels, it should be less effective than the M-chirp.

However, the experimental results of the present study showed surprisingly little differ-

ences in response amplitude between the O- and the M-chirp. For the frequency region above
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500Hz, where reliable SFOAE data were available, the two (0.5–10-kHz) chirps produced

about the same wave-V amplitude. No significant advantage could be obtained with the

O-chirp at the lower levels (except for 20 dBSL), and also no advantage could be observed

for the M-chirp at the high levels. The results were slightly different for the broadband

conditions (0.1–10 kHz). Here the M-chirp produced a higher potential amplitude than the

corresponding broadband O-chirp at the two highest levels. This indicates that, for the

O-chirp, our assumed extrapolated group-delay-versus-frequency function at the very low

frequencies (0.1–0.5 kHz) probably does not match the real system very well. At these very

low frequencies, the function underlying the M-chirp seems to represent a better choice. In

principle, the experimental data confirm the observations from our earlier studies that an

appropriate stimulation at frequencies below 500Hz can have a significant influence on the

overall neural synchrony. What might be the reason(s) for the similar results obtained with

the O- and the M-chirp? It is not clear whether OAEs really represent a good estimate

of cochlear group delay. The SFOAE group-delay data in Shera and Guinan (2000) show

a very large variability (cf. Fig. 4.1, left panel). Earlier studies also found large variations

of OAE data within and across subjects, especially when compared with ABR data (Neely

et al., 1988). Even if assuming that individual OAE data would result in good estimates

of individual BM group delay, for any given individual subject, the chirp designed from

(approximated) functions in the cochlea is probably not optimal for that individual.

The second strategy used in the present study was based on ABR measurements. The

idea was to use tone-burst evoked ABR wave-V latencies measured at different frequencies

and levels. Neely et al. (1988) fitted a (frequency and level dependent) exponential function

to the data set of Gorga et al. (1988). The corresponding chirp derived in the present study,

the A-chirp, was defined such as to compensate for the delay differences across frequency.

The resulting duration for the A-chirp varied much with stimulation level while the duration

of O- and the M-chirp were level independent. Since this chirp was “optimized” for all levels,

the hypothesis was that the A-chirp should be advantageous over the M- and the O-chirp

at all levels. Indeed, wave-V amplitudes for the A-chirp were found to be higher than for

any of the other stimuli of the present study, at any stimulation level. The disadvantage

of this approach is that it is not possible to discriminate between mechanical and neural

components: wave-V latency always represents the sum of these two components and so

does the fit provided by Neely et al. (1988). Thus it may be possible that there is a level
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dependent neural component involved, which is in contrast to the assumptions made in Neely

et al. (1988) where all level dependency was attributed to the mechanical component while

the neural component was assumed to be constant. The advantage of the second approach

is that it may represent the optimal stimulation when attempting to achieve maximal neural

synchronization at brainstem level, at least in the normal-hearing system. The advantage

is particularly large at very low stimulation levels. The A-chirp may therefore be very

interesting and valuable for clinical applications using chirp-evoked ABR as an objective

indicator of hearing threshold.

4.6 Summary and conclusions

• Two new chirp stimuli compensating for BM spatial dispersion were developed. One

chirp (O-chirp) was based on BM group-delay estimates obtained with SFOAE (Shera

and Guinan, 2000). The other one (A-chirp) was based on BM group-delay estimates

from level dependent tone-pulse evoked ABR wave-V latencies (Gorga et al., 1988; Neely

et al., 1988). ABR obtained with these chirps were compared with click responses and

with responses from the original chirp stimulus (M-chirp) developed in Dau et al. (2000)

which is based on the de Boer (1980)’s linear cochlea model.

• Mean ABR data showed essentially no significant differences between O-chirp and M-

chirp wave-V amplitude at most stimulation levels. However, comparing A-chirp and

M-chirp, mean ABR data showed larger potentials for the A-chirp, whereby differences

were significant only at low levels.

• Since all chirps caused a larger response amplitude than the click, they are interesting for

clinical application since they include activity from lower-frequency regions which do not

effectively contribute in the case of the click.

• Overall, the A-chirp may be suggested as reflecting the stimulus of choice for future studies

since it leads – even if not always significantly – to the largest response amplitudes in all

conditions.
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Abstract

A model for the generation of middle latency responses (MLR) is presented. It is an exten-

tion of the auditory brainstem response (ABR) model introduced by Dau [J. Acoust. Soc.

Am. (2003)]. The model uses the concept that evoked potentials can be described by convo-

lution of an elementary unit waveform (unitary response) with the instantaneous discharge

rate function for the corresponding unit. The instantaneous discharge rate functions are

calculated with the auditory nerve (AN) model developed by Heinz et al. [ARLO 2(3), 91–

96 (2001)]. The summed excitation across frequency is convolved with an unitary response

function, which is assumed to reflect contributions from different cell populations along the

auditory pathway. The unitary response is derived by deconvolving high-level click-evoked

MLR with the corresponding summed AN activity. Predicted potential patterns are com-

pared with corresponding experimental data for clicks and chirps at different stimulus levels

and for clicks at a wide range of different repetition rates. The results show that, despite

the large simplifications made, some of the main characteristics of the MLR and steady

state responses (SSR) can be accounted for reasonably well. However, the strong response

amplitude for repetition rates around 40 Hz cannot fully be accounted for by the above

linear system’s approach, indicating that additional processes need to be involved that are

not considered in the current version of the model.

5.1 Introduction

Evoked responses represent the summation of activity from many neurons, recorded from

electrodes placed on the surface of the head (e.g., Jewett, 1970), i.e., remote to the individual

neurons. Auditory evoked potentials can be recorded from all levels of the auditory system.

They are usually grouped by the time of occurrence after the onset of the stimulus, and

this grouping corresponds roughly to the site of generation. The click-evoked middle-latency

response (MLR) generally consists of various prominent components. Two prominent peaks

are the N19 (or Na) and the P30 (or Pa), which occur approximately 19 and 30ms after

stimulus onset. Source analysis of EEG and MEG data, as well as intracranial studies,

indicate that the N19–P30 complex originates from the medial portion of Heschl’s gyrus in

the primary auditory cortex (Scherg et al., 1989; Scherg and von Cramon, 1990; Liègeois-
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Chauvel et al., 1994; Gutschalk et al., 1999; Rupp et al., 2002), but which cells exactly

generate the various components of the MLR is not yet fully understood.

Goldstein and Kiang (1958) introduced the concept that remote responses generated

by auditory-nerve (AN) neurons can theoretically be described by the convolution of an

elementary unit waveform, the unitary response (UR), with the instantaneous rate function

at which the AN cell discharges in response to the stimulus. Following a more general

description of this concept, Melcher and Kiang (1996) suggested that the potential produced

by any cell in the auditory pathway can be described by the convolution of the instantaneous

rate function with the unitary potential which is produced each time this cell discharges.

Recently, Dau (2003) used this concept to model auditory brainstem responsesn (ABR)

and frequency following responses (FFR) in humans. He used a nonlinear computational

auditory-nerve model (Heinz et al., 2001) to calculate the instantaneous discharge rate of

AN fibers over a wide frequency range. The summed activity across frequency was con-

volved with a unitary response which is assumed to reflect contributions from different cell

populations within the auditory brainstem. His unitary response function was calculated by

deconvolution of mean experimental click ABR data, taken from (Dau et al., 2000), with the

summed neural activity pattern for the click. He predicted potential patterns for a number

of stimulus and level conditions and compared the predicitions with experimental data. He

found the main characteristics and key observations from the data to be reflected in the

simulations.

In the present study, the modeling approach by Dau (2003) is extended to human middle-

latency responses. The new model is tested with click and chirp stimuli for various level

conditions. Also, for the click, the model is tested for a set of repetition rates in the range

from 4 to 521 Hz in order to investigate the transition between transient and steady-state

stimulation. The unitary response waveform is estimated via deconvolution for one specific

stimulus condition, and then kept constant for all stimulus conditions. A similar approach

was used by Rupp et al. (2002) in an MEG study. Clicks, up- and down-chirps were used to

evoke middle-latency auditory evoked fields (MAEF): they deconvolved the different empir-

ical source waveforms with spike probability functions simulated with another preprocessing

model, the auditory image model (AIM; Patterson et al., 1992, 1995). They found that the

source waves for all stimulus conditions could be explained with the same unitary response
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function. However, they only investigated one stimulation level and used one repetition rate

in that study.

5.2 Method

5.2.1 Subjects and stimulation paradigm

Five normal-hearing subjects (one female and four male) with no history of hearing prob-

lems and audiometric thresholds of 15 dB HL or better participated in the experiments. All

subjects were between 28 and 30 years of age, and either volunteered or were paid for the

experiment. The subjects were tested while sitting in a comfortable reclining chair in a

acoustically and electrically shielded room. They were instructed to watch videos, displayed

on a LC display in front of them.

Stimuli were generated digitally (50 kHz, 16 bit) and downloaded to a DSP card (Ariel

DSP32C) in the host computer. The DSP card converted the digital stimulus to an analogous

waveform. The output of the DSP card was connected to a digitally controlled audiometric

amplifier, which presented the stimulus monoaurally through an insert earphone (Etymotic

Research ER-2) to the subject.

For examining the level dependency of click- and chirp-evoked MLR, stimuli were either

0.1 ms clicks or flat-spectrum chirps (0.1–10 kHz, 10.32ms) as defined in Dau et al. (2000).

The stimulus onset asynchrony was 122.88ms resulting in a stimulus repetition rate of about

8.1Hz. Stimuli were presented with levels from 55 to 100 dBpeSPL in 15-dB steps.

To examine click-rate effects, 0.1-ms clicks with a level of 100 dB SPL were used. The

stimulus onset asynchronies varied between 1.92ms and 245.76ms. Exact values and the

corresponding approximated repetition rates are given in Table 5.1.

Table 5.1: Stimulus onset asynchronies (SOA) and corresponding approximated repetition

rates for the click stimuli used in this study.

SOA in ms 1.92 3.84 7.68 15.36 24.80 30.72 61.44 122.88 245.76

Rate in Hz 520.8 260.4 130.2 65.1 40.3 32.6 16.3 8.1 4.1
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5.2.2 Recording

Electroencephalic activity was recorded from the scalp via silver/silver chloride electrodes.

Three active electrodes were placed at the left (A1) and the right (A2) mastoid as well as

one centimeter below the inion (Iz). The common reference electrode was placed at the

vertex (Cz). The forehead (Fpz) served as the site for the ground electrode. Electrode labels

are according the the 10-20-system (Jasper, 1957). Inter-electrode impedance – measured

at a test signal frequency of 30Hz – was maintained well below 5 kΩ; common values were

2–3 kΩ. A DC-coupled differential amplifier (Synamps 5803) was used to record the auditory

evoked potentials (AEP). The headstage amplified the EEG signal by a factor 150. Further

amplification was achieved by the main amplifier (factor 33), resulting in a total amplification

of about 74 dB. During the data aquisition, an antialiasing-low-pass filter with an cut-off

frequency of 3 kHz was used before digitizing (50 kHz, 16 bit). Filtering, artifact analysis

and averaging were done off-line. The recording interval consisted of 6144 samples in the

time interval from 0 to 122.8ms relative to stimulus onset.1 For each stimulus condition,

10000 epochs were averaged. For each subject the data aquisition was done in three different

sessions. In each session, five to six runs were presented in random order, resulting in a total

duration of about two hours.

5.2.3 Data analysis

Before averaging all sweeps across all subjects, the single sweeps were filtered with a linear

phase FIR bandpass filter with 200 taps (Granzow et al., 2001). An iterated weighted average

of the filtered sweeps was computed across all subjects for all stimulus conditions (Riedel

et al., 2001).

For the level dependent click- and chirp-evoked MLR, filter cut-off frequencies were chosen

to 20 and 300Hz. Amplitude differences between ABR wave V and MLR N19, and between

MLR N19 and P30 were analyzed for each stimulus condition. Latencies were measured for

wave V, N19 and P30.

The click-rate dependent MLR were bandpas filtered (2–1500Hz) and transformed to

the frequency domain. The absolute value of the FFT bin representing the click rate was

1For a click rate of 4Hz the recording interval comprised 12288 samples in the time interval from 0 to

245.6ms
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calculated and converted to microvolts, giving the amplitude value for the different click

rates.

5.3 The model for MLR generation

5.3.1 The general modeling approach

Auditory evoked potentials (AEP) can be assumed to represent the sum of potentials vi

produced by individual cells i in response to the stimulus s, combined across all corresponding

cells along the auditory pathway (Goldstein and Kiang, 1958; Melcher and Kiang, 1996):

AEP(t, x̄1, x̄2, s) =
∑

i

vi(t, x̄1, x̄2, s) (5.1)

The potential vi depends on time (t), the locations of the recording electrodes (x̄1, x̄2), and

the stimulus (s). vi produced by any given cell can be separated into two terms: the first one

is the instantaneous discharge rate function, ri(t, s), at which the cell discharges in response

to the stimulus. The second one is the potential produced between x̄1 and x̄2 each time the

cell discharges, the unitary response ui(t, x̄1, x̄2), which is independent from the stimulus (s).

Thus,

vi = ri(t, s) ∗ ui(t, x̄1, x̄2) (5.2)

where ∗ denotes convolution. The unitary potential waveform depends on the morphological

and electrical properties of the cell within the context of the entire head (Melcher and Kiang,

1996). Melcher and Kiang (1996) suggested considering groups of cells collectively, based on

established anatomical and physiological criteria. The AEP can then be written as sum of

potentials Vp, produced by any population p of cells:

AEP(t, x̄1, x̄2, s) =
P∑

p=1

Vp(t, x̄1, x̄2, s) (5.3)

=
P∑

p=1

(
Rp(t, s) ∗ up(t, x̄1, x̄2)

)
(5.4)

where P is the number of contributing populations. up is the unitary potential for each cell in

the population, since it can be assumed that each cell in a given population produces the same

unitary potential. This assumption is reasonably, since cells of a given physio-anatomical
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type generally have, by definition, similar morphological and electrical properties. Rp is the

sum over the discharge-rate functions, ri,p, of the cells within the population:

Rp(t, s) =

Np∑
i=1

ri,p(t, s) (5.5)

where Np is the number of cells in population p. Thus, in order to calculate the AEP

waveform for a particular stimulus and electrode configuration, one needs to know the unitary

waveforms, up, of the cellular generators which generate the specific extrema in the AEP, as

well as the corresponding summed discharge rate functions, Rp, for the cell populations p.

As in (Dau, 2003) for the ABR model, it was specifically assumed in the present study

that the instantaneous discharge rate functions are the same as at the level of the auditory

nerve, such that Rp(t, s) =: RAN(t, s). It follows from Eqn. 5.4 that:

AEP(t, x̄1, x̄2, s) = RAN(t, s) ∗
P∑

p=1

up(t, x̄1, x̄2) (5.6)

Thus, the differences between the contributions from the different populations to the scalp

potential are assumed to be reflected in the shape of the corresponding individual unitary

responses up.

Figure 5.1 shows the block diagram of the overall model used in the present study for the

simulation of AEP. The first stage roughly simulates the middle-ear transformation. The

incoming stimulus is filtered by a second-order Butterworth bandpass filter with cut-off fre-

quencies of 0.3 and 7 kHz, respectively. It follows the processing through the computational

AN model described below. The next stage in the model calculates the summed neural ac-

tivity pattern, RAN, by adding up all discharge rate functions across characteristic frequency

(CF). This pattern is then convolved with the unitary response waveform described below.

The output of the model represents the simulated evoked response pattern for the considered

stimulus.

5.3.2 The auditory-nerve model

The computational AN model developed by Heinz et al. (2001) was used – without variation

– in the present study to calculate the instantaneous discharge rate functions. As indicated

in Fig. 5.1, the model consists of nonlinear basilar membrane (BM) filtering, inner hair-cell

(IHC) transduction, adaptation at the IHC-AN synapse and generation of the instantaneous
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Evoked potential

+

Stimulus

Middle ear filtering

BM bandpass filtering with feedback

IHC transduction

Adaptation IHC-AN synapse

Instantaneous discharge rate

Compound neural activity pattern

Convolution with unitary response

AN model (Heinz ., 2001)et al Figure 5.1: Structure of the model for the

generation of auditory evoked responses. Af-

ter middle-ear filtering, the stimuli are pro-

cessed through the auditory-nerve model by

Heinz et al. (2001). The instantaneous dis-

charge rate functions are then summed across

frequency. This summed activity pattern (R)

is convolved with the unitary response function

(
∑

p up) resulting in the modeled AEP. Details

are described in the text.

discharge rate as a function of CF. A detailed description of the model and its implementa-

tion can be found in Heinz et al. (2001). In the following, some of the main characteristics

are summarized.

The input stage is a filter bank that simulates the mechanical tuning of the BM. The

model uses a human cochlear map according to Greenwood (1990), and the auditory filter

bandwidths have been matched to humans based on psychophysical estimates of auditory

filters (Glasberg and Moore, 1990). The parameters of these filters vary continuously as a

function of stimulus level via a feedback mechanism, simulating the compressive nonlinearity

associated with the mechanics of the BM. Level-dependent gain (compression), bandwidth,

and phase properties are implemented with a control path that varies the gain and bandwidth

of tuning in the signal-path filter. The properties required of the feedback signal are similar

to the response properties of outer hair cells (OHC): a compressive magnitude response

appears near the characteristic frequency, with the maximum compression occurring at CF

and an essentially linear response far apart from CF. The compression starts at 20 dB SPL

and is maximal at 40 dB SPL, consistent with physiological data (Ruggero et al., 1997). The

amount of compression (or cochlear-amplifier gain) in the model is largest for high CFs and
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decreases towards lower frequencies, consistent with data from basal and apical turns of the

chinchilla cochlea (Ruggero et al., 1997; Cooper and Rhode, 1997).

The time-varying AN discharge rate is calculated by passing the output of the signal-path

filter through an asymmetric saturating nonlinearity, a low-pass filter, and a synapse model.

The saturating nonlinearity and the low-pass filter produce response properties associated

with inner hair cell (IHC) transduction, whereas the synapse model includes adaptation

effects such as the extended dynamic range at onset relative to the steady-state response.

For the simulations of the present study, a set of 500 model CFs was used. The CFs ranged

from 0.1 to 10 kHz, and were spaced according to a human cochlear map (Greenwood, 1990).

5.3.3 The unitary response function

As described in Sec. 5.3.1, the stimulus dependent neural excitation function for the gener-

ation of MLR was assumed to be given by the single function RAN(t, s). Figure 5.2 (solid

curve) shows the overall unitary response used in the present study. The functions were

calculated by deconvolution of the mean experimental click MLR data (channel IZ, SOA

61.44 ms) at 100 dB peSPL (dashed curve) with the summed neural activity pattern for the

click, generated by the AN model. Tikhonov regularization was applied (Tikhonov, 1963;

Hansen, 1997) to achieve a stable and smooth solution for the inverse problem inherent in
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Figure 5.2: The solid curve

represents the unitary response

function used in the present

study. It was calculated by de-

convolution of the mean exper-

imental click data (dashed line)

with the summed neural activ-

ity pattern for the click, gener-

ated by the AN model. In the

present study, this unitary re-

sponse function is used for all

stimuli at all levels.
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deconvolution. The extraction of appropriate and objective regularization parameters was

based on the generalized cross-correlation function (GCV). All calculations were done in

MATLAB R12.1 (The Mathworks, Inc.). The analysis tools for the regularization problems,

including the GCV function to extract the optimal parameters, were provided by Hansen

(1994). The average click data is indicated by the dashed line in Fig. 5.2. The data (dashed

curve) show the typical pattern with clear waves V, N19 and P30 and P50 with latencies

that correspond well to a large body of literature data. The obtained unitary response shows

some more high-frequency components than the data. This can be observed at the peaks,

which are narrower than those in the data, and in the fine structure of the UR. This is as

expected since the convolution reflects a smoothing operation.

Within the present study, the above overall unitary response function is used for the

different input stimuli and at any level, implying the assumption of linearity at this stage

of processing. All nonlinearity in the model is restricted to the processing of the stimulus-

dependent rate functions in the AN model. In the following, it is investigated whether the

model accounts for the intensity and rate dependent aspects of the MLR data.

5.4 Results

5.4.1 Click- and chirp-evoked MLR as a function of level

Figure 5.3 shows the experimental click data (left panel) in comparison to the simulated

patterns (right panel). Results for different stimulus levels are indicated on separate axes

along the ordinate, and labeled with the corresponding stimulus level in dB peSPL. The

gray area in the left panel indicates ±3 standard errors. Simulations in the right panel were

calculated with the unitary response shown in Fig. 5.2.

Wave V, N19 and P30 are the only peaks that can clearly be detected in all conditions.

For both, experimental and simulated data, the amplitudes of the V–N19 and the N19–P30

complex decrease with decreasing level. For high stimulation levels, the general shape of

the model output matches the one of the data quite well. This is not surprising, since the

UR was calculated based on high-level click data. However, at lower levels the model fails

to simulate the relatively sharp wave-V peak in the data; the simulated wave-V peak is
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somewhat smoother. The N19 and P30 components are modeled reasonably well at low

levels.

Results from a more quantitative analysis are depicted in Fig. 5.4. Measured data are

indicated by closed symbols, whereby open symbols represent model data. The left panel

shows the amplitudes. Wave-V–N19 amplitudes (circles) are described well for the levels 55

and 85 dB peSPL. However, the saturation of the amplitude in the data at high levels is

not reflected in the model. The measured amplitude of the N19–P30 complex (squares) also

shows a saturation effect at high levels. Again, the model does not predict this saturation

effect, and generally underestimates the amplitudes in the data. The right panel of Fig. 5.4

shows the latencies for wave V, N19 and P30. Except for the latency of the P30 peak at

55 dB peSPL, which is smaller by about 8ms than for the model data, the model describes

the latency data very well. However, it should be noted that the measured latencies for P30

at 55 dB peSPL do not agree well with typical literature data (e.g., Picton et al., 1974).

In Fig. 5.5, the experimental chirp data (left panel) are compared to the corresponding

simulated patterns (right panel). The parameters were as in Fig. 5.3. The agreement between

simulations and data is worse than for the click in the previous experiment. In particular,
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Figure 5.4: Amplitude (left panel) and latency data (right panel) of the potentials shown

in Fig. 5.3. Closed symbols correspond to measured data and model predictions are indicated

by open symbols. In the left panel the amplitude of the wave V–N19 complex is indicated

by circles and amplitude of N19–P30 complex is shown with squares. In the right panel the

latency of wave V, N19 and P30 is represented by circles, squares and triangles, respectively.

Error bars indicate one standard error. For most latency conditions the errorbars could not

be distinguished from the symbols due to the small standard errors. For better visibility,

the symbols are slightly shifted along the abcissa.

the amplitudes are underestimated considerably. This is shown quantitatively in Fig. 5.6.

The left panel shows the amplitudes of wave-V–N19 and N19–P30 as a function of level.

The amplitudes obtained with the model (open symbols) are much too low for both the

V–N19 and the N19–P30 complex. However, in contrast to the click, the saturation of the

amplitude at high levels seems to be reflected in the model. The right panel of Fig. 5.6

shows the latency values for wave V, N19 and P30, as a function of level. For the waves V

and N19, the predicted latency-level function is slightly flatter than the measured one. But

overall, the latency values are described very well by the model.

5.4.2 MLRs as a function of the click rate

Grand averages of the evoked responses from all subjects are illustrated for each repetition

rate in the left panel of Fig. 5.7 while the corresponding model output is shown in the right
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panel. Results for different click rates are indicated on separate axes along the ordinate.

The gray area in the left panel indicates ±3 standard errors. For click rates of 16Hz and

above, the basic properties of the measured waveforms are accounted for reasonably well by

the model. However, particularly for 40Hz, but also for higher rates, the simulated response

amplitudes are below the values obtained in the measured data. Fig. 5.8 (left panel) shows

the amplitude of the FFT bin that corresponds to the click rate, as a function of the click

rate. The amplitude of the measured response (closed circles) decreases with increasing click

rate, has a minimum at 16Hz, increases to its maximum at 40Hz and then decreases again.

The corresponding simulated response (open circles) shows a very similar pattern but with

its maximum at 33Hz (rather than 40 Hz). Furthermore, below 16Hz, the model essentially

produces a flat response amplitude. In some conditions (4, 8 and 40Hz), the amplitude

is clearly smaller than in the data. However, the main characteristics are reflected in the

predictions, even if sometimes less pronounced than in the data. The right panel of Fig. 5.8

shows the corresponding phase values as a function of click rate. The model fails to predict

the right phase at 4, 8 and 260Hz, but in general, the phase behaviour of the predicted

responses matches that of the recorded responses quite well.
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Figure 5.6: Amplitudes (left panel) and latencies (right panel) of the chirp-evoked poten-

tials shown in Fig. 5.5. Closed symbols correspond to measured data, while model predictions

are indicated by open symbols. Parameters as in Fig. 5.4.

These results are compatible with results from the literature: for example, Galambos

et al. (1981) used clicks with rates in the range from 10 to 55Hz (in steps of 5Hz). They

found the amplitude maximum always in the 35 to 45-Hz range, with the mean data showing

a peak at 40Hz. A study of Azzena et al. (1995) used clicks with rates of 7.9, 20, 30, 40, 50

and 60 Hz to evoke steady-state responses (SSR). They found the highest amplitude between

30 and 50 Hz. Their mean data revealed a peak at 40Hz. As in the present study, Azzena

et al. (1995) investigated the phase component as a function of the click rate. Their results

were very similar as those described in the present study. They tried to predict their SSR data

for click rates between 30 and 60Hz by superimposing MLRs to “single” clicks at suitable

time intervals and found a similar mismatch between the simulated and the measured data.

5.5 Discussion

In the present study, the ABR model by Dau (2003) was extended to MLR. While the exper-

imental results obtained for click stimuli could be described reasonably well, unfortunately,

this was not found for the chirp. In the data, the chirp led to larger responses than the

click while this effect was clearly less pronounced in the simulations. The model systemati-

cally underestimates the amplitudes for the chirp stimulation. The good results for the click
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Figure 5.7: Left panel: auditory evoked potentials averaged across all five subjects (chan-

nel IZ, bandpass filtered with cut-off frequencies of 2 and 1500Hz). The potentials were

elicited by a 100-µs click at a constant level of 100 dB peSPL. Stimulus presentation rate

varied between 4 and 521Hz as indicated along the ordinate. The gray area indicates ±3

standard errors. The right panel shows the corresponding model output.

MLRs were not very surprising, at least at the higher stimulation levels, since the UR was

the result of a deconvolution of click data at a high level. But the click evoked responses are

known to reflect activity from more basal, high-frequency regions of the cochlea (e.g., Neely

et al., 1988). In contrast, the chirp stimulus is assumed to produce synchronous discharges

along the length of the human cochlear partition. The additional contributions mainly from



96 Modeling MLR Chapter 5

10
1

10
2

0

0.1

0.2

0.3

0.4

0.5

amplitude, channel IZ

am
pl

itu
de

 in
 µ

V

click rate in Hz

data
model

10
1

10
2

0

0.2

0.4

0.6

0.8

1

phase, channel IZ

ph
as

e 
in

 c
yc

le
s

click rate in Hz

data
model

Figure 5.8: Amplitude (left panel) and phase (right panel) of the potentials shown in

Fig. 5.7, plotted against the click rate. Stimulation parameters as in Fig. 5.7. Amplitude

and phase of the FFT bin corresponding to the click rate were measured. Open and closed

symbols correspond to model output and measured data, respectively.

low-frequency fibers lead to increased evoked potentials (Dau et al., 2000; Bell et al., 2002a,b;

Rupp et al., 2002; Wegner and Dau, 2002). Thus the chirp MLR may represent a better

choice than the click stimulus to obtain the UR. In additional simulations (not shown), it

was tested whether such a UR would improve the predictions and could account for both

click and chirp data. However, in this case, results were better for the chirp but the simu-

lated click response amplitudes were clearly too large. Thus, the use of the chirp-based UR

leads to a similar mismatch between the predicted amplitudes of click and chirp potentials.

Dau (2003) used a chirp with a flat temporal envelope (and not a flat magnitude spectrum

as in the present study) and found a good agreement between model predictions and data.

Due to the flat waveform, the chirp in Dau (2003) has much more low-frequency energy than

the flat-spectrum chirp used in the present study. Therefore, his results may not be directly

comparable to the results presented here. However, it is possible that the ABR model would

have the same difficulties if the flat-spectrum chirp was used. Thus, there might be a problem

with the specific assumptions made in the preprocessing model that is responsible for the

deviations – and not a problem with the principal modeling approach described here. The

latter argument might be supported by the modeling results of Rupp et al. (2002). They

also used chirp stimuli with a click-like spectrum to record middle-latency auditory evoked
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fields (MAEF). They used the Auditory Image Model (AIM; Patterson et al., 1992, 1995) to

calculate the neural activity pattern (NAP). The BM stage of the model consists of a one-

dimensional transmission-line filterbank. They derived different URs independently for the

different stimuli they used (a click, two different chirps and their time-reversed waveforms)

and compared them with each other. They found the UR to be very similar in all conditions.

Thus, it appears that the AIM model predicts the delay line characteristic of the BM in a

more realistic way than does the model of Heinz et al. (2001) which is based on (level

dependent) gammatone filters.

Nonetheless, the MLR model presented here accounts for some of the main effects of

the MLR as a function of the click rate. The predicted response amplitude shows a clear

maximum around 32 and 40 Hz, which is very similar as in the data. However, the model

underestimates the amplitude for the click at the rate of 40Hz. This result is, in princi-

ple, comparable with the results of the Azzena et al. (1995) study. They investigated the

mechanisms underlying the generation of the 40-Hz steady-state response (SSR) by record-

ing click-evoked responses with different click rates. They tried to predict each response by

superimposing MLRs at suitable time intervals. They concluded that (i) a model based on

linear addition of transient MLRs is not able to adequately predict their results, and that

(ii) other mechanisms related to the recovery cycle of the activated system play an impor-

tant role in the response generation. Such recovery cycles might be assumed to be included

within the MLR model presented here, because the AN model of Heinz et al. (2001) considers

adaptation effect at least at a peripheral level. However, these are apparently not sufficient

to account for the response behaviour in the measured data.

The main question of the present study was to investigate to what extent middle-latency

responses can be described quantitatively using a simple linear system’s “black box” ap-

proach with only very few assumptions. One assumption was that the “driving” neural

excitation function, the instantaneous discharge rate functions, are approximately given by

the functions known at the level of the auditory nerve. All nonlinearity within the entire

modeling approach was considered to be reflected within the auditory periphery (i.e., effects

of stimulation level and peripheral adaptation). Some of the key observations in the data

could indeed be described well by the model, such as the general amplitude behavior at

different repetition rates and, in particular, the right latency values for the click and the

chirp. Many details, however, which are of particular interest such as the well known strong
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response at and around the repetition rate of 40 Hz, cannot be fully explained. The origin

of this strong response can therefore most likely not be explained by linear superposition of

single MLR responses but need additional processes not considered in the model. Nonethe-

less, overall the present model might serve as a very useful tool since it can be applied to any

stimulus configuration of interest. Also, the model may be applied to any form of simulated

cochlear hearing loss in order to understand the effects of hearing impairment on evoked

potential generation.

5.6 Summary and conclusions

• A model for the generation of MLR was presented which is based on the ABR model

by Dau (2003). The model uses the concept that evoked potentials can be described by

convolution of an elementary unit waveform (unitary response) with the instantaneous

discharge rate function for the corresponding unit (Goldstein and Kiang, 1958). To calcu-

late the instantaneous discharge rate functions, the AN model developed by Heinz et al.

(2001) was used. The summed excitation across frequency was convolved with a unitary

response, which was assumed to reflect contributions from different cell populations along

the auditory pathway. The unitary response was derived by deconvolution of high-level

click-evoked MLR.

• Predicted potential patterns were compared with corresponding experimental data for

clicks and chirps at different stimulus levels, and for clicks at a wide range of different

repetition rates. The main characteristics in the amplitude and latency behavior as a

function of stimulation level were reflected in the simulations. Also, as a result of the linear

superposition of the “single” MLRs, the model predicts an increased response amplitude

for repetition rates near 40 Hz which is in qualitative agreement with the experimental

data.

• However, several discrepancies between model predictions and experimental data were

observed. The model generally underestimates the AEP amplitudes evoked by the flat-

spectrum chirp. The reason for this discrepancy may be the use of a gammatone filterbank

within the BM stage of the AN model by Heinz et al. (2001). The group delays of the

gammatone filters may be less realistic than those obtained within the transmission-line
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model. Also, the model does not fully account for the strong response amplitudes at and

around repetition rates of 40 Hz observed in the data. Thus, the components contained

in the linear system’s approach of the present study are not sufficient and additional

processes need to be included.

• Nevertheless, the simple generation model may serve as an estimate of MLRs and can be

applied to any stimulus configuration of interest. For example, it will be interesting to also

investigate “classical” steady-state responses such as envelope-following responses (EFR)

or amplitude modulation following responses (AMFR) with this approach. Also, the model

can be applied to any form of simulated cochlear hearing loss in order to understand the

effects of hearing impairment on evoked potential generation.
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Chapter 6

Summary and conclusions

Within the literature it is generally assumed that the conventional auditory brainstem re-

sponses (ABR) are an electrophysiological event evoked by onset or offset of an acoustic

stimulus. Therefore and due to its wide spectral spread, the click is often thought of as the

ideal stimulus for eliciting ABR. However, from basilar membrane mechanics it is known

that the click stimulus is subject to temporal dispersion on the basilar membrane, resulting

in a loss of synchronization of the auditory-nerve fiber activity along the cochlear partition.

Thus, the click-evoked ABR mainly reflects contributions from more synchronous basal re-

gions of the cochlea and not from the entire cochlea. Consequently, the click might not be

the optimal stimulus for recording ABR.

Within the present thesis, the role of cochlear processing for the formation of ABR and

MLR was investigated. The main emphasis was put on the development and evaluation of an

optimized stimulus that is based on the concept of compensation for travel time differences

along the basilar membrane. Since low-frequency tones require more time to reach their

places of maximum displacement than high-frequency tones, an optimized stimulus must be

a rising frequency chirp to allow compensation for the dispersion and to theoretically pro-

duce synchronous discharges of auditory-nerve fibers along the whole length of the cochlear

partition. Different strategies were used in this thesis to generate such chirp stimuli and a

model was presented that quantitatively tested the idea underlying the generation of these

chirps.

In chapter 2, an optimized chirp based on a human cochlea model was introduced. The

equations defining the chirp reflect the inverse of the delay-line characteristic of the cochlear

101
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partition within the linear cochlea model by de Boer (1980). In ABR measurements with

clicks, optimized chirps and temporally reversed chirps, it was shown that the chirp evokes

a significantly larger wave-V amplitude than the corresponding click and the temporally re-

versed chirp. Additional experiments showed that this effect is due to the inclusion of activity

from lower-frequency regions. Therefore, the conventional ABR should not be considered

as an electrophysiological event purely evoked by onset or offset of an acoustic stimulus.

Instead, an appropriate temporal organization of the stimulus, determined by basilar mem-

brane traveling wave properties, is important to ensure that all frequency regions contribute

to the evoked potential. The chirp may therefore be of clinical use in assessing the integrity

of the entire human cochlea.

The usefulness of the chirp for retrieving frequency-specific information was investigated

in chapter 3. Frequency-specific evoked ABR are an important clinical tool for estimating

frequency-specific hearing especially at low frequencies. Two different strategies were used

to compare the chirp stimulus with corresponding standard stimuli: the first one compared

chirp-evoked ABR with click-evoked ABR, both in the presence of different high-pass and

notched-noise maskers. The second strategy used a low-frequency chirp and a tone pulse

(with a comparable duration and magnitude spectrum) to evoke ABR at different stimula-

tion levels. It was observed that the increased synchrony obtained with the chirp relative to

the click stretches over the entire frequency region. Thus, the chirp may be particularly in-

teresting for clinical use in the low-frequency region. It was also shown that the narrow-band

chirp evokes a larger response than the corresponding tone pulse. An auditory nerve (AN)

model (Heinz et al., 2001) was used to qualitatively explain the differences between the click

and the (broadband) chirp as well as between the tone-pulse and the low-frequency chirp.

The results further demonstrate the importance of cochlear processing for the formation of

ABR.

In chapter 4, two alternative chirp stimuli were developed. In contrast to the model-based

chirp from chapter 2, the equations defining these two chirps are based on experimental data.

In one case, the basilar membrane group delay was estimated from stimulus frequency oto-

acoustic emissions (SFOAE) in human subjects (Shera and Guinan, 2000). In the other

case, the basilar membrane group delay estimates were derived from tone-pulse-evoked ABR

wave-V latency data in humans (Gorga et al., 1988; Neely et al., 1988). Using these esti-

mates, derived for a wide range of frequencies and levels, a level-dependent ABR-based chirp
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stimulus was developed. ABR evoked by all three chirps were compared with click-evoked

responses. It was shown that all chirps produced a larger response amplitude than the click.

Differences between the chirp responses vary with the stimulation level. Overall, the level-

dependent chirp was found to produce the largest response amplitudes. Its advantage is

particularly large at low stimulation levels which makes this chirp particularly interesting

for clinical applications such as the objective assessment of hearing thresholds.

In chapter 5, a model for the generation of middle-latency responses (MLR) was intro-

duced, which itself is an extension of a model for ABR generation (Dau, 2003). It uses

the concept that evoked potentials can be described as a convolution of the instantaneous

discharge rate function of a unit with its elementary unit waveform (unitary response). The

instantaneous discharge rate functions were calculated with a computational AN model.

The unitary response was derived by deconvolving high-level click-evoked MLR data with

the simulated summed AN activity for the click. This unitary response was used for any

input stimulus at any level, implying linearity at this stage of processing. All nonlinearity

in the model is assumed to be restricted to the processing of the stimulus-dependent rate

functions in the AN. Predicted potential patterns using clicks and chirp stimuli at different

levels were compared with corresponding experimental data. Additional experiments were

performed, using clicks at different repetition rates, in order to investigate steady state re-

sponses (SSR). The main characteristics of the data were reflected in the model predictions.

However, several discrepancies between the data and the predictions were observed, which

may, at least partly, be caused by the use of the gammatone filterbank within the AN model.

Corresponding simulations on the basis of a transmission line filterbank may lead to better

results. Also, future studies are needed that investigate more closely the mechanisms that

are responsible for the large amplitudes derived at repetition rates near 40 Hz. Overall, the

model could be an interesting tool for investigation, since it can be applied to any stimulus

configuration of interest. The model might also be applied to simulate cochlear hearing

losses to get a better understanding of the effects of hearing impairment on evoked potential

generation.

To summarize, in the present thesis the importance of considering the (nonlinear) effects

of basilar-membrane traveling wave and AN-processing for the formation of ABR and MLR

was demonstrated. Using optimized chirp stimuli, it was shown that the AEP do not neces-

sarily represent a response to the onset or offset of acoustic stimuli. Instead, it was shown
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that it is important to achieve a high neural synchronization at the level after cochlear pre-

processing in order to generate a large far-field response. One main consequence from this

study is that the chirp stimulus may have large impact in clinical diagnostics of the human

auditory system, since it causes an increase of neural synchrony over the entire frequency

region in comparison to standard stimuli (e.g., the click). This leads to an improved signal-

to-noise ratio of the evoked potential and a better assessment of the low-frequency region.

It can be expected that the use of optimized chirps will also be very valuable as objective

indicator for hearing thresholds in the impaired auditory system. Another important con-

sequence from the present study is that the hypotheses underlying the generation of the

chirp can be used to explicitly test current models of human cochlear (and retro-cochlear)

processing. This is of particular relevance since a “realistic” model would allow for a better

interpretation of empirically obtained potential patterns whereby any stimulus configuration

could be tested for any hearing loss assumed within the framework of the model. Also, if

successful in predicting the potential patterns, such a model of peripheral signal processing

will also be very valuable in other important applications, for example as a preprocessing

stage in models of auditory perception and for automatic speech recognition.



Appendix A

Experiments on the correlation

between psychophysical loudness and

auditory brainstem responses1

A.1 Introduction

Psychophysical loudness does not only depend on stimulus level, but also on other stimulus

properties like spectral composition. For example, given a constant physical stimulus level,

the perceived loudness increases with increasing bandwidth of the stimulus. This effect is

called loudness summation. Present loudness models use the concept of critical bandwidth

with subsequent compression to explain this effect. These processes are generally assumed

to be peripherally located in the auditory system, namely within the cochlea. If this is true,

it should be possible to measure the effect of loudness summation with auditory brainstem

responses (ABR). However, to be able to examine these spectral effects with ABR, it is

important to ensure simultaneous excitation of the different critical bands on the level of the

basilar membrane. Thus an “optimal” stimulus is needed. Such a stimulus was introduced

by (Dau et al., 2000). Supposed there is a direct correlation between wave-V amplitude and

loudness, wave-V amplitude should be constant when stimulating with “optimal” stimuli

with different bandwidths and equal loudness.

1 Part of this research was presented together with Torsten Dau, Jesko Verhey and Birger Kollmeier at

the “24. Deutsche Jahrestagung für Akustik” of the “Deutsche Gesellschaft für Akustik”.
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The present study tests this hypothesis. Optimized chirp stimuli (Dau et al., 2000) with

different bandwidths were used in a psychoacoustical loudness-matching experiment. The

levels of constant loudness were used to evoke ABRs. Predictions of different loudness models

were compared with the results of this study.

A.2 Methods

A.2.1 Psychophysics

Psychophysical loudness-matching experiments were performed using a 2-AFC 1-up 1-down

procedure. Experiments were performed with an “interleaved” and with an “non-interleaved”

presentation of the different signal bandwidths to examine effects of stimulation paradigm

(Verhey and Kollmeier, 1998). Optimized chirps, which compensate for the travel time

differences on the basilar membrane (Dau et al., 2000), were used as stimuli. The upper

cut-off frequency of the chirps was set to 8.5 kHz, while the lower cut-off frequencies were

0.7, 1, 1.37, 1.85, 2.5, 3.4 and 4.8 kHz. These cut-off frequencies correspond to bandwidths of

3, 5, 7, 9, 11, 13, 15 and 17 bark. Due to the properties of the optimized chirp, the different

bandwidths result in different stimulus durations (Fig. A.1). The chirps were presented as

trains of 10 chirps with a duration of 500ms and as single chirps. The “chirp rate” within

the trains was 20Hz corresponding to the repetition rate in the ABR experiments. The

reference stimulus in the non-interleaved loudness matching experiment was a chirp train

with a bandwidth of 17 bark at a level of 47 dB SPL. For the interleaved experiment this was

a chirp train with a bandwidth of 9 bark and a level of 55 dB SPL.

0 4 ms

17 bark

11 bark

FigureA.1: Temporal course of the chirps

with a bandwidth of 11 and 17 bark. Note

the different durations of the stimuli, which

result directly from the different bandwidths.
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A.2.2 Evoked potentials

ABR experiments were carried out with a personal computer which controlled stimulus

presentation and recording of evoked potentials. A DSP-card (Ariel DSP32C) converted

the digitally generated stimuli (25 kHz, 16 bit) to an analog waveform. The output of the

DSP card was connected to a digitally controlled audiometric amplifier which presented the

stimulus through an insert earphone (Etymotic Research ER-2) to the ear of the subject.

Electroencephalic activity was recorded from the scalp via silver/silver-chlorid electrodes,

attached to the vertex (positive) and the ipsilateral mastoid (negative). The forehead served

as the site for the ground electrode. Interelectrode impedances were maintained below

5 kΩ. Responses were amplified (80 dB) and bandpass filtered (95–1640Hz, 6 dB/oct) with a

commercially available ABR preamplifier (Hortmann Neurootometrie). Extra amplification

(Kemo VBF/40) was used to match the optimum range for the A/D converter of the DSP

card. This amplification was in the range from 10 to 16 dB, resulting in a total amplification

of 90–96 dB. The amplified signal was digitized by the DSP card (25 kHz, 16 bit), which

also performed artifact rejection and signal averaging. Responses were recorded for 16ms

following stimulus offset.

ABR elicited by the bandlimited chirps were recorded at equal loudness levels. In addi-

tion, corresponding responses were recorded at a constant stimulus amplitude of 54 dB peSPL

for each bandwidth condition.

A.3 Results

A.3.1 Psychoacoustical experiments

Figure A.2 shows the results from the psychoacoustical loudness matching experiments.

It shows the level difference with respect to the reference stimulus which results in equal

loudness of the stimuli as a function of the stimulus bandwidth. For better comparison

with the non-interleaved data, the interleaved data are shifted by 8 dB to higher values

(according to the level difference of the reference stimuli). The functions are the mean of

all four subjects, who participated in this study. The standard errors within and between

subjects were both below 3 dB.
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FigureA.2: Results from the psy-

choacoustical loudness matching exper-

iments. The abcissa shows the band-

width of the chirp stimuli and the or-
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reference stimulus. Results for the in-

terleaved experiments were shifted by

about 8 dB to higher values for bet-

ter comparison with the non-interleaved

data. The plotted functions represent

the mean over four subjects.

Figure A.2 shows that – independent of the measurement procedure – with decreasing

stimulus bandwidth the stimulus level must be increased to perceive the stimuli as equally

loud. For example, the stimulus with the smallest bandwidth (3 bark) must be presented

with an about 14 dB higher level (mean over all measurements) to be perceived as loud as

the stimulus with the largest bandwidth (17 bark). This effect is comparable with results in

the literature (e.g., Zwicker and Fastl, 1990). The different stimulation paradigms result in

comparable level differences. Only small differences (up to about 3 dB) at small bandwidths

(3 and 5 bark) could be observed between the different stimulation paradigms.

A.3.2 Evoked potentials

Results of the ABR measurements are shown in Fig. A.3 for one exemplary subject. As ex-

pected, wave-V amplitude increases with constant stimulus amplitude and increasing band-

width (Fig. A.3, left panel). But stimulation with chirps of constant loudness (and increasing

bandwidth) results in increasing wave-V amplitudes, too (left panel of Fig. A.3). However,

this increase is much smaller than the one for the constant stimulus amplitude.

Figure A.4 shows the mean results for the ABR measurements. The left panel shows the

mean wave-V amplitude for stimulation with constant stimulus amplitude as a function of

stimulus bandwidth. Due to the large variation of wave-V amplitudes across subjects, the

evoked potentials were normalized before averaging: the largest individual wave-V amplitude
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FigureA.3: ABR results for subject cr. Left column: ABR evoked by chirps with varying

bandwidth and equal amplitude (54 dB peSPL). Right panel: ABR evoked by chirps with

varying bandwidth and equal loudness. Notice the different scaling of the ordinates in the

left and right panel.

was set to one. As in Fig. A.3, wave-V amplitude increases with increasing bandwidth. This

indicates some kind of integration across frequencies. However, this increase could also be

seen for the stimulation with constant loudness (right panel of Fig. A.4), but in this case

the increase is a bit smaller: in the first case the normalized amplitude increases from about

0.35 to 0.96 while in the latter case in increases from about 0.5 to 0.96. None of the subjects

showed a constant wave-V amplitude for stimulation with constant loudness.

A.4 Discussion

The results of the ABR experiments show that loudness compensation results in smaller

wave-V amplitude differences (compared to stimulation with constant stimulus amplitude),

but amplitudes were not equal. Thus stimuli with smaller bandwidths must be presented

with even higher levels to get equal wave-V amplitudes.
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FigureA.4: Normalized wave-V amplitude as a function of chirp bandwidth (mean over

four subjects). The left panel shows the results for the stimulation with constant stimulus

amplitude. Results for the stimulation with constant loudness are shown in the right panel.

Psychoacoustic models use the concept of critical bandwidth to explain loudness summa-

tion: the excitation within each critical band is determined and then compressed (by raising

it to the power of α < 1). The compressed excitations are summed up across all critical

bands. Assuming that the wave-V amplitude can be explained by a similar concept, there

must be some stronger compression at the level of the brainstem to be able to explain the

data presented here.

To test, whether the bandwidth dependency of the wave-V amplitude can be explained

with a loudness model using a higher compression, the model must meet some requirements.

First of all the model should be able to predict the psychophysical experiments. Another

requirement is that the model prediction of the experiment must critically depend on the

compression parameter (the exponent α).

The left panel of Fig. A.5 shows two different model predictions (solid lines) of the

loudness matching experiment (dashed line). Both models (Moore and Glasberg, 1997;

Zwicker and Fastl, 1990) were developed for loudness predictions of stationary signals. They

are able to predict the results of the loudness matching experiment (for transient signals)

quite well. However, while the model from Moore and Glasberg (1997) predicts the maximal

effect correctly, the model from Zwicker and Fastl (1990) fails to do this. Therefore the first

model is used in the right panel of Fig. A.5 to test how critically the predicition depends on
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FigureA.5: Left panel: simulation of the psychoacoustical loudness matching experiment

with different loudness models (Zwicker and Fastl, 1990; Moore and Glasberg, 1997). The

right panel illustrates the variation of the prediction of the model from Moore and Glasberg

(1997) with the compression parameter α (dashed lines). The solid line represents the level

differences which result in equal energy of all stimuli.

the compression parameter α. Despite a large variation of α (from 0.1 to 0.9), the model

prediction maximally varies by about 2 dB. However, a simple compensation for the energy

difference between the different stimuli (solid line in the right panel of Fig. A.5) explains the

main trend of the data. These energy differences were caused by the different durations of

the chirps. Thus an effect of loudness summation – which is not just energy summation –

was hardly found within the experiments presented here.

The concept which loudness models use to explain effects of loudness summation (ex-

citation in each critical band – compression – summation) can therefore not be used to

describe the wave-V amplitude in the experiments presented here. The results rather point

to a nonlinear relationship between loudness perception and wave-V amplitude. To explain

the results presented here one could think to introduce a bandwidth dependent compres-

sion, such that the compression increases with increasing bandwidth. Alternatively a time

dependent compression could be used.
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A.5 Summary

• ABR evoked by optimized chirps of different bandwidths and constant stimulus amplitude

(peSPL) result in increasing wave-V amplitude with increasing bandwidth.

• ABR evoked by the same chirps presented with equal loudness results in smaller increase

of wave-V amplitude with increasing bandwidth.

• It is not possible to explain the relation between wave-V amplitude and chirp bandwidth

with the concept of critical bands as used in loudness models.

• There is rather a nonlinear relationsship between loudness and wave-V amplitude.

• To get a deeper insight, a modified concept is needed, e.g., a compression dependent on

bandwidth or time.



Appendix B

On the relationship between auditory

evoked potentials and psychophysical

loudness1

B.1 Introduction

Wegner et al. (1998) developed optimized chirp stimuli to examine the electro-physiological

correlate of loudness summation at the brainstem level. They found that loudness does not

directly relate to the auditory brainstem response (ABR) amplitude. Nousak and Stapells

(1998) examined loudness-growth functions for tone pulses. They compared psychophysical

data with amplitude data of ABR wave V and middle latency responses (Na–Pa). Their

results were similar to those obtained by Wegner et al. (1998) suggesting a higher compression

as derived from psychophysical data and as reflected in common loudness models. Several

authors stated that the cortical auditory evoked potentials (CAEP) – namely the N1–P2-

component – reflect an integration process of neural activity over several milliseconds (e.g.,

Davis, 1974; Eddins, 1998).

The present study examines whether effects of loudness summation observed in psychoa-

coustical experiments are reflected in CAEP. In particular, the role of synchronisation and

effects of temporal integration at this stage of processing are investigated.

1 This chapter was published together with Torsten Dau and Birger Kollmeier, see Wegner et al. (1999).
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B.2 Methods

The experiments were carried out with a PC based ERA-system (ZLE-Systeme). The digi-

tally generated stimuli (40 kHz, 12 bit) were presented through an insert ear-phone (Etymotic

Research ER-2) to the subjects. Electroencephalic activity was recorded from the scalp via

silver/silver chloride electrodes, attached to the vertex (positive) and the ispilateral mastoid

(negative). The forehead served as site for the ground electrode. Interelectrode impedances

were maintained below 5 kΩ. Responses were amplified (88 dB) and filtered (analog: 1–

100Hz, 6 dB/oct; digitally: 16Hz low-pass, 2nd order).

B.3 Results

B.3.1 Experiment 1

Psychophysical loudness-matching experiments were performed using a 2-AFC 1-up 1-down

procedure with an “interleaved” presentation of the different signal bandwidths. The signals

were chirps of 100ms duration with linearly changing instantaneous frequency (Neumann

et al., 1994); their bandwidths varied in the range from 3 to 19 bark in steps of 2 bark.

The reference stimulus was a chirp with a bandwidth of 9 bark at a level of 58 dB SPL. On

average the 3-bark wide chirp was adjusted at a 23 dB higher level than the 19-bark wide

chirp to be equal loud.

CAEP elicited by these bandlimited chirps were recorded. They are shown in the left

panel of Fig. B.1. In addition, corresponding responses were recorded at a constant level of

58 dB SPL at each bandwidth condition, shown in the right panel of Fig. B.1.

The N1–P2 amplitude of the CAEP increases with increasing chirp bandwidth (left panel).

This suggests that an integration of neural activity across frequencies occurs at this level of

processing. The results also show that equal loudness does not seem to be reflected in an

equally large N1–P2 amplitude of the CAEP (right panel). However, only small differences

in potential amplitude occur for the different conditions tested.
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FigureB.1: CAEP evoked by bandlimited chirps with constant loudness (left panel) and

with constant sound pressure level (right panel), respectively. The chirp duration was 100ms.

The recording time started at stimulus onset. The waveforms are the average of 32 responses

for each buffer. The stimulus onset asynchrony (SOA) was 5.504 s. Subject: ow.

B.3.2 Experiment 2

This experiment examines the role of synchronization at cortical level. CAEP evoked by

single rising and falling chirps were recorded. In this case, nonlinear rising chirp stimuli

were used which were developed to compensate basilar-membrane dispersion. These chirps

have been shown to maximize the synchronization at brainstem level (ABR) (Dau et al.,

2000) and were therefore called “optimized chirps”. Fig. B.2 shows ABR (left panel) and

CAEP (middle panel) obtained with single rising chirps (top) and single temporally reversed

(falling) chirps (bottom panel). In addition, CAEP were recorded with a 200ms long series

of four chirps (right panel of Fig. B.2). The repetition rate was 20Hz.



116 Relationship between AEP and loudness AppendixB

0 5 10 15 20 25

20

30

40

20

30

40

time in ms

le
ve

l i
n 

dB
 H

L

reversed chirp

single optimized chirp

1 
µV

FigureB.2: Potentials evoked by the op-

timized broadband chirp stimulus and the

time-reversed chirp stimulus. Upper left:

ABR for stimulation levels of 20–40 dB HL.

The stimulus onset asynchrony (SOA) was

50ms. Lower left: CAEP for stimulation lev-

els of 40–60 dB HL. Waveforms are averaged

over 32 responses and the SOA was 5504ms.

Lower right: CAEP evoked by a 200-ms series

of chirps at a repetition rate of 20Hz. Stimu-

lus level, averages and SOA as in the middle

panel. Subjects: cr/os.
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The data show that for the generation of CAEP neural synchronization is much less

important than for the generation of ABR: in most conditions, the chirp stimuli evoke the

same potential amplitude as the temporally reversed chirp stimuli. The results also show

that neural activity is not temporally integrated when a series of multiple short-duration

chirps is presented. However, due to the small number of averages the signal-to-noise ratio

is relative small (indicated by the two different waveforms for each condition). Therefore

further experiments with an even higher number of averages are needed.
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B.3.3 Experiment 3

As mentioned in the introduction, there seems to be some evidence that the N1–P2-compo-

nent of the CAEP reflects an integration process of neural activity over several milliseconds

(e.g., Davis, 1974; Eddins, 1998). The aim of this experiment was to derive the time constant

of this integration process.

The stimuli used here were chirps with linearly changing instantaneous frequency as in

Exp. 1. The chirp bandwidth was 9 kHz. Four different durations were used: 10, 100, 200 and

400 ms. Each stimulus was presented with rising and with falling instantaneous frequency

at levels of 40, 50 and 60 dB HL, respectively.

The data are presented in Fig. B.3. The amplitude of the N1–P2 complex increases up

to a chirp length of 100ms. No further increase can be seen for longer durations. Thus

neural activity appears to be integrated for stimulus durations up to about 100ms, whereas

for longer durations, no further integration seems to occur.

B.4 Summary and conclusion

• An integration of neural activity across frequencies occurs at the level of processing where

N1–P2 amplitude of the CAEP is generated. However, loudness summation does not seem

to be directly reflected in the potential amplitude.

• The fact that only small differences in potential amplitude occur for the different conditions

tested in Exp. 1 may be due to the relatively high stimulation level at which neural activity

possibly is near saturation. Similar experiments should be performed at lower stimulation

levels.

• For the generation of CAEP, neural synchronization is much less important than for the

generation of ABR.

• Neural activity at cortical level as reflected in CAEP amplitude, appears to be integrated

up to about 100ms, whereas it remains constant for longer durations.

• Further experiments are currently investigated to clarify the role of onsets and offsets for

the generation of CAEP and the influence of the spectral shape of the stimulus.
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FigureB.3: Results of Exp. 3. CAEP evoked by rising and falling linear chirps with levels

of 40–60 dB HL. Four different durations were tested: 10ms, 100ms, 200ms, and 400ms.

Other parameters were the same as in Fig. B.2 (right panel).
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An dieser Stelle möchte ich den vielen Personen danken, die mich während und bei meiner

Doktorarbeit unterstützt haben. Sicherlich kann ich nicht alle aufführen, aber einige seien

hier genannt:

Herrn Prof. Dr. Dr. Birger Kollmeier danke ich dafür, dass er mir die Anfertigung die-

ser Arbeit in einer Arbeitsgruppe mit ausgezeichneten Arbeitsbedingungen überhaupt erst
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Korreferats.

Mein besonderer Dank gilt Dr. Torsten Dau für seine hervorragende Betreuung in allen

Phasen der Doktorarbeit, insbesondere für die intensiven Diskussionen, Korrekturen und

Aufmunterungen in der Schlußphase der Arbeit.

Für das Korrekturlesen der verschiedenen Teile und Versionen der Arbeit möchte ich
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